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Abstract

Since the second world war, there have been enormous changes in Britain's
production and employment pattens. Two possible explanations for this phenomenon
are technical progress and demand shifts. We set out an industry model with
imperfect competition to assess their roles.

In many ways, the effects of technical progress and demand shifts are intertwined.
Technical changes which lead to new products or higher quality of output will obviously
increase demand and employment. On the other hand, technical progress in the form
of productivity gains have an ambiguous effect in employment terms. This is one of
the questions we address.

In our model, we demonstrate that the impact of productivity gains on employment
depend chiefly on the demand elasticity and the extent to which higher productive
efficiency is passed on in lower prices. This implies that an understanding of “insider"
power in wage setting is essential for evaluating these effects. In the long run,
however, competition ensures that these "insider" effects are washed out and the long
term effect of technical change depends chiefly on the demand elasticity. Under
plausible assumptions and empirical estimates, we find these effects to be positive.

On the role of demand shifts, we note that these influences depend on the demand
elasticity and the slope of the industry supply curve. Empirical estimates are obtained
for these factors. Ultimately, the overall effects depend on the size of the demand
shifts themselves which we suspect to be substantial. We distinguish between secular
changes in demand and its cyclical counterpart. Cyclical demand could have been
adversely affected by persistently large deviations from purchasing power parity and

the differential pace of product improvement and development relative to competing
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countries. Secular demand could have fallen due to a lower world income elasticity

of demand for British industrial products.

Given the huge rise of unemployment in the last two decades, we assess its impact
on the health of workers. After controlling for age, sex, duration of unemployment,
regional characteristics, macro-economic and secular factors, we find that
unemployment shocks have significant impacts on mortality rates. The pattern of such
- impacts is rather complex and may explain why contrasting results have been obtained

by different investigators.
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CHAPTER 1. INTRODUCTION.

In the period since the second world war, there have been enormous changes in
Britain's production and employment pattems. Back in 1960, manufacturing used to
employ 37% of the labour force accounting for 37% of British Gross Domestic Product.
In 1991, this has fallen to 22% representing 23% of GDP.' This drop was particularly
severe in the past decade. With the fall in industrial employment, there was also an -
alarming rise in unemployment, to a level which is sometimes comparable to that in
the great depression. In this thesis, we attempt to shed some light on the causes of
the employment changes in British industry and to study the health consequences of
the rise in unemployment.

There are, of course, natural reasons why the share of industry output and
employment might fall over time. For a start, the world is now much richer. Higher
savings have led to a vast pool of financial resources that needs managing. Thus the
financial sector has grown in importance and has absorbed manpower and resources
from manufacturing. Better off individuals go on more holidays and entertain
themselves with artistic and leisure activities creating a large leisure industry. The
development and expansion of the service sector has led to it gradually overtaking the
industry sector partly mirroring the way that manufacturing overtook the agricultural
sector in the industrial revolution.

Intemationally, some less developed countries have become richer in their capital
stock, thus giving them a comparative advantage that hitherto did not exist. Moreover,

as these LDC's mature, some have become so efficient in manufacturing that they

'Various issues of Department of Employment Gazette and National Accounts.
Due to changes in definition, these comparisons are not exact.
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have replaced part of the manufacturing capacity of the developed world. And, as the
world economy develops, the income elasticities of demand for manufacturing goods
fall since more people will be able to spend their extra income on holidays and such
like. |

Insofar as the substitution away from manufacturing industries is a natural
consequence of global development, the decline in industrial employment and output
need not pose any economic problems, much less imply a decline of the national
economy. However, there are some phenomena which cause concem. First, there -
is the emergence of persistently high levels of unemployment suggesting that
industries have been shedding jobs faster than the service sector was capable of
absorbing them. Second, comparisons of British industrial employment and output with
those in other industrialised countries reveal that the decline in Britain was much more
severe. The growth of Geman and Japanese industries has, of course, been
legendary. But even U.S. or French industrial performance compares very favourably
to the British. Between 1960 and 1990, industrial production almost trebled in France,
and U.S. industrial output grew by 150%. By contrast, British industry only managed
a 50% growth. Over the same period, manufacturing employment in Britain fell by
40%, much more than that in France (down 16%), or the U.S. (virtually unchanged).?
Thus, there is a significant part of the change in British manufacturing employment that
requires further investigation.

There exist a number of conjectures about the causes of industrial decline in Britain.
Kaldor (1966) postulates that the growth rate of labour productivity is determined by
the growth rate of manufacturing output, and that the comparatively poor performance

of British industries is to be explained by inability to recruit sufficient labour to

2United Nations Monthly Digest of Statistics.
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manufacturing.® However, Rowthom (1975) demonstrates empirically that labour
productivity gains and the growth of the manufacturing employment are mutually
independent. Bacon and Eltis (1976) suggest that the growth of the public sector had
wrested labour and resources from manufacturing, creating structural imbalance and
reducing industrial growth. Here too, Gomulka (1979) works out that, even if we
accepted all their arguments, these would only explain 10% of the relative decline of
British industrial output (relative to Germany or Japan) from 1961-74.

The weakness of these theories is that they are set in ‘an environment of full
employment, and their persuasiveness is seriously undermined by high levels of
unemployment. It appears that the modelling of industrial performance must allow for,
and hopefully explain, the presence of unemployment. In this regard, Layard and
Nickell (1985,1986) provide a neoclassical model which explains the changes in British
employment and unemployment. The possible causes they examined include wage
push variables such as benefits and unions, import prices, cyclical demand factors,
and technical progress.

We adopt this approach and extend it into the present analysis. In particular, we are
concemed about the drastic decline of manufacturing employment relative to the
domestic economy, and also relative to intemational competitors. Were there factors
specific to British industries which caused them to decline, or have British industries
been less able to adapt to general economic, technological or price developments?
And how do we measure the effects of these factors?

Our framework is one where industries compete in an imperfectly competitive maﬂ<et
with other domestic industries as well as foreign producers. The main causes we

would like to explore are technical progress and shifts in the demand function. In

®Kaldor (1975) later recanted this latter view, and thought that the lack of
intemational competitiveness was probably more important.
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order to give us a frame of reference, let us begin with a consideration of a set of
possible explanations.

There are those who believe that raw material or import prices are important causes
for the decline in industrial employment. Material costs can influence the
manufacturing sector in two ways. First, they enter the production process, possibly
affecting factor allocation efficiency, and definitely making final goods more expensive
to produce. If the production function is separable in materials, then factor utilization

-is unaffected, and material price changes impact on industry demand via differential -

material contents in different industries. Keeping in mind that we are trying to
understand inter-country or inter-sector differences, this effect is important only if
British industries have higher material input than their competitors. If so, then we
would expect a drop off in demand for British industrial goods as input price rises.*

Another way material or import prices can affect industry is through their impact on
the wage setting process, since it will exacerbate the wedge between the real product
wage and the real consumption wage. Higherimport prices will drive up the aggregate
wage level, generating higher prices. Relative domestic prices are unchanged, but for
the traded sector competitiveness will deteriorate causing a loss of demand (assuming
that other countries do not suffer from the same problem). Of course, all these are
relevant only if raw material or import prices have changed significantly. Here, the
evidence is mixed. Commodity_prices (including oil) have seen substantial rises in the
seventies and early eighties, falling back significantly in the late 1980s.® Real import

prices, on the other hand, had shown no clear trend.

“‘While there are plenty of casual evidence that the Japanese, for example, are
moving into high value added activities, the extent of this development in Britain is
unclear.

*See Figure 4 in Layard and Nickell (1991), "Unemployment", p400.

°See Layard and Nickell (1986), "The Rise in Unemployment", p128-129.
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A second set of possible explanations are wage push variables. Initially, variations
in general wage push factors such as benefits or taxes would be expected to have a
fairly uniform impact, changing aggregate wages but not affecting relative wages.
However, if there are no abnormal profits, prices will have to rise to compensate,
competitiveness will fall in the traded sector once again affecting demand. Industry
specific wage push factors will obviously have more selective impact. Some, like union
power, affects the sharing out of economic rents. As such, their influence is essentially

‘short term, and of a duration that depends on the source of such rents and the
competitive processes that will eliminate them. (We shall retum to this point

latter.) Empirically, the change in the general factors are well documented. For
example, Layard and Nickell (1985) pointed out that taxes had risen steadily for the
most part of the last three decades. Real benefits, on the other hand, are unlikely to
offer a lot of explanatory power.

Overall then, the predominant way these factors influence industry employment is
via their effect on industrial demand. Now this type of demand change is chiefly short
term and cyclical. Theoretically, differences in competitiveness will be gradually
removed by a combination of exchange rate depreciation and the elimination of
temporary rents that are accruing to wages or profit margins. And that part of
industrial demand that is pro-cyclical or anti-cyclical will also revert to its normal state.
As such, they do not offer a satisfactory explanation of secular changes in
employment.” In practice, some types of cyclical demand can take a long time to
recover. Exchange rates, for example, are driven mainly by financial flows rather than
trade flows, and can deviate from purchasing power parity significantly for prolonged

periods. Thus, producers may well have to treat them as secular changes. More

This is especially true in the presence of adjustment costs, which will tend to make
short term changes uneconomical.
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common types of secular demand factors are things like consumer tastes, and the
world income elasticity of demand for British industrial goods. Here, we would expect
producers to take full account of demand changes in planning their investment and
labour requirements.®

Someone looking at industrial production statistics may well wonder why we need to
worry about demand at all. Given that industrial output had increased over this period,
albeit at an anaemic rate, and that employment had fallen, one might feel that,
whatever happened to demand, it was technical progress which led to the contraction
in employment. This simplistic view is incorrect because technical progress is
intrinsically intertwined with industry demand.

Technical progress can occur in a number of ways. Most obviously, improvements
in the methods of production mean that labour, machinery and material inputs are used
more efficiently to produce the same product. In this sense, the impact on
employment is ambiguous. Less manpower is now required to produce the same
amount of output. On the other hand, reductions in the cost of production allow a
lower price and generate more demand for this output.

Technical progress can also occur in other substantial ways. It can change the
nature of products, for example make them more reliable. Consider the modem
television set. It seldom goes wrong and when it does, repairing it is straightforward.
Or consider the use of new materials. New alloys for the engine blocks in motorcars
allow them to run at much higher temperatures. This greatly improves fuel efficiency
and lowers running costs. Thus when we buy a television set or a motor car, we
purchase a product that is intrinsically superior to items made a decade or so ago.

Technical progress can also change and increase the mix of goods available.

®In this respect, note that Thirwall(1978) presents evidence that British industries

have lower world income elasticities of demand when compared to other industrialised
countries.
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Through a combination of better production technique, use of new materials etc., new
products come on the market. Look at the large arrays of computers and computer
software. While these changes are difficult to quantify, intuitively it is easy to see that
these developments tend to increase the demand for industry products. That is, they
shift the demand curve outward. What is more, intemational considerations
exacerbate the sensitivity of these effects, further emphasizing the desirability of
technical progress. Indeed, there is a view that British industries suffer from
-disadvantages in the development of technical innovations.® -

Nonetheless, new technologies tend to divide employers and employees. For
however good new products are, they tend to be made by new workers in new working
arrangements. Very often, this does not generate any great advantage to the existing
workforce. Of particular interest is the role of technical innovations in production
efficiency. There is considerable resistance to the implementation of new technologies
because of a fear that they will cost jobs. However, as we argued before,
technological lags can cause serious losses in demand in the long term. It is thus
important to clarify the arguments.

The balance between lower employment due to labour efficiency and higher
employment due to increased demand depends on two things. First, the elasticity of
demand. Second, the extent to which higher production efficiency is passed on in the
form of lower prices. As production techniques improve the cost of production falls,
generating the possibility of higher profit margin and wages and, to the extent that
these have not exhausted the technical gain, lower prices attract larger demand. Of
course, such progress spreads out to other producers sooner or later and profit

margins will need to come back into line. Similarly wages which may be held higher

°see Gomulka, S. (1979), 'Increasing Inefficiency versus Slow Rate of
Technological Change".
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for a time through union action, for example, will have to reckon with competitive
forces eventually. Therefore, in the short run, rent seeking behaviour in wage and
price setting have important implications for industrial adjustments to technology and
demand changes. In the long run, the employment consequences of technical
progress in production depend mainly on the demand elasticity.

Given the pivotal roles that industry demand and technical progress play in the
determination of employment, we need to address several questions. First, how
sensitive are employment and output to different kinds of demand shocks? And, what
are the employment consequences of technical progress in production?

To answer these questions, we set out in chapter 2 an industry model with imperfect
competition which detemrmines industry wages, prices, employment and output. We
then discuss the impact of technology and demand shocks in our model. In chapter
3, we derive and estimate an empirical version of our model using 3-digit level industry
data. This provides parameter values on an industry by industry basis to allow us to
assess the significance of our analytical results. Along the way of the theoretical
developments, we look into the behaviour of rent seeking in
wage setting which affects the short run response of industry to technological or
demand shocks. In particular, we employ the idea of "insider" effects in wage
determination. In chapter 4, we provide a more rigorous derivation of these “insider"
effects in wage setting. We then proceed to estimate these "insider" effects on 2-digit
level industry data and attempt to explain them in terms of industry characteristics,
such as union power.

Having thus explored the causes of employment decline in British industries, in
chapter 5 we tum our attention to the health effects of the consequent rise in
unemployment. The particular question we address concerns the relationship between

mortality and unemployment. Despite a long list of literature on this subject stretching
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back to the 1930s, there is no strong consensus on the existence of the mortality
effects of unemployment. Essentially, there are two problems which trouble
investigators. One is the association between incidence of unemployment, mortality
and chronic poverty, confusing the issue of causation. The second relates to a debate
conceming whether material or psychological channels are more important. In a
comparison of different British standard regions, we try to resolve these questions by
exploring the different aspects of unemployment and how they may or may not be
associated - with- mortality. - One would expect that different characteristics of
unemployment, such as its duration or its age specificity, will have differential effects
on the unemployed. By exploiting these differences, we may be able to explain why
conflicting results have been found in the literature, and to help resolve the debate
over the manner in which these effects work.

The results from the various parts of the thesis are summarised in our conclusion,
chapter 6. After which we present a list of references.

There are several themes which run through this thesis. One is, of course, the
investigation of employment and unemployment. Another is our methodology. We are
able to employ pooled cross section-time series throughout most of our analysis. This
has the advantage of controlling for time invariant characteristics of the cross section
unit, as well as macro factors which have a uniform impact. The implication in chapter
5, for example, is that we need not worry about modelling the secular decline in
mortality when we seek to explain cyclical effects like unemployment. In the earier
chapters too, we are able to control for industry characteristics and business cycle
effects which would make estimations of demand elasticities and such like very
difficult. The only point when we did not used this methodology is in the main part of
chapter 4. This is decided mainly on technical grounds. Since we were interested

only in the identification of the "insider" effects, the data requirements are somewhat
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different. Furthermore, some wage push variables are only available at the 2-digit
level. Using this in our estimation means that we cannot used pooled time series-
cross section method, but are however able to use a longer run of data. As an
interesting exercise, at the end of chapter 4, we present an altemative empirical route
comparing estimates obtained using the 2-digit data set and the 3-digit data set.

Reassuringly, these are remarkably similar.
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CHAPTER 2. THE DETERMINATION OF WAGES, PRICES, EMPLOYMENT AND
OUTPUT IN BRITISH INDUSTRY: A MODEL WITH IMPERFECT
COMPETITION.

|. Introduction.

In this chapter, we provide a theoretical analysis of the impact of technical progress

and demand shifts on British manufacturing employment. Our aim is to explain the .
secular changes in employment in this sector, particularly the sharp decline since the
early 1970s.

There is a long history of research into the causes of slow industrial growth in Britain.
This includes the papers by Kaldor (1966,1975), Bacon and Eltis (1976), and
Eltis(1979). In the main, these arguments are based on growth theories with the
implicit assumption of full employment. Their relevance has thus been weakened by
the rise of unemployment. An attempt to model industrial performance must allow for
the presence of unemployment. For this, we tum to the approach developed in Layard
and Nickell (1986,1991), in which they set out a neoclassical model to explain the rise
in British unemployment. The array of possible causes they examined include wage
push variables such as benefits and unions, import prices, cyclical demand factors,
and technical progress.

We extend this approach into the present analysis. Of particular concem to us is the
fact that, though overall employment growth has been anaemic and aggregate
unemployment has been rising, the fall in manufacturing employment has been
especially severe. Furthermore, there is also a relative decline of British manufacturing
when compared to those of other industrialised nations. Hence, there is a part in the

movement of manufacturing employment that deserves further examination. The
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methodology and data we employ here allow us to utilise and investigate the difference
in the inter-industry pattem of employment and output. The framework we use is a
model of an imperfectly competitive industry in the presence of general wage setting
behaviour. The general idea in this model is that as productivity or demand rises, both
wages and profits rise in the short run, with the presence of "insider" forces in wage
setting generating further complications. Over the longer term, however, competitive
forces drive down the price of output relative to costs and eventually wages are forced
back into line.

This analysis allows us to address a number of important issues. There are those
who resist the implementation of new technologies on the ground that such
technologies will reduce employment. If we observe the histories of past innovations,
this does not appear to be the case. More significantly, delay and refusal to accept
new technologies, either in new products or new processes, can cause a serious loss
of competitiveness and hence, demand. It is very desirable to resolve this question
on an industry by industry basis and also to assess their demand elasticities. There
are also some evidence that the world income elasticities for British products are
relatively low because British manufacturing is concentrated in the older industries, and
that this may explain the reduction in Britain's share of world trade.' We attempt to
capture this by calibrating a demand variable so that it has a trended part as well as
a cyclical element.

In terms of a full explanation of the changes in manufacturing employment, there are
of course other possibilities apart from technical progress and demand. Some have
argued that import or raw material prices could be an explanation. While there is no

clear evidence that real import prices have significantly increased,? commodity prices

'For example, see the NEDO studies by Panic (1975).
2See Layard and Nickell (1986), pp128-9.
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have been more erratic.> However, any rise in raw material prices would also affect
other industrialised countries, such as Germany or Japan, and is therefore unlikely to
explain intemational differences unless British industries have particularly high material
contents. Variations in wage push variables such as benefits and taxes would also be
expected to have a fairly uniform impact and unlikely to explain inter-sectoral
differences. On the other hand, wage push effects which raise the general wage level
may cause a more detrimental loss of competitiveness in a traded sector like
manufacturing. These effects are captured as part of our demand variables. 'Hence,
technology and demand shocks have pivotal roles in the determination of industry
employment.

Following the developments in this chapter, we shall investigate empirically the
impact of demand shifts and technical progress in the next chapter. In chapter 4, we
retum to the issue of “insider' forces in wage setting as this is of fundamental
importance in understanding the labour market.

Our model of industry behaviour and wage determination is presented below.
Section |ll contains a discussion of some long run comparative static results arising
from the theory. In particular, we shall concentrate on the long run impact of demand

shifts and productivity gains. Section IV presents our conclusions.

3see Layard and Nickell (1991), figure 4, p400.
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Il. A Model of Industry Behaviour.

In this section we discuss the behaviour of firns in an imperfectly competitive
industry and go on to present a rather general model of wage setting. We then put the
pieces together and study how the industry responds to exogenous changes in the

long run.

The Behaviour of Firms.

Suppose that each industry, i, consists of price setting firms (indexed j). In order to
analyze their pricing and employment decisions, we must specify the demand
conditions which they face and their technology. Starting with the latter, the firms have

a common, constant retums, technology described by
Y, = F(AN,IK,)) K (1)

where Y is value-added output, N is employment, K is capital and A is labour

augmenting technical progress.

Next consider the demand curve facing the industry. First we define real aggregate
demand in the whole economy as g%y where y is the potential output of the

economy when resources are fully utilised and o, is a measure of aggregate demand
relative to potential output. The share of real demand falling to the /” industry depends
on a taste factor, &, and demand factors specific to the industry, e°". The output of
industry i competes in two specific markets, first the domestic market for all goods

(price index P) and second the world market for all goods (price index P’ in domestic
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currency). The output of industry i also competes against the foreign output of the
same industry and the price used here is the relevant import price, P,. So the demand

curve facing industry i can be written as

Y%= (PPY™ (PP (PIP}) ™ 6"'6""6™ Y (@)

or

Y,?-e°'(P,/P)® °'Y 3)
where 6= 0,+ 6,+ 6, and g, is defined by

o ,=0,+04,+0,l0g(P*/P)+03log(P/ |P) (4)

Having set the scene, we now discuss industry pricing behaviour. We suppose that
prices are set before demand, o,, aggregate price, P, and wages W, are revealed.
Once prices have been set, output is produced in order to satisfy demand and labour
is employed to produce the output.

Conceming price setting, we suppose that the industry output price which emerges
is systematically related to the monopoly price which would rule if there was complete
collusion between all the firms. The details of this relationship are discussed later.
The final price is uniform across all firms in the industry and demand, and hence
output, is distributed across firns according to size as measured by the
(predetermined) capital stock. So the output-capital ratio is the same for all firms.

Thus if Y, K, N, are industry aggregates,

YiiKi:N= Y K N

So we can write an industry aggregate production function

Y,-F(ANIK) K, (5)
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In order to derive the monopoly price, we may define the cost function corresponding

to (5) as
C-CAW/A,YiK) K, (6)

and given that the industry demand elasticity is 8, the monopoly price P, ;is given by

Py <o Gy (WilAL, YiIKG) ™

Note that both C and marginal cost, C,, are homogenous of degree one in prices and
that ihé elastiéity of dem.an.d, 'e, mﬁst excéed uvnit.y. . -

The fundamental question is the determination of the relationship between P, ; and
the actual price which is set. In a Coumot-Nash industry, the actual price is a fixed
proportion of the monopoly price. This follows from the fact that in such an industry,
price is set as a fixed mark-up on marginal cost, the mark-up depending on the
Herfindahl index of concentration. However, other theories indicate that deviations of
industry prices from the joint monopoly level are sensitive to the cycle. Stiglitz (1984)
provides a long list of possible theories which generate the result that industry prices
will tend to fall further below the joint monopoly price as demand expands. Thus, for
example, the flow of potential entrants tends to be higher in booms than in slumps so
the limit price required for entry deterrence is higher in the latter period. This is related
to the result that in industries with free entry and exit, only average cost pricing can
limit the threat of entry (see Mirman, Tauman and Zang 1986, for example).

In the context of oligopolistic industries Rotemberg and Saloner (1986) provide both
a theoretical foundation and some empirical evidence for the view that collusion is
more difficult when demand is high. The idea here is simply that the benefits of
deviating from collusive behaviour are more likely to outweigh the costs when demand

is high. Again this implies that the mark-up on marginal cost moves counter-cyclically.
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This discussion implies that we must allow for the possibility that there is a cyclical
relationship between the actual price, P, and the monopoly price P, ; with the

discrepancy being bigger when demand is higher.* This would imply that we have
P~f(a,°)P,,, f<1,F<0 (8)
o being the expected demand index.
Since prices are fixed in advance, they must be set on the basis of expected
marginal costs and so, using (7) and (8) we have

_8f(e])

P
I 8-1

G, (W' 1A, Y, 1K) @)

To make our model comparable with standard models of price behaviour it is

convenient to separate out trend productivity effects and demand effects and this we

do by defining trend industry output Vl by

Y,-6°!(P,/P®)6°' Y (10)

where 0, is the average demand index.

Now expected output, Y, is equal to expected demand at price P, that is

(from 3)

Y -e"!(PJP9)° e’ Y

Therefore,

‘Ultimately, this is an empirical matter and the discussion below does not depend
on the particular cyclical behaviour of margins.
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Y[‘I.Y_]'a(al.-?’) (11)

Hence, marginal cost, C,, may be expressed in terms of trend industry output as

MC;= G, (W/°IA,, Vi1 K;-6°"%?) (12)

Instead of using trend capital productivity, it is more instructive to use trend labour

productivity. This we do by relating trend industry output, ‘)7, , to trend employment,
Wl , through the production relation

Y/l K= F(AN; K;) (13)

Thus,

MC-Cy (W,*, V[N, A, 6" "?)
This is then incorporated in the price equation (9). Note that we are assuming here

that y , A, K, and o, are all known in advance.

Itis convenient to present the relevant equations in log-linear form in order to provide

a foundation for the empirical work and this we may do as follows.



Production function

Yi-K=¥ o+ Y4 (N8~ k)

Industry demand

Yi-y=©,-0(p;-p)+a,

Price-setting equation
PrB o-B3 (0 7-a )+ me,

where the marginal cost is

me=w,°-a;+ Ba(y,°- k),
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(5a)

(3a)

(9a)

(12a)

The marginal cost term can then be expressed in terms of trend labour productivity

and demand effects by noting that y,°_y.=o}-g, » SO

me=w,°-a,+ B, (yl_kl) +P, (0 1‘“;1)
Furthermore
Yi- k=¥ o+ v, (ny+ 8- k)

which gives

(13a)
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Thus the marginal cost is re-written as:

mey=b,, +w,® - by (y-n;)-(1-by) a,+ B, (o °-0) (12b)

by=Boy J(1-v1)s by=B2v4/(1-v4)
Therefore, the corresponding version of the price setting equation is:

Pr-w°=b,-b, (y-1;)-(1-b, )aby(a -0 ) - (%)

by=B o+bop Do=Po—Bs

This completes the discussion of firms’ behaviour and we must next move on to

wage determination in the industry.

The Determination of Industry Wages.

We shall devote chapter 4 to study the complexity of the wage determination issue.
In the following, we limit ourselves to a sketch of the basic features in our wage model
that is relevant to the current analysis. Our model of wage determination is kept
deliberately general because, in reality, wages may be determined by a variety of
different methods even within the same industry. Here we see industry wages as
being influenced by two sets of factors. The first group we call "insider" factors and
these reflect productivity within the industry and the well-being of the existing

workforce. The second group reflect "outsider” influences which affect the firms' ability



28

to retain and motivate workers, and include wages paid elsewhere and the general
state of the labour market.

In order to make these notions more precise, we begin by deriving the relationship
between product wages, employment and productivity within the industry. This
relationship is based on the marginal revenue product condition which is an alternative
form of the pricing equation (9). It is a well known fact that marginal cost is equal to

the wage divided by the marginal product of labour, so we have

MC;= W," A, F, (AN/IK)) (14)

Using this and rearranging (9), we obtain the marginal revenue product condition

8-1
8f(o7)

W' - P,AF, (AN 1K) (15)

which is really an altemative way of writing the pricing rule. Under competition, of
course, 0 — < and (15) then simply represents the employment decision of the
competitive firm with P, now being exogenous. The log-linear version of (15) is
obtained by using the production function (5a) to eliminate expected output y° in (9a)

and (12a). This yields, after some re-arrangement

Prw =B o+BaY o-Bs(0 -9 1) +Ba14(n°-K))-(1-B,y4 )&, (16)

in order to specify the "insider" wage, we first ask the question, what would the wage

have to be in order to generate a level of employment for all the workers considered

"insiders", nj/, if demand remains at the average level ;’, ? The answer is given by
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(16), replacing n? by n/ dropping the o terms. Insider wage setting, in its purest form,
is concemed with maximising wages while guaranteeing the jobs of the existing
workforce (see, Blanchard and Summers 1986, for example). Thus ni' would be set
at n_(1-3) where & is the proportion who leave voluntarily. The argument here is that
unions are the primary force in wage bargaining and their sole concem is with existing
jobs. There are, however, further possibilities. For example, the union might also
attach some weight to the recently unemployed workers from the /" industry. We

would then have

N/ =N, (1-8)+(1-0,) U4, 0<w,<1

where U, refers to those unemployed who recently worked in industry i. So if L, is the

labour force "attached" to firm j, defined as

LI- N,+ U,
then Nj'= L, - 8N,_4-o, U, ,
=L [1-0,u,-8(1-u_,)]

where u=U,/L, is the industry unemployment rate. So, in logs, we have

n,l-ll'_1‘((l)1 —G)UL_1—6 (17)

In addition, there are a number of further factors which could be included in the
"insider" category. Insiders may resist wage adjustments associated with changes in
the wedge between product wages and consumption wages (post-tax wages deflated
by retail prices). In other words, if tax changes, for example, raise product wages
relative to consumption wages, workers may resist the reduction in the consumption

wage necessary to stabilise employment. Other factors tending to raise the "insider"
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wage may include the power of the union in industry i, for example, and in general we
simply include all these exogenous forces in a vector z,,.

So we are now in a position to specify the “insiders" wage, w;, as that which will
ensure the long run employment of n/ workers defined in (17), modified by some
further exogenous factors z,, So we have, using (16),(17)

WII'—(B o*B2Y o*B2Y18 )+PrBav4 (/1K) (18)
+(1-B2vq)arBoyvy(04-8 )y 4 + Z;

It is most unlikely, however, that firms are immune from outside forces and the
"outsider" wage reflects this fact. This wage, w,°, captures the payment required to

retain and motivate workers. This clearly depends on the wages that are expected to
rule elsewhere, W, modified by the chances of obtaining employment and the

financial and other penalties associated with unemployment. We suppose that the
former depends inversely on the general level of unemployment, u, and the latter on
a series of factors, such as the level of unemployment benefits, which we label z,,

The outsider wage may, therefore, be specified as

W)'=8or+ W-Cy U+ 2y (19)

where, for the moment, we suppose the unemployment term to enter linearly.
Now we assume that the actual wage set in industry i is a weighted sum of the

"insider" and "outsider" wages where the weights are A, 1-A respectively. Thus we

have

WreAW +(1-2)w,% 1,
=A,-A(B o+B2Y °+Bz‘v16 )+(1 '1)501"‘1@# ﬂzﬁ(krll,‘.‘,) (20)
‘5271(0‘_1‘5)%-1 )+(1-Bov4)a)) + 2,
+(1-2)(W-6u+2,)
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In order to tie this up with our pricing model we shall suppose that L, is proportional

to the trend level of employment in the industry thus yielding®

’/-1‘Fr* a (1)

This implies

krll;‘(kr-ﬁ)-d

making use of the trend production function (13a).

Substituting this into (20) now gives, after some manipulation, our final wage equation

Wi=Co+M(Pr+by (v~m)+(1-by)a;)
+(1-2)(W-c,u+2,)+ABay4(04-8)uy 4 (22)
Co=A o+ A(B o+B2Y o*+BoY,8)+(1 -1)60,—Bzy1a-b,y s

We can give some interpretation to (22) by re-arranging it as a relative wage

equation,

Wr-W=Co+ A (by (v-n)+(1-b, )a,-(w-p,))
+(1-1)(q u+z,) + APy (0 ~8) u;_,

This indicates that wages in industry i rise relative to outside wages for four possible

reasons. First, if inside "trend" marginal productivity,

®In order to justify our comparative static results, we need only suppose that this
holds in the long run but it makes for a cleaner exposition if we assume it remains true
throughout.
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Bovy [(K1-y) +(ey-1)a]
rises relative to outside wages normalised on industry product prices, (‘yp_p)_

Second', if the general level of unemployment, u, is lower. Third, if the industry
unemployment rate, u,, has been higher and fourth, if autonomous wage pressure
inside the industry, z, increases. The third of these effects may appear somewhat
strange, at first sight, but it is really quite straightforward. If unemployment inside the
industry has been rising, this implies that employment is now at quite a low level. The
“insiders" can now negotiate a higher wage, without fear of job loss, than they would
have been able to do had employment been previously maintained.

Three parameters are particularly important in understanding wage setting in a

particular industry. The parameter A measures the extent to which wage setting is

influenced, in the short run, by "inside" forces such as own productivity. This is clearly
related both to the absence of competition in the product market and to the power of
unions in the labour market. The size of the (positive) coefficient on lagged
unemployment reflects the extent to which the existing employees are concemed only
with their own welfare and the extent to which they can impose this concem on
management. In a sense, therefore, a high coefficient on lagged unemployment
reflects both selfishness and power. This forms the basis of the hysteresis effect. The
third parameter is that associated with aggregate unemployment. This captures the
impact of outside labour market on wage setting. The higher it is, the more

"competitive" is wage setting behaviour.
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lll. The industry Model in the Long Run

One of the main purposes of setting up an industry model is to see how the industry
will adjust in the long run to a variety of exogenous shifts. In particular we are
interested in how wages, prices, output and employment adjust to technological
improvements (rises in a,) and demand shifts (w,, ¢;). In order to undertake such an
‘investigation we propose a specific operating context.  First, we assume perfect
foresight since we shall not be concemed here with the impact of surprises. Second,
we shall not endogenise capital accumulation but simply investigate its consequences,
while noting the situations in which capital accumulation is likely to occur, for example,
when more capacity is clearly required. However, we must allow "trend" marginal
productivity to change because this will influence "insider* wages. Our model allows

trend productivity to evolve through equations (13) and (10). Recall that

Y,/ K= F(AN,/ K)) (13)

Y-e°!(P[P°)%e°' Y (10)

These ensure that when aggregate demand is operating at the full utilization level in
the economy as a whole, then it will be enough to ensure that industry i will be
operating at this same level. So, in the long run, the industry will operate at full
utilization output when o= 0.

Before looking at some comparative statics, one final point is worth remarking and
this refers to the determination of employment. Since, in reality, there are employment
adjustment costs, employment will adjust only slowly to exogenous shocks. The
production function in (9a) should, therefore, be thought of as holding when

employment has adjusted fully and when hours of work and capital utilization (shift
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work) have reverted to their normal levels. The true, short run, production function
would, of course, include these other factors but is surplus to our requirements so long
as we are mainly interested in the full long run employment responses. (Note that
employment only enters in this equation and is thus completely separable from the rest
of the model.) Similar arguments relate to the price and wage equations where

adjustment terms in the model allow short-term rent seeking behaviour.
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llIA. The Impact of Productivity Gains and Technical Progress.

In order to see how the model operates it is convenient at the outset, to set down its

key equations. These are

Production:(eq 5a) Yi-Ki= ¥ o +¥4 (N2 k;) (23)
Demand:(eq3a) Yry-o -6(p,-p)+0, (24)
Pricing:(eqob) PrW;=bg-by (V1;)-(1-b, )apby (o o) (25)
Wages:(eq22)

WpmC,+ AP by(y-n)+(1-by)@) +(1-1)(W-Cu+Z,) +ABoY4 Uy (26)
Key parameter: by=v,B(1-v4)

where 3, measures the rate at which marginal costs increase with output, and v, is the
elasticity of output with respect to employment in production.
In the short run, this model determines wages, w, prices, p, output, y, and

employment, n, given a, k, p, w, u, 2,, U, G, 5" 7,_3’ y- Inthe long run, however,

we may suppose that YrY, nF0y- Therefore, in the long run, trend productivity is also
determined within the model.
The next step is to determine the impact of technology, a, k, on wages, prices,

output and particularly employment. Our main objective is to explain secular changes
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in employment and output. Before that, we begin with a description of short-run
behaviour which is interesting on its own and also gives some insight into this model.

Improvements in production efficiency benefits the consumers through lower prices.
This is given in (25) which relates the price mark-up on marginal cost to cyclical
demand only, and is independent of the level of marginal cost itself. The rationale
behind this is that in an imperfectly competitive industry setting, profit margins must
stay within a certain range to deter new entrants. Now equation (25) is in a static
form. In the short run, prices take time to respond to changes in demand and marginal

costs. This amounts to the presence of adjustment terms which we include as®

PrW;=b,+p (Py-Wey)-(1-p) by (1) +(1-y )apby (o o)) (259)

Initially, only a part, (1-p), of the improvement will show up as lower prices. The
remainder becomes a source of economic rent to the firm and its workers. The
sharing of this spoil depends on the power of the "insiders" to seize the new rent that
has arisen. To see this more clearly, let us look into the structures of the price and
wage equations. Assume for the moment that 1-b, > 0. Note also that w; is the wage
which concems the workers, and wj-a,is the wage paid per unit of efficient labour unit,
nqa, which is the important wage for the fim. The firm’s mark-up on marginal cost
is [p~-(wra)-b1(yi-nra)]. When there is a technical shock so that da>0, the wage per
efficient unit of labour drops and the mark-up rises. This rise is partly offset by
diminishing marginal productivity of labour as the output to efficient labour ratio is
raised. The extent of deterioration in the marginal cost, b,, is inversely proportional to
the elasticity of substitution between capital and labour, 6. Hence, the overall initial
benefit to the firm is (1-b;)da, A portion, (1-p), of this is given up due to competition

considerations. The firmm is then left looking at a rent of p(1-b,)da,

*There are, of course, a lot of reasons for the presence of adjustment terms in
price equations. A common explanation is menu costs.



37

This supposes that the wage w, stays the same. So we tum to (26) to examine this.
Here, we note that when there is an increase in economic rent, wages will respond.
In this case, the rise in w, is Ap(1-b,)da, In the extreme case that workers have no
power to capture any gains from technical shocks, A=0 and w, indeed stays the same.
At the other extreme, A=1 and w, rises by p(1-b,)da, Since prices cannot rise, workers
have captured the entire amount of productivity gain and profit margins are unchanged.

If p is large, demand and output are stimulated by only a small reduction in the price,
and employment is likely to fall via (23). This state of affairs is temporary. Progress
in production technology will spread and the firm then faces price competition
as well as the threat of new entrants.” Notice that this applies whether the rent was
accruing to producers or workers. What is more important, foreign producers are also
competing and could provide an even more substantial levelling effect. In fact, the
majority of the technical advances of this type are probably innovated by foreign
competitors and diffuse into domestic industries and so the possibility of enjoying the
rent does not arise.®

This brings us to considerations of the long run, which is perhaps the more important
part of this analysis. For it is this that may tell us whether technical progress has
contributed to any secular decline in British manufacturing employment.

To begin with, we have set out some important long run comparative static results

in table 1A.

’In the set-up of our model, we have assumed identical firms. In reality, there may
well be a sequence in which new technology is diffused through the industry.
Nonetheless, it is difficult to envisage a prolonged advantage in the production process
of an existing product.

8Gomulka(1979) presented evidence that the amount of technical innovations in
Germany and Japan had overtaken that of Britain some time in the early 1960s. The
U.S. has been and remains the leader in this area.
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Long Run Comparative Static Results®

Partial derivatives
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9

Aggregate Wage, ow 1 1/A -6/A -6/y,A
8

Aggregate Price, ap 0 0p./A e/A 0/v,A
9

Capital, ok; 0 -B/A 0p,/A 1-1/v4A
9

Technical Progress, da, 0 -1/A 6/A (6/y,A)-1

A -1 +0 pz
A number of features of these results are of considerable interest. As we have

stated before, the forces of competition ensure that when productivity gains are made,

industry prices fall and workers are unable to capture any of these gains once prices

and output are adjusted fully. In the light of this, it is not surprising that in the long run,

industry wages are not sensitive to technology. The interesting results concem

industry employment and here there are three important factors.

First, industry

employment is decreasing in the aggregate real wage, (w-p), ceteris paribus. The

*The derivation of these results is given in the appendix.
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coefficient here is 6/y,(1+p,0) which is increasing in the demand elasticity 6. As

aggregate real wages rise, this drives up real product wages (note

6B,

—23(w-p)) and hence reduces employment. This is, of course, only a
A

8(wrp)-
ceteris paribus result and rising aggregate real wages will generally be associated with
increases in aggregate demand which will offset this effect.

Turning to the role of the capital accumulation, there are, as might be expected, two
offsetting effects here. A ceteris paribus rise in the capital stock will reduce prices and
hence raise demand. On the other hand it will cause substitution away from labour.
In the light of this, it will come as no surprise that the upward impact on employment
is increasing in the demand elasticity and, one would expect, decreasing in the
elasticity of substitution between capital and labour. This latter point is confirmed by
the presence of B, in this result. The relationship between B, and the elasticity of
substitution, o, may be established via the marginal product of labour function we used

implicitly in equation (12),

log MPL - -B, (iog Y -log K)

Now, along a profit maximisihg path d(log W)=d(log MPL), so that

diog W _dlog MPL
dlog YN dilog YIN
-_p, dlog YIK
2 dlog YIN
-_p, dlog YIK diog KIN
2 diog KN diog YIN
-_p,-dlog VK 1
2 -diog NIK (1-v,)
=Ba (Y )I(1-v4)
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Now d(log Y/NYd(log W) is an altemative expression for the elasticity of

substitution.’ Hence, we have B,=(1-y,)/oy,. Now since the effect of an increase in
the capital stock on employment is increasing in f,, it is therefore decreasing in .
Similar remarks apply to the impact of technical progress in the sense of there being
two offsetting effects. A rise in labour augmenting technical progress reduces the
amount of labour required per unit of output but also causes a price reduction which
raises output. As with capital accumulation, a high demand elasticity obviously helps
employment but in this case the employment change is increasing in the elasticity of
substitution as it is decreasing in B,. (This is intuitive since the technical progress
raises the amount of efficient units of labour, a high degree of substitution will allow
these extra units to be absorbed.) So the impact of technical progress on industry
employment is fundamentally an empirical matter. However we can gain some idea

of the orders of magnitude by noting that

an, 0

— 9
a8, v,(1+B,0)
=8[y,+6/a(1-v4)]"'-1

recalling that g,-(1-y,)/oy,, Which implies that ﬂ’!>o if @>v,[1 _1:'_‘]-1.
(o]

a,

v, being the share of labour, is around 0.6 and o is about 0.8, so we need 6>1.2."

Generally we would expect long run demand elasticities to be somewhat greater than

“see Arrow, K., et al, in Review of Economics and Statistics (1961), pp 228-229.

"'"This is not strictly correct because in a Cobb-Douglas production function, the
elasticity of substitution is one. However, our use of a Cobb-Douglas type log-linear
production function is a simplifying approximation to something more general. In a
discussion of real world magnitudes, therefore, it is more sensible to compare realistic

values. In any case, plenty of allowance is given to the magnitude of 6 in subsequent
explorations.
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this, so overall it seems likely that the ceteris paribus impact of technical progress is
likely to be positive. However this can only be confirmed by empirical analysis, which
will be the subject in the next chapter.

In the meantime, if our suspicion is correct, then the state of demand in the product
market must be responsible for the fall in employment that we have discussed. To

assess sensibly this possibility, we examine the role of demand in our model in the

next sub-section.
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IIB. The Impact of Demand.

Recall that from (3),(4) and (10) in the model, demand shifts are captured by a taste
factor, w, aggregate potential output, 7 and a cyclical demand index, o, The basic

difference between w, and g; is that w, attempts to capture secular changes in demand
whereas o, measures demand changes that, while not altogether transient, are
nonetheless expected to disappear in the long run. Important examples of the former
include relative income elasticities of demand for British industrial goods.'? Examples
of the latter type include the business cycle and, say, prolonged deviations of Sterling
exchange rates from Purchasing Power Parity values.'®

The sum of the taste variable, aggregate potential output and the average level of
o, together determine trend industry output. However, deviations of o, from its average
level affect pricing and wage behaviour, and hence generate a different outcome. For
instance, as income increases, some industries will benefit because of a high income
elasticity of demand. This creates a demand shift in (24) via w, The ability and
willingness of firms to supply this extra demand obviously depend on the interactions
of the price and wage equations. In (25), we see that as this demand rise is a long
term characteristic of the industry, profit margins are unaffected.” In the short run,
when plant and machinery are unprepared, marginal product of labour drops as output

is increased resulting in a rise in the marginal cost. Output price rises precisely by this

"?The relative weakness of world income elasticity of demand for British industrial
products have been put forward as explaining loss of manufacturing markets by Panic
(1975), for example.

*See, for instance, OECD studies on purchasing power parities (1985) and (1991).

“For the purposes of clarity, we abstract from the discussions on the adjustment
process in the price equation as described by (25a) in the last subsection. This will
add an extra complexity to the discussions about the short run which is easily
assimilated.
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amount so that profit margins remain the same. As economic rents do not arise,
wages are not affected. (There may however be some second round effects coming
through the unemployment terms. Industrial unemployment could be lowered
signifying a dilution in the membership of the "insider" group. This would tend to lower
wages. On the other hand, aggregate unemployment might be reduced, representing
a somewhat tighter labour market, thus tending to push up wages. One would suspect
that because of labour mobility, the relation between industry unemployment and
employment are somewhat loose. The extent of any fall in aggregate unemployment
is also likely to be small. Ultimately, this is an empirical matter, and we shall comment
on it in due course.)

In the long run, producers would adjust their capital stock so that factor utilization is
once again optimised. Then there is no decrease in the marginal product of labour
and marginal costs are stable in (25). Hence, prices and wages are unchanged. The
industry is able to absorb all the extra demand and output and employment increase
proportionately. This result obviously relies on the availability of spare capacity in the
economy, otherwise the aggregate level of unemployment might fall to such an extent
that wages would rise via (26), upsetting some of the earlier assessments.

Another type of demand changes concem the cyclical or transitory factors. Take a
recession in a business cycle. Though sometimes appearing to last for ever, they are
nonetheless expected to go away. This we capture in the term o,. In the event of an
increase in o, the ability of industry to respond are again dependent on the interplay
of equations (25) and (26).

As before, short run considerations will have to include the rise in marginal costs of
production which partly offsets the increase in demand via a deterioration in the
relative price. An extra complication in this case is that firms’ price mark-up tend to

react to this type of cyclical demand changes. Take the case where firms use boom
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times to recover profit margins and would absorb adverse cost developments in lean
times. Then as o, rises, price mark-up on marginal cost is increased by b,do; in (25).
This creates an economic rent which workers are keen to exploit also, and wages are
raised by Adp, Prices are then further increased by this amount to retain the higher
mark-up. Wages then rise by A(Adp)=A2dp, which is again added on to prices. Using
the usual multiplier arguments, the end result of this catching up is that relative prices
would need to rise by b,/(1-A). Remember that this is in addition to any price rise
which might have occurred as a result of increasing marginal costs. This implies that
output and employment would rise by proportionately less than the rise in cyclical
demand. In the long run, of course factor allocations in production are adjusted so that
marginal cost stays the same. Employment and output then rise more as the increase
in price is restricted to b,/(1-1).da,.

The formal comparative static results are set out in table 1B below, after which we
give a description of the actual parameters (we have nomalised o, to have zero mean
in this table).

We present the results conceming trend demand and cyclical demand separately.
Note also that as we generate the standard comparative static results from our model,
these will refer to changes holding the capital stock constant. In the long run,
however, the capital stock will adjust to demand shifts and it is worthwhile also
examining the results which are generated when this adjustment has occurred. The
natural adjustment we consider is when the capital stock shifts in proportion to the shift

in output, that is when dk=dy,.
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Comparative Statics Associated with Demand Shifts'®

the case of fixed capital stock:

Partial Derivatives

W P Yi n
8 38 B2 1 1
d/do A 0 0
! Ab, Jip ot b, 1 i _85, A _ob,
1-2 A 1-2 1-2 ay, 1-2
the case of adjusted capital stock: (dk=dy,)
w, P Yi n
8. 39
9w, 3y 0 0 1 1
dlao, Ab, b, ,_8b, _6b,
1-2 1-2 1-2 1-2
1-
A-1+6p,-1 +M

The impact of long run demand factors, y,, , are more obvious and straightforward.

When the capital stock is fully adjusted, they have no impact on wages and prices.

'*The derivation of these results is given in the appendix.
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Production and employment, on the other hand, are changed proportionately. When
the capital stock does not adjust, however, higher demand reduces trend labour
productivity and this causes the price to rise. However, since the price mark-up is
unaffected, there is no effect on firms' rent and hence no effect on wages. Output
increases are moderated by a combination of rising marginal cost and the demand
elasticity. Employment increases are further raised because of the reduced output per
head.

Next, we discuss the impact of the demand index, o, Consider first the impact on
prices. If the capital stock is fixed, then prices rise with demand first because of the
direct demand effect, b,, and second because, when the capital stock is fixed, there
will be a fall in trend labour productivity and hence a rise in trend unit costs.(note 3)

Note that the weight attached to firm specific factors in wage determination, A, is

important here. As firm and industry prices rise via the direct demand effect, then
wages will also rise if A>0. This will raise costs and generate further price rises, the
end result being that the direct demand effects, b,, is multiplied up by 1/(1-A). Tuming
to the output and employment effects, there are two offsetting factors. The first is the
direct positive impact of the rise in demand, the second is the offsetting effect due to
the rise in prices which obviously depends on the demand elasticity, 6.

Once we allow the capital stock to adjust, there is no decline in trend productivity as
output expands and one source of price increases disappears. The output effects are,
therefore, bigger overall, because some of the price offset no longer occurs. On the
other hand, the employment effects are reduced because capital is substituted for
labour. The three key parameters which determine the impact of a demand shift are,
therefore, the elasticity of demand, 6, the direct impact of demand on prices, b,, and
the weight attached to firm specific factors in wage determination, A. A rise in any one

of these will reduce the impact of demand on output and employment.
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IV. SUMMARY AND CONCLUSION.

In this chapter, we have presented a complete model of an imperfectly competitive

industry in the presence of general wage setting behaviour. We then analyzed the
long run effects of exogenous shifts on wages, prices, employment and output.

In particular, this model incorporated "“insider" forces in wage setting. Our main
purpose is to determine whether the change in British manufacturing employment can
be explained by technical change and demand shifts. The model we built allows us
to frame these questions in a clear way. We were then able to proceed with a
theoretical analysis and some conclusions could be drawn. The general idea is that
as productivity rises, both wages and profits rise in the short run but, over the longer
term, competitive forces drive down the price of output relative to costs and eventually
wages are forced back into line. Relative prices of industry output are then at a lower
rate. In this framework, we find that the employment elasticity of labour augmenting
technical progress are dependent on three factors, the partial elasticity of output to
labour, the elasticity of substitution between labour and capital, and the demand
elasticity. In general, there is some consensus about the magnitudes of the first two
parameters, these being technical elements of the production function. This gives a
range for the price elasticity of demand which would be sufficient to maintain
employment. Thinking in this way, we find it unlikely that technical progress is the
source of employment decline in British manufacturing. Ultimately, this is an empirical
matter which we shall have to confirm and explore in the next chapter with actual data.

Some aspects of technical progress are inextricably linked to questions about product
demand. Here, one would include obvious ideas like international competitiveness,

both in terms of quality and price. While process innovations affect production
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efficiency and are more easily measurable, innovations in materials, product and
design are less easily quantifiable. But these innovations will undoubtedly increase
product or industry demand, for they increase choice in the high street and they
improve the quality and reliability of products. What about the employment elasticity
of demand shifts? Analytically, we found these to be positive, and higher in the long
run than they are in the short run. In the next chapter, we shall investigate the size
of these elasticities. Note also, that the ultimate impact of these effects depend not
just on the elasticities, but also on the size of the demand changes themselves. And
what evidence there is suggests that these could be very big indeed.

Last, we retum to the issue of "insider" forces in wage setting. We find that although
their role is minimal in the long run, they play an integral part in the transmission
process. Of course, "insider" effects form a very important part of any labour market

model. Therefore, we shall devote chapter 4 to a full analysis of this subject.



Appendix. The derivation of the comparative static results.

Our long run model may be represented by the following matrix formula:

B 0O O 1 “Y1 170 W, N —(14y,)ki+'y‘ai+... ]
0 o 1 0 o} =| o+0p+c+...
-1 1 b, -b, Yi -(1-b,)a+b,c+...
1 -A  -Ab, Ab, n, AM(1-bya)+...

0 0 1 Yy
Al © 6 1 0
-1 1 b, -b,

0 1 1 o 1 - 0 1 T
=-16 1 O |-l 1 0 |=-(1-A)]| © 1 0
-A  -Ab, Ab, 1 b, b 1 b, b,

= -(1-A)(y, + b,0 - b,0y,)
= -(1-A)(y, + (1-,)b,6)

= -(1-My,(1 + 6(1-y,)by/y, )
= -(1-M)y,(1 + 6B,)



Results in table 1A

Using Cramer's rule, we have the following partial derivatives:

0 0 1
ow; 1
m Al 0 0 1
0 1 b,
1A -A -Ab,

= ~(1-A)(Y, + b6 - b,6y,) / A/
= -(1-M)(v, + (1-1,)b,0) / A/
= -(1-A)y,(1 + 6(1-y,)b,/v,) / A’

= -(1 ')\-)71(1 + eﬁz)/ A’

= 1.

0 0 1
ow,; 1
aP Al e 0 1
0 1 b,
0 'x 'kb,

= 0. (singular matrix)
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Results in Table 1B.

The case of fixed capital stock

0 0
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¥, (1-A-6b,) / A’

(1/(1+68,)) (1 - 8b/(1-A)).

0 0 1 0 0 0 1
o 1 -1
do, A/ 0 0 1 1 A/ -1 1 b,
-1 1 -b, b, 1 -A 0
1 -A -Ab, 0

-((1-A) +6b,) / A’

(1/(1+6B,)) (1/y, - 6byfy;(1-A)).

The case of adjusted capital stock
Given a constant retumns to scale production function, dk=dy, implies that dy=dn,,
i.e. factor usage is always optimal and there is no b, effect. Hence, our long run

model becomes

B 0 O 1 Y, 10 W, N —(1-y,)ki+y1ai+... ]
0O o 1 0 o} =| o+0p+o+...
-1 1 0 0 Yi -(1-b,)a+b,0;+...
1 -A 0 0 n; AM(1-b))a)+...

The determinant of this coefficients matrix is given by



0 0
A/ - 0 0

-1 1

1 A
=, (1-A).

Again using Cramer's rule, we derive the following:

0
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CHAPTER 3. THE IMPACT OF TECHNICAL PROGRESS AND DEMAND SHIFTS ON

INDUSTRIAL EMPLOYMENT: AN EMPIRICAL ANALYSIS.

l. Introduction.

This chapter is concemed with the empirical assessment of the impact of technical
progress and demand shifts in British manufacturing employment. We have previously
argued that the erﬁployment effects of other factors, such as wage push factors and
import prices, are likely to act through their impact on industry demand. At the same
time, technical progress is also intertwined with demand. Thus, the roles that technical
progress and demand shifts play are crucial. Analytically, we also thought that in the
long run, Labour augmenting technical progress is probably neutral in its employment
consequences. In the short run, if prices adjust slowly, there could be some scope for
rent-seeking activities. We shall confront this with data to see if we are correct.

In the long run, when the capital stock is fully adjusted, employment rises
proportionally to secular changes in demand. As to the impact of cyclical demand
factors, it is probably not sensible to adjust the capital stock. Therefore, we must
consider its short run effects. Here, the employment effects are partly reduced by the
fact that prices will rise. These reductions obviously depend on the elasticity of
demand, the deterioratidn in the marginal costs, and the extent firms will raise their
profit margins. Ultimately, the overall demand effects depend not only on the
coefficients and elasticities, but also on the size of the demand shocks themselves.
And we must look at the likely magnitudes of these variables.

To estimate the underlying parameters, we must first operationalise our theoretical

model. This we do in section ll. In section lll, we report a whole host of estimation
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results, plus a summary of the important parameters. We then proceed to discuss
their significance and implications. In section IV, we summarise our findings and
provide concluding comments. Appendix 1 contains data definitions and an
explanation of their sources. As part of the empirical work, we had to reconcile data
based on the 1968 and 1980 Standard Industrial Classifications. This is a source of

useful information and we present a note on this matching in appendix 2.
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Il. An Empirical Investigation.

In the last chapter, we have developed and discussed the theory regarding the
impact of technical progress and demand shifts on industry behaviour. In the
following, we aim to provide an empirical counterpart to allow us to further the
investigation using actual data on British industries. In this activity, we shall refer back
to some equations generated in the previous chapter. We were able to use industry
by industry data to gather a large amount of information for our estimation. One
particular problem we faced was that each industry has its peculiar characteristics.

Therefore, we employ panel data techniques to control for these characteristics.

The empirical model

We have to make operational the basic model we developed in the last chapter.

First, let us reproduce the four basic equations.

Production: y,-k,-y o+Y1 (n[*arkl) (1)
Demand: y,-}-w r0(p-p)+a, @)
Pricing: Prwprb,-by(y-n)+(1-by)apby(o o) ®)
Wages:

Wiyt AP+ by (7 1) +(1- By) @) +(1-A)(W-Cyu+ Z,) +A B U @
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Key parameter: by=v,BJ(1-v,)

In order to estimate the impact of technical progress on employment, we must obtain
estimates of three key parameters, the partial elasticity of output to labour, y,, the
impact of output on marginal cost, B,, and the demand elasticity, 6 (we retain the
notation from chapter 2). Furthermore, for the investigation of demand shifts, we need
to capture the direct demand effect on prices, b,, and the weight of insiders in wage
determination, A. We intend to do this by calibrating a production function, a demand
equation, and a price equation for each industry. Estimates of A will be taken from
chapter 4. The data set we shall use is based on the Census of Production, 1974-
1985, from which we have consistent data on 45 three digit industries which we group

into 9 two digit industries. For each two digit industry we pool the data.

Production fqnction

Production functions are notoriously difficult to estimate. The problem is that factors
are often not used to their maximum. Thus, we have to control for capacity utilization.
If we let i refer to the two digit industry, and j to the three digit industry and ¢ to time,

our basic production for industry j has the form

YieeYoy *Y 11 My +(1 =44 ) Ky +¥ 18y +Y 21U (5)

where y, n, k, a are as before and Ju refers to labour utilisation. j, of course, refers
to all the three digit industries in i. Note that we allow the constant term to be specific
to the three digit industry which captures its time invariant features. There are a
number of problems arising from the nature of the data. First, the Census of

Production does not provide capital stock data at the three diéit level. It does,
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however, have investment data, so we utilise the following approximation:
_AK b K

K K

;
or  Ak=—lE_3
Y

Ak
(6)

where I=investment, g J =exponential rate of decay and y =a moving average of

value-added output, ; =output capital ratio. Thus instead of normalising on the

capital stock, we use a smoothed version of value-added as the scale normalisation.
Second, we must find a proxy for the technical progress term, a. We have a
measure of a at the two digit level, a, based on the standard production function

residual method (see data appendix), so we use a proxy of the form

8y=Y38y (7)
Finally, as a proxy for labour utilisation, we follow Mendis and Muellbauer (1984) and

make use of overtime hours, OH,, to define

IUjy =¥ 4 OHy +v5/(1 +OH]t)-1

These variables are substituted into the wage equation (5). The equation is then first

differenced to eliminate the time invariant industry specific effects, yielding

AYe=(v1y-1)8 +vq, A +(1-v4;)v Illllvj_t +Yg A&y, (8)
+Yyq AOHI' +yg A(1 +OH” )

which forms the basis for our production function estimates.
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Demand equation

Turning to the demand equation, we require a measure of demand (in terms of
temporary deviations from potential output), c,, and a proxy for secular changes in
demand, w. Considerations of o, include things like competitiveness as these are
influenced by exchange rates which will only equilibrate prices in the long run. From

equation (4) in chapter 2, we use as our demand index,

Op=ay (P*-p)+ay (P -P)+as ¥ +a,
where p=price of world manufacturing exports in domestic currency, p=aggregate
price index, p,=world price index of output for industry i in domestic currency and
y;=detrended index of world production for industry i. Secular changes in demand
include such things as tastes and fashion, and income elasticities of demand. On the

whole, we would expect these to be highly trended, and could be proxied by
AtarAWYrYy) ©)
where y=industrial production of industry i and ;7; =the index of world production for

industry i. So the demand equation to be estimated has the form

Vi Yo o Atay-8(D-p)+a, (P ~P)+aof Py -PY+ sy’ (10)

Price equation
The price equation requires a measure of trend productivity 7/:‘;/: and this is

defined by the fitted value of the regression of y,-n, on a cubic polynomial trend. So

the price equation based on equation (3) has the form

P W =Dyy+ By @ by (- 1) ~(1-By) v 3, 8+ By 24, (B -Py) (11)
+By; €/ (D" ~Py)+ By iy Y "~ gy AW
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where note that we have also included a term in A2y in order to capture nominal

inertia in price setting.' Finally, in order to compute the parameter B,, recall that

b, r‘% .(see equation 12b in chapter 2)
“Yu

Lagged dependent variables will be added prior to estimation. The extent of the lag
in this equation is particularly interesting for they create short term economic rents

when technical progress occurs.

'The idea here is that some prices may be set in advance of wages so that they

may depend on w® as well as w. Then p=aw+(1-a)w® can be written as

p-w=-(1-a)(w-w® . If wage inflation follows a random walk, we have
Aw=Aw_+e which implies w®w_+Aw, and hence w-w®=A?w .
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lIl. Resuits

Parameter estimates for the production function, demand and price equations for
each of the nine industries are presented in tables 1 to 3. Note that we have included
certain additional lags in each of the equations to account for further dynamics.

The least reliable estimates are the demand elasticities which clearly depend on our
ability to capture secular changes in demand. This we can only do in a very crude
fashion. So when considering our results we present a range of possible values of
demand elasticities in order to see how sensitive our results are to variations in this
parameter.

In general, our equations appear to be reasonably successful with good explanatory
power. There are only one or two weak results. In particular, the production function
in the motor and vehicles sector were very difficult to estimate. This is probably due
to the fact that some companies were making losses through most of the period, and
hence the observed factor shares do not add up.

In terms of the partial labour elasticity of output, the high ones include textiles,
clothing, miscellaneous (small) industries. The low ones include electrical engineering,
and the food sector. B,, which gives the rise in marginal cost when the output-capital
ratio rises, measures the difficulty of expanding production with existing machinery.
The only high ones here include the food sector, electrical engineering, and bricks and
glass.

We find high demand elasticities in metal manufacturing, electrical engineering, food,
drinks and tobacco, and the clothing sector. As we have already noted, since our
proxy for secular demand factors is somewhat crude, we shall allow a wide range of
values in our final assessments. b,, the pro-cyclicality of pricing to demand, are found

to be highest in food, drinks and tobacco, clothing, and miscellaneous industries.
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These are mainly non-durables. Last, we also include A values from chapter 4 for
completeness. We next discuss the implied effects of technical progress and demand

shifts based on the above parameters.

Technical Progress

In table 4, we present our final parameter estimates and the corresponding partial
derivatives which capture the employment effects. The most important point to be
made overall is that even given considerable latitude in our estimates of the demand
elasticity, the impact of technical progress is generally to increase employment, ceteris
paribus. The only exceptions to this are Bricks and Glass, and Textiles. This is much
as we expected and emphasises the fact that if we are seeking an explanation as to
why manufacturing employment has declined so rapidly in the last decade, technical
progress is not the answer.

Also notable is that, in general, lags are significant in the price equations. This
means that when there is labour augmenting technical progress, prices do not fall
instantly. Thus profit margins rise, creating short term rents. Industries which are
particularly affected include bricks and glass, food, metal manufacturing, and

miscellaneous industries.

Demand Shifts

In table 5, we present our final parameter estimates and the corresponding patrtial
derivatives which capture the demand effects. The key factors which influence the
impact of demand on output and employment are those which affect the size of the
wage/price offset. This will be bigger if the direct impact of demand on prices (b,) is
large and/or the elasticity of demand () is large. These will be assisted if the insider

effects on wage setting (A) are also large, because then wages will also adjust in the
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same direction as pricc_es, causing a further reinforcement of the price effect.

On the basis of this, we see from table 5 that the industries with small demand
effects are MM, MNES (large 6), and VE, Cl and F (large b,) with the last named
having a rather dramatic negative effect. That is, in the food sector an inward shift in
the demand curve for food actually leads to a rise in output and employment! This
arises because the impact of demand on prices is very large and when this is
reinforced by insider wage setting the final result is for price reductions to more than
offset the demand fall. While this result is probably excessive, it may be possible to
explain the very high pro-cyclicality of prices by inventory costs. Given that food is
perishable and has a restricted shelf life, it may be economical for firms to lower prices
in recessions to mir;imise inventory losses.

Those industries with large demand effects are EE, TX, DT (small b,) and BG (small
0). In the case of DT and TX, once capital has adjusted there is essentially no price
offset and the change in demand passes through one for one into a change in output
and employment. We have investigated the relationship between these effects and
certain industry characteristics such as concentration and import penetration. We have
not, however, found any significant correlations. Finally, it should be remembered that
although certain industries, such as metal manufacture, respond well to demand
shocks, the ultimate outcome depends additionally on the size of the shocks which in
this case is rather big. In this context, note that there is a positive relation between
the demand elasticity and the size of competitiveness shocks, for the simple reason
that high domestic demand elasticity is directly related to high international demand

elasticity in the absence of trade barriers.
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Table 1

Production Function. 1974-85

Dependent Variable ayi

Industry MM BG EE VE F DT TX CL MNES

-0.35 0.32 0.018 0.00 0.07 0.44 -0.29 -0.45 -0.15

Wi-1 (0.8) (1.2) (0.3) (0.0) (0.4) (1.1) (1.7) (2.8) (2.3)

) 0.87 0.67 0.012 0.10 0.84 0.78 1.05 0.38 0.68

AH i (2.1) (2.7) (0.3) (0.1) (3.3) (1.8) (5.7) (1.5) (3.9)

) -0.008 -0.38 0.22 0.59 -0.42 -0.40 0.01 0.63 0.36

! (0.0) (1.3) (0.5) (0.8) (1.5) (0.7) (0.0) (2.3) (1.8)

0.38 0.20 1.17 -0.15 -0.30 0.69 -0.25 0.12 0.043

(0.5) (0.6) (0.9) (0.1) (0.8) (1.4) (0.7) (0.1) (0.1)

0.23 0.40 -0.64 0.29 0.38 -0.35 0.21 0.14 0.13

aax (1.3) (1.6) (0.6) (0.1) (1.3) (0.7) (0.8) (0.2) (0.4)

] 0.20 0.19 1.66 0.20 -0.11 -0.11 0.28 0.11 0.52

10 7AOH; (1.3) (1.6) (1.0) (0.4) (0.9) (0.5) (2.8) (0.7) (3.8)

0.53 0.018

A(1+07) 1 (0.5) (2.3)

number of 8 5 4 3 6 5 6 6 4
sub-industries

NT 66 55 44 33 68 60 66 72 48

se 0.104 0.089 0.145 0.271 0.089 0.183 0.089 0.155 0.090

Notes

() MM = metal manufacure,BG = bricks and glass,EE = electrical engineering, VE = vehicles,

F=food,DT = drinks and tobacco,TX = textiles,CL = clothing and footwear, MNES = manufacturing not
elsewhere specified.

(ii) The equations also include 3 digit industry dummies.
(iii) The equations are estimated by instrumental variables, with AyM being treated as endogenous.
Instruments include further lags on output.

E s i per{cyr‘e<A using Avtare < j1*S S 3tch ulcre

Cendirt"+A and pt&ec( HokJfv/e/, oCe 40 Samplc’ prope”'ex fleSC dve nol
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Table 2

Demand Equation, 1974-85

Dependent Variable [y;-¥]

Industry MM BG EE VE F DT X CL MNES

_ 0.91 0.75 0.87 0.58 0.88 0.80 0.78 0.88 0.83

(yi=y) ., 19.) 13.) {21.) 4.1 {9.3) (5.3) {14.6) (23.4) (14.2)

-1.47 -0.40 1,21 -1.49 -1.01 -1.34 -0.27 -0.84 -1.58

(p;-p) (4.3) 1.1 (5.1) (3.4) (5.8) (3.4) (1.3) (5.9) (2.5)

1.07 0.391 1.05 1.17 0.54 0.45 0.23 0.57 0.48

(py-p) ., {3.2) (1.0) {5.0) {3.8) (2.8) (1.0) 1.1 (3.9) (0.8}

0.88 0.40 0.50 0.70 0.24 0.62 0.82 0.44 1.00

(p*-p) {3.8) (2.4) (3.8) {2.0) (2.1) 1.7 {7.0) {2.3) 3.7

0.21 0.90 3.39 0.43 0.058

107%y;* 0.7) (1.6) (1.1) ©0.7) 0.1)

-0.086 0.85 -0.10 0.78 1.35 1.56 0.27 0.62 0.68

ata; (0.5) {2.1) (0.4) (1.5) (2.9 {2.1) (1.4) (2.0) 1.7)

number of 8 5 4 3 (] 5 6 <] 4
sub-industries

NT 72 60 a8 36 72 80 72 72 a8

se 0.10 0.075 0.068 0.141 0.083 0.131 0.077 0.129 0.099

Notes

(i) MM =metal manufacure,BG =bricks and glass.EE =electrical engineering,VE =vehicles, F=food,

DT =drinks and tobacco, TX =textiles,CL =clothing and footwear, MNES =manufacturing not
elsewhere specified.

(il The equations also include 3 digit industry dummies.

(iii) The equations are estimated jointly with the subsequent price equation imposing the cross equation
restrictions implied by the structure of the demand term (cf the demand terms in equations (33) and
(34)). The term in the industry specific world price was never used because it turned out to be
unsatisfactory (i.e. generaily wrong signed and insignificant).

G nete GV i table



Industry

(Pi-Wj)

(yj-n™)

(0j-s8™)

A2

number of sub-
industries

NT

se

Notes

0.78
(7.7)

-0.13
(2.4)

0.036
(1.0)

0.35
(2.7)

-0.29
(3.3)

72

0.041

BG

0.88
(15.)

-.085
(1.4)

0.07
(2.2)

0.053
(0.9)

-0.24
(2.8)

60

0.032

Table 3

Price Equation. 1974-85

Dependent Variable

EE

0.30
(2.1)

-0.28
(2.2)

-0.20
(1.4)

0.20
(2.0)

-0.07
(0.0)

48

0.046

VE

0.26
(2.4)

-.047
(0.7)

0.79
(4.4)

0.56
(1.7)

-0.35
(5.2)

30

0.058

(p1-vi)

0.08
(5.5)

-0.21
(2.0)

0.14
(1.2)

0.22
(1.7)

-0.34
(1.9)

72

0.074

DT

0.60
(8.1)

-0.14
(3.2)

0.34
(0.7)

-0.23
(2.0)

00

0.039

TX

0.00
(0.0)

-0.83
(10.7)

0.13
(1.1)

0.14
(1.5)

0.052
(0.9)

72

0.041

76

CL

0.39
(3.1)

-0.45
(2.4)

-0.11
(0.8)

1.13
(1.9)

-0.23
(1.5)

72
0.104

MNES

0.60
(5.0)

-0.25
(2.0)

0.042
(0.4)

0.20
(2.5)

-0.11
(1.0)

48
0.031

(i) MM = metal manufacure.BG = bricks and glass,EE = electrical engineering, VE = vehicles, F= food.

DT = drinks and tobacco,TX = textiles,CL = clothing and footwear,MNES = manufacturing not
elsewhere specified.

(i) The equations also include 3 digit industry dummies.
(iiii) The equations are estimated jointly with the demandequations,
Instruments are AW t A2T, ADN, the latter two being aggregate variables.

av>  noir Civ)

in

iMm?

is treated as endogenous.
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Employment Effects of Technical Progress
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Industry MM BG EE VE F
v 0.49 0.43 0.28 0.69 0.39
1
B 0.63 0.91 1.04 0.028 0.97
2
6 max. 5 1 2A 1 2
0 estimated 4.48 0.06 1.24 0.75 1.38
. 1 0.05 1 0.7 1
0 min.
an,
(w-p) 6 max. -2.45 -1.22 -2.32 -1.41 -1.51
6 est. -2.37 -0.12 -1.93 -1.07 -1.32
6 min. -1.25 -0.11 -1.75 -1.00 -1.13
an,
ok, 6 max. 0.51 -0.22 0.016 -0.41 0.24
0 est. 0.47 -1.21 -0.56 -0.42 0.04
6 min. -0.25 -1.22 -0.75 -0.43 -0.13
an,
da, 6 max. 1.45 0.22 1.32 0.41 0.51
6 est. 1.37 -0.88 0.93 0.07 0.32
6 min. 0.25 -0.89 0.75 0.00 0.13
Notes

(i

The parameter estimates are based on the appropriate long run coefficients from the individual

equations.
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Table 4 (cont.

Employment Effects of Technical Progress

Industry DT X cL MNES
0.68 0.82 0.70 0.89

Y:
0.165 0.18 0.36 0.09

B,
0 max. 3 1 3_ 7
0 estimated 2.19 0.21 1.98 0.46
0 min. 1 0.1 1 1.5

an,

w-p) 0 max. -2.94 -1.03 -2.07 -4.83
0 est. -2.37 -0.25 -1.66 4.59
6 min. -1.26 -0.12 -1.05 -1.49

an,
ok, 6 max. 0.02 -0.03 0.31 0.31
0 est. -0.08 -0.17 0.16 0.29
6 min. -0.26 -0.20 -0.05 0.01

an,
da, 6 max. 1.94 0.03 1.07 3.83
0 est. 1.37 -0.75 0.66 3.59
6 min. 0.26 -0.88 0.05 0.49

NQIBS

(i)  The parameter estimates are based on the appropriate long run coefficients from the individual
equations.
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Table 5

Demand Effects on Wages, Prices, Output and Employment

Industry MM BG EE VE F
. 0.49 0.43 0.28 0.69 0.39

1
] 0.63 0.91 1.04 0.028 0.97

2
5 0.14 0.27 0.075 0.32 0.93

2
N 0.25 0.17 0.16 0.52 0.33
6 max. 5 1 2 1 2
0 estimate 4.48 0.06 1.24 0.75 1.38
6 mi 1 0.05 1 0.7 1

min.
aw)l30, 8 max. 0.20 0.65 0.37 0.67 0.80
9 est. 0.21 1.18 0.49 0.68 0.99
8 min. 0.50 1.19 0.55 0.68 1.20
10, 9 max. 0.01 0.35 0.27 0.32 -0.61
dk=0 6 est. 0.038 0.93 0.39 0.49 -0.38
8 min. 0.50 0.94 0.45 0.52 -0.20
on,/oe, 6 max. 0.02 0.81 0.96 0.46 -1.56
9 est. 0.078 2.16 1.39 0.71 -0.97
8 min. 1.02 2.19 1.61 0.75 -0.51
dy 9 0 max. 0.49 1.22 1.16 1.41 0.76
9 est. 0.53 2.21 1.56 1.42 0.96
8 min. 1.25 2.22 1.75 1.43 1.13
w/do, 0.048 0.056 0.014 0.35 0.46
9pild0, 0.19 0.33 0.089 0.67 1.45
dky=ay, ifd0)dmloe o v 0.045 0.67 0.82 0.33 -1.78
9 est. 0.14 0.98 0.89 0.50 -0.92
8 min. 0.81 0.98 0.91 0.53 -0.39
Notes

(i)  The parameter estimates are based on the appropriate iong run coefficients from the individual
equations.
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Table 5(cont.)

Demand Effects on Wages, Prices, Qutput and Employment

Industry DT T cL MNES
y 0.69 0.82 0.70 0.89
pl 0.165 0.18 0.36 0.091
b’ 0.0 0.037 0.25 0.10
}_2 0.33 0.12 0.04 0.24
6 max. 3 1 3 7
6 estimated 2.19 0.21 1.98 0.46
8 min. 1 0.10 1 1.5
/3o, 8 max. 0.11 0.19 0.30 0.13
6 est. 0.12 0.21 0.36 0.14
8 min. 0.14 0.22 0.46 0.19
9y/3o, 8 max. 0.67 0.81 0.099 0.042
dk=0 6 est. 0.73 0.95 0.28 0.089
8 min. 0.86 0.98 0.54 0.70
an/do, 8 max. 0.99 0.99 0.14 0.047
9 est. 1.06 1.16 0.40 0.10
8 min. 1.26 1.20 0.77 0.79
dy 9w 9 max. 0.98 1.03 0.69 0.69
9 est. 1.08 1.17 0.84 0.71
9 min. 1.26 1.20 1.05 0.99
aw/da, 0.000 0.005 0.011 0.032
ap/ao, 0.000 0.042 0.27 0.13
dki=dy; /ae,anfs 5 ox. 1 0.96 0.21 0.069
9 est. 1 0.99 0.48 0.14
9 min. 1 1.00 0.74 0.80
notes

(i)

The parameter estimates are based on the appropriate long run coefficients from the individual

equations.
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IV. Summary and Conclusion.

We have examined the impact of technical progress and demand shifts on industry
behaviour.

Beginning with the effects of technical progress on employment, the key results are
as follows. First, in the long run, the existence of insider wage setting has no
implications for the employment effects of technical change. The fact that insiders can
capture the productivity gains in the short run are irrelevant because competitive forces
in the product market ensure that these gains are eventually spread throughout the
population via theirimpact on product prices. Second, the impact of technical progress
on employment depends on two offsetting forces. A negative effect arises from the
fact that fewer workers are needed to produce any given output. A positive effect is
generated by the increased demand arising from the fall in marginal cost and hence
reduces price. The elasticity of demand is clearly a key parameter here and so long
as thisis greater-than about unity, technical progress will not cost jobs. Our parameter
estimates indicate that for the - majority of industries, this is indeed the case.

Next we move onto the impact of demand shifts on output a_md employment in a
variety of manufacturing industries. The major results are as follows. First, there are
two factors which determine the effect on demand shifts on industry output and
employment. If demand rises, there is a positive direct effect in the product market.
However, if the demand shock is of a cyclical nature, it will induce changes in the price
mark-up and hence an offsetting negative effect. The size of this latter effect depends
on (i) the impact of cyclical demand on prices and (ii) the demand elasticity. If these
two parameters are large, then the price offset will, itself, be large. Second, the size
of firm/industry specific effects in wage determination are also important here because

if industry wages respond directly to industry output prices (via firms’ "ability to pay’),
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then this will magnify the price changes induced by demand shifts.?> Finally, the
results indicate a wide range of output and employment responses to demand shifts
across different industries. We have not, however, found any relationship between the
sizes of these effects and the structural characteristics of the industries concemed.

In an explanation of the secular changes in industrial employment, it is important to
note that the actual employment effect of the demand variables depend not only on
the elasticities but also on the size of the demand shocks themselves. There has
been some evidence that British industries have indeed suffer large demand shocks.
First, Layard and Nickell (1986) demonstrated significant declines in price
competitiveness from the 1950s to the mid-1980s.® Second, in terms of trend
demand, Thirwall (1978) presented income elasticities of demand for various British
industries which he found to be generally lower than those in other industrialised
countries.* Third, Gomulka (1979) noted that the number of technical innovations in
Germany and Japan had overtaken their British counterparts since the early 1960s.°
While the effects of these innovations are sometimes difficult to quantify, they would
have increased quality and choice of foreign products relative to British ones. This
would lead to a serious loss of demand.

These features are captured in our model in the following way. If industry demand,
aggregate real wages, industry capital and technical progress all move up in
proportion, our comparative static results suggest that employment is unchanged (see

tables 1A and 1B, chapter 2). What has happened is that because of the decline in

*The examination of these "insider" effects is the subject of the next chapter.
°See Layard, R. and S. Nickell, 1986, The Rise in Unemployment, pp 128-130.

‘See Thirwall A., "The U.K.'s economic problems: A Balance of Payments
Constraint?" in National Westminster Bank Quarterly Review, Feb. 1978.

’See Gomulka, S. (1979), "Increasing Inefficiency versus Slow Rate of
Technological Change", p169, in "Slow Growth in Britain" edited by Beckerman (1979).
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competitiveness over this period, industry demand has not kept pace with the other

variables. It is this which has generated the decline in employment.
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Appendix 1

The data are mainly drawn from the Census of Production. They refer to some 51
3-digit industries grouped into ten 2-digit headings. This is more complicated than
might appear at first sight because of the dramatic change in the Standard Industrial
classification (SIC) which occurred in 1980. The procedure for matching is described
in appendix 2 and the numbers below refer to this appendix. The industry groups are
(/) Metal Manufacture (MM) containing 1,2,3,4,5,6, (ii) Bricks and Glass (BG) containing
7,8,9,10,11, (ii) Chemicals (CH) containing 12,13,14,15,16,17, (iv) Electrical
Engineering (EE) containing 18,19,20,21, (v) Vehicles (VE) containing 22,23,24, (vi)
Food (F) containing 25,26,27,28,29,30, (vi) Drink and Tobacco (DT) containing
31,32,33,34,35, (vii) Textiles (TX) containing 36,37,38,39,40,41, (ix) Clothing and
Footwear (CL) containing 42,43,44,45,46,47, (x) Manufacturing not elsewhere
Specified (MNES) containing 51,52,53,54.

The precise definition and sources of all the variables are as follows

P Log output price. British Business various issues, table 4 and

Department of Trade and Industry.

Y Log gross value added=log(nominal value added)- p The former is

taken from Census of Production.

n Log employment. Census of Production.

[,/?, : Nominal net capital expenditure/3 year moving average of nominal

value-added. Census of Production.
a Log technical progress. Two digit variable, source as in Nickell and

Kong(1988).
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Overtime hours. Average weekly hours - Normmal weekly hours.
Department of Employment Gazette, various issues.

Log potential output. Layard and Nickell (1986).

Log Total Final Expenditure deflator at factor cost. Layard and Nickell
(1986).

Log world price. (The world price is derived from an average of the

US, Geman and Japanese industry prices converted to domestic

currency using the appropriate exchange rate).
Log world output price. This is a unit value index of world manufacturing

exports from UN Monthly Digest of Statistics, converted into domestic

currency.
Log world production (detrended). The detrending is carried out via a

regression on a quintic in time. The series refers to market economies

and is taken from UN Monthly Digest of Statistics.

yry: where 7y is the variable used to generate yr prior to
detrending.
Log wage including non-wage labour costs. This is derived from the

wage bill plus employers social security contributions divided by

employment, taken from the Census of Production.

trend version of - m using the fitted values from a regression on

a cubic polynomial in time.



86
Appendix 2.

Matching of 1980 SIC and 1968 SIC Using Census of Production Data.

We begin with data based on SIC(1980).

Two CSO publications: "Indexes to the Standard Industrial Classification Revised
1980", and "Standard Industrial Classification Revised 1980-Reconciliation with
Standard Industrial Classification 1968" are then used to match earlier data based on
SIC(1968) to their SIC(1980) counterpart.

We then check the match with 1979 Gross Value Added numbers which are
published in the two different SICs in the Census of Production 1979 and 1980. Given
that the approach of the two SICs are different, one is based on processes whereas
the other is based on products, the matching can only be approximate.

In total, we managed 55 reasonably consistent series; the accuracy of the matching

may be summarised:

Matched to  within 1% 29 industries
1% to 2% 9 industries
2% to 3% 6 industries
3% to 4% 6 industries
4% to 5% 5 industries(*)

(*) 3 of these are exact matches according to the CSO information.
We adjust the earlier data by these percentages before we splice them onto the later

data. The details of the industries matched are listed by industry group:



Match  SIC (1980) SIC (1968) %
Diff
1 221:lron & Steel. 311
223:Drawing,Rolling,Forming of Steel. 394
224:Non-Ferrous Metal. 321,322,323,[394],[396]
311:Metal Foundries. 313,321,322
312:Forging 393,399/12,[399/4]
313:Chains & Surface, 399/12,[399/11]
Treatment of Metal.
314:Metal Doors & Windows. 399/12,[399/2]
316:Hand Tools. 391,392,399/1,399/6-7
399/12,[399/3]
V.A. 5462.6 53215 -2.5
2 222:Steel Tubes 312
V.A. 272.7 278.6 2.1
3 323:Textile Machinery 335
V.A. 142.3 143.7 0.9
4 325:Mining & Earth-Moving Equipment 336,337,339/1
V.A. 1062.0 1057.8 -0.4
5* 330:0ffice & Electronic Equipment 338,336
V.A. 720.9 687.0 -4.7
6 320:Fabricated Steel Work 341
324:Food Processing Machinery 341,339/7-9
326:Power Transmission Equipment 349
327:Woodwork,Rubber,Paper, 339/2,339/9
Laundry Machines
328:Intemal Combustion Engines (not 333,334,339/3-6,339/9,
cars),Marine Engines. 370
361:Water Vessels. 370
V.A. 6115.4 6132.3 0.3

note. [...] iIndicates a small element which is not included in the match.
* indicates CSO matches.
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Match  SIC (1980) SIC (1968) %
Diff

7 241:Structural Clay Products 461/2
V.A. 191.3 190.5 -0.4
8 231:Slate Quarrying 102,103,109/4

242:Cement,Lime Plaster 469/2,464

243:0Other Building Material of 469/2,464

Cement,etc.

245:Processed Minerals 102,469/2
V.A. 1377.1 1430.6 3.8
9 246:Abrasives 469/1
V.A. 81.9 81.4 0.0
10 247:.Glass 463/1-2
V.A. 548.6 547.6 0.0
11 248:Refractory Goods 461/1,462
V.A. 4429 4454 0.6

note. [...] indicates a small element which i1s not included in the match.

* indicates CSO matches.
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Match  SIC (1980) SIC (1968) %
Diff

12 251:Basic Chemicals 271/1-2,276,277,278

483.Plastic Products 492,496
V.A. 3378.8 3406.8 0.8
13 255:Paint 271/3,274,279/5

256:Adhesives, Treatment of 371/3,279/2-3

Oil/Fat,Explosives

329:Ammunition 271/3,279/4,342,491
V.A. 1540.0 1516.3 -15
14 257.Phamaceutical Products 272,279/6,[353/1]
V.A 1056.9 1077.7 1.9
15 258:Soap and Perfume 273,275
V.A. 439.0 460.0 47
16 259:Photographic & Misc. Chemicals 279/1,279/7,[275,364/3]
V.A. 159.7 154.0 -3.5
17 260:Man-made Fibres 411

V.A. 246.2 254.3 3.2
note. || indicates a small element which IS not inciuded In the match.

This is not used in the estimation.
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V.A. 350.2 353.4
note. |...] Indicates a small element which is not included in the match.

Match  SIC (1980) SIC (1968) %
Diff
18 341:Insulated Wires 362
V.A 312.2 311.2 -0.3
19 342:Electrical Machinery 361,[369/5]
V.A 961.4 928.3 -3.4
20 343:Batteries/Electrical Equipment 367,369/1-3,[369/5]
344:Telecom.,Radio & Control Systems 354,363,367
2508.7
V.A. 2489.9 -0.7
21 346:Domestic Electric Appliances 368
0.9
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note. | | mﬁxcates a smaii eiement wﬁlcﬁ IS not mciuaea in tﬁe match.

Match  SIC (1980) SIC (1968) %
Diff
22 351:Motor Vehicles 381
352:Vehicle Bodies 381,[496]
353:Vehicle Parts 381
V.A. 3663.7 3738.6 2.0
23 363:Motor & Pedal Cycles 382
V.A. 63.8 63.9 0.1
24 364:Aerospace Products 383
1355.5 1371.8 1.2
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Match  SIC (1980) SIC (1968) %
Diff

25 412:Slaughterhouses/Curing 214

415:Fish Processing 214
V.A. 692.1 716.2 34
26 413:Milk Products 215

421:lce Cream/Sugar Confectionery 217
V.A. 1084.5 1090.5 0.5
27 414:Vegetarian/Fruit Products 218

416:Grain Milling 211

423(48):Starch, Tea,Coffee 229/2
V.A. 1039.9 1014.6 2.4
28" 419:Biscuits & Bread 212,213
V.A. 870.9 908.7 43
29 420:Sugar & By-products. 216
V.A. 176.0 176.0 0.0
30 422:Animal Fats 219,[272]
V.A. 391.9 389.0 -0.7

note. || indicates a small element which is not included in the match.
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nofe. || malcates a smaii eiement WthlI IS HOE mciuaea in tiie matcii.

Match  SIC (1980) SIC (1968) %
Diff

31 424:Spirits 239/1,[271/2]

V.A. 589.2 589.2 0.0

32 426:Cider,Perry,Wine 239/2

V.A. 49.3 49.3 0.0

33 427:Beer & Malt Products 231

V.A. 913.3 914.6 0.1

34 428:Soft Drinks 232

V.A. 325.7 320.1 -1.7

35 429:tobacco 240

V.A. 555.2 563.5 1.5
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Match  SIC (1980) SIC (1968) %
Diff

36 431:Wool 414
V.A. 397.0 405.2 20
37" 432:Cotton 412,413

433:Throwing, Texturing of Continuous 412

Filament Yarn

434:Spinning & Weaving of Flax 412,413
V.A. 420.6 4415 49
38 435:Jute 415
V.A. 40.8 40.6 -0.5
39 436:Knitted Fabrics 417
V.A. 516.4 515.9 0.0
40 437:Finishing of Fabrics 423
V.A. 2274 227.9 0.2
41 438:Carpets 419,429/2

439:Lace,Rope,Elastics. 416,418,421,429/2
V.A. 375.5 367.0 -2.2

note. || malcates a smaii eiement Whlai IS not mciuﬁeﬁ in tiie matcii.
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Match  SIC (1980) SIC (1968) %
Dif

42 441:Leather & Fellmongering 431
V.A 103.5 107.5 3.8
43 442:Travelling Goods and 432

Leather for Industry
V.A. 715 70.5 -1.3
44 451:Footwear 450
V.A. 400.3 400.1 0.0
45 453:Clothes 441-6,449
V.A. 1315.9 A 1323.2 0.5
46 455:Soft Fumishings & Household 422/1-2,473

Textiles.

467:Uphoilstered Furniture 472-4

V.A. 1083.0 1101.1 1.7
47 456:Fur Goods 433
V.A. 36.8 37.9 29

note. || indicates a small element which i1s not included in the match.
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V.A. 2819.5 2834.0
note.i.i 3 Tel hich fuded

Match  SIC (1980) SIC (1968) %
Diff

48 46:Timber and Furniture Order XVII

V.A. 1743.7 1742.9 0.0

49 471:Pulp & Printing Paper 481

472:Wall Covering, Household Paper 482/1-2,483,484
and Packaging

V.A 1713.6 1702.4 -0.6

50 475:Printing & Publishing 485(486),489
0.5

..] iIndicates a small element which is not included In the match.

This is not a homogeneous group and is not used in the estimation.
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Match  SIC (1980) SIC (1968) %
Diff

51 481:Rubber 491

V.A. 782.9 806.6 29

52 492:Music Instruments 499/1

V.A. 27.6 27.9 1.0

53 494:Toys & Sports Goods 494/1,494/3

365:Baby Carriages & Wheelchairs 494/2,[382],[399/12]

V.A. 259.8 257.2 -1.0

54 495:Stationery & Misc. 495,499/2

V.A. 177.6 169.0 4.8

note. II lnalcates a smaii eiement WhICh IS not mciuaea in tiie matcii.

and,
Match  SIC (1980) SIC (1968) %
Diff
55 500:Construction 500
V.A. 8455.5 8455.5 0.0

note. [...] indicates a small element which is not included in the match.
This is not used in the estimation.
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CHAPTER 4. THE POWER OF INSIDERS IN WAGE SETTING

l. Introduction.

In this chapter, we analyze certain basic characteristics of the model we have been
using in previous chapters. In particular, we want a more precise justification of
"insider" effects in wage setting, and an empirically assessment of their magnitudes.

When managers are asked how wage increases are determined, a common
response is to state that 'productivity plus inflation’ is the basis for negotiation. Thus,
for example, managers questioned in the British 1984 Workplace Industrial Relations
Survey put forward profitability/productivity and increases in the cost of living as by far
the most important influences on pay settlements, with the extemal pay structure
coming a poor third [see Blanchflower and Oswald (1988,table 3) for example].

The fact that increases in worker productivity within the firm are thought of as being
a prime determinant of wage rises, irrespective of what is happening to pay elsewhere,
suggests that ‘insider factors must play an important role in wage bargaining. If the
labour market were competitive, 'outside’ factors, particularly wages paid elsewhere
and possibly the overall state of the labour market, would be the key determinants of
pay within the firm.

If insiders are important in pay bargaining this will have profound implications for the
behaviour of the macroeconomy. In earlier chapters, we have already established that
any "insider" effects will complicate the short run impact of technological progress and
demand shifts. Under certain circumstances insider wage setting leads to a high level
of hysteresis in the economy which implies that the impact of shocks may persist for
very long periods even under rational expectations [see Blanchard and Summers

(1986) for example]. It may also lead to asymmetric behaviour and ratchetting,
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whereby employment responds less, and wages more, to demand increases than to
demand falls [see Lindbeck and Snower (1986), for example].

In the light of this, it is our purpose to investigate the importance of insider forces in
pay determination in the British industrial sector. In order to do this we further develop
the idea in chapter 2 to set up a model of union pay bargaining where unions and
firms bargain over wages but firms set employment unilaterally. We utilise this
framework because this is the predominant form of pay determination in British
industry [see Oswald and Tumbull (1985)]. The general idea is that unions are
concemed with the wage and long term employment prospects of a fixed group of
workers, the insiders, and firms are concerned with longer term profitability. Long term
here is taken to mean the situation which arises when employment has been fully
adjusted to the wage bargain. The resulting model of wage determination, a
generalisation of that presented in Blanchard and Summers (1986), is one where
wages are a weighted sum of the wage which would, on average, induce the firm to
employ all the insiders and the wage that would rule if only outside opportunities were
significant.

This model is then confronted with data from a number of 2 digit industrial sectors
and several hypotheses are investigated. First, are insider factors important? Second,
is the importance of insider factors related to union power as our model, in fact,
predicts? Third, does the state of play in the extemal labour market influence wages
and is the importance of this factor inversely related to union power? Finally, if insider
factors are important, are the insiders a restricted group of workers such as the
existing employees or do they extend into the unemployed who last worked in the
industry? Only in the former case does insider wage setting translate into hysteresis.
Having set out the questions we may now proceed towards the answers.

Our theoretical model is set out in section Il. We then discuss the analytical
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implications of this model in section Ill. An empirical counterpart is then developed in
section 1V, followed by a presentation and discussion of the results in section V.
Because the data requirements in this activity are different from those in earlier
chapters, we were able to use a longer run of 2-digit industry information in our
empirical work. After conclusions in section VI, we present in an appendix an
interesting comparison study in which we exploit an alternative empirical route and the
3-digit industrial data we used in previous chapters. As well as confirming the
consistency in the two data sets, the results there are also helpful in checking some
of our empirical specifications. There are also some differences in the theoretical

development which we explain in the following section.
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Il. A Model of Industry Wage Determination.

In the following, we present an imperfectly competitive industry model which is a
variant of the one we used in Chapters 2 and 3. There are several reasons for the
differences. We are principally concerned with an explicit derivation of a union
bargaining set-up that includes "insider" forces. This explains our use of explicit
functional forms in our technical equations to minimise ambiguities. |n particular, our
main aim is to obtain estimates of the strength of "insider" forces in the wage equation.
Therefore, we have no need to formulate or estimate any other equation except to help
in identifying the "insider" parameter. As a result, we need only to incorporate and
estimate a marginal revenue condition instead of the production function itself. This
is a major advantage as production functions are notoriously difficult to estimate
satisfactorily. A consequence of this approach is that we can use 2-digit industry data
where, because of the availability of capital stock data as well as industrial
unemployment rates, we can work out the capital-labour ratio as a measure of labour
intensity.

Suppose that each industry consists of price setting firms. Since we shall assume
that the firms have a constant returns technology and that prices and wages are
uniform across the industry, we may take it that factor input/output ratios are also
uniform. We thus have an industry production function which we assume, for

expositional simplicity, to have the Cobb-Douglas form'

Y=-BNA, (1)

where Y=value added, N= employment, B= capital plus technical progress coefficient.

To avoid clutter, we drop industry subscripts. Note that the term B has the fom

'This assumption is not carried over to the empirical work.
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B_Kl-aAa' (2)

where K= capital and A= technical progress (written as labour augmenting).

The industry faces a demand for its product of the form
Y-w(P/P,)™8, (3)
where o reflects long-run secular movements in demand due to changes in tastes and
possibly effects of a non-unitary income elasticity of demand, P= price of industry
value added, P®= expected price of aggregate value added and @ is a random
variable reflecting short-run demand shifts. Note that we can recover the original<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>