CORPORATE RESTRUCTURING IN
THE UNITED KINGDOM AND WEST GERMANY:
RECENT DEVELOPMENTS IN
LARGE NON-FINANCIAL COMPANIES

Ansgar Richter

PhD Thesis

London School of Economics and Political Science

1999



UMI Number: U111809

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.

Dissertation Publishing

UMI U111809
Published by ProQuest LLC 2014. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against
unauthorized copying under Title 17, United States Code.

ProQuest LLC
789 East Eisenhower Parkway
P.O. Box 1346
Ann Arbor, Ml 48106-1346



76/9



Abstract

This thesis investigates recent corporate restructuring trends among large non-
financial companies from the UK and West Germany.

Following an introduction in chapter 1, chapter 2 examines the structure of firms, both
historically, and from a transaction cost economic perspective.

In chapters 3 to 5, empirical evidence on corporate restructuring in large non-financial
companies in the UK and West Germany is provided. Chapter 3 reports on the results
of a questionnaire survey in which a total of 116 UK and West German companies
took part. It is found that, from 1986 to 1996, companies from both countries have
engaged in restructuring, but that corporate restructuring has started earlier, and has
been taken further, among the respondents from the UK than among the respondents
from West Germany.

Chapter 4 focuses on changes in the degree of diversification of companies. The
measurement of diversification is discussed. Two data sets are used to calculate
diversification indices for companies from the two countries. Evidence is found that
companies from the UK have decreased their degree of diversification between 1988
and 1995. West German companies have started to reduce diversification only after
1992.

In chapter 5, a comparative case study of tWo large chemical companies, ICI plc in the
UK and Hoechst AG in West Germany, is presented. It is found that corporate
restructuring has started earlier at ICI than at Hoechst. Various reasons for the
difference in the onset of corporate restructuring are discussed.

In Chapter 6, an interpretative approach to the cross-national differences in the timing
and the extent of corporate restructuring in the two countries is developed. It is argued
that country-specific institutional and economic factors account for these differences,
and four sets of these factors are explored.

Finally, the findings of the investigation are evaluated and future directions of

research outlined.
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1. Introduction

Over the past 10 to 15 years a wave of corporate restructuring has been under way in
many industrialised countries. Evidence from the United States indicates that the
1980s and early 1990s have been characterised by an unusually large number of
mergers and acquisitions (Blair and Uppal 1993, p. 63; Stearns and Allan 1996, p.
700), by a significant reduction in corporate diversification (Lichtenberg 1990;
Markides 1993, p. 3 and 1995, Ch. 4) and by a large number of divestments and
leveraged buy-outs (Graebner 1991, p. 13 and pp. 37-39), to name but a few
indicators of this restructuring wave.

Concomitant with these developments, public interest in corporate restructuring has
risen. Between 1983 and 1996 the use of the term ‘corporate restructuring’ in the
Financial Times Newspaper increased sevenfold (Richter 1997b, p. 3). The business
press reports daily about takeovers, divestments and buy-outs, but also about changes
in the internal organisation of companies, such as de-layering. Much of the popular
business literature takes a normative view on particular types or aspects of corporate
restructuring. For example, Ries (1996), following Peters and Waterman (1982),
strongly recommends companies to de-diversify and ‘refocus’, while Sadtler,
Campbell, and Koch (1997) think that a ‘break-up’ should be on the agenda of 66% of
the top 100 UK companies. On the other end of the spectrum, Heuskel (1996) of the
Boston Consulting Group argues that conglomerates should be maintained if potenﬁal
synergies are managed carefully, and that a ‘break-up’ of these ‘premium
conglomerates’ may destroy rather than create value.

What is far from clear, however, is when and fo what extent corporate restructuring
has actually taken place, and how non-financial companies in the UK and West
Germany compare in this respect. The popular literature provides hardly any evidence
of the development of corporate restructuring over time. The academic literature so
far refers primarily to the US. Less is known about the UK, and, with a few
exceptions, very little about West Germany. This may be partly due to the fact that the
corporate restructuring wave which is the focus of this study is a relatively recent
phenomenon, and that — as will be argued below — West German industry in particular
has only started very recently to restructure on a wider scale. Another characteristic of

the academic literature is that it is primarily concerned with particular aspects and
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techniques of corporate restructuring, mainly from a financial point of view. Hardly
any of this literature continues the line taken by Chandler, Channon, Hannah, Dyas
and Thanheiser and others who analyse the overall development of corporate
structure in the industrialised countries, focusing mainly on the US, Britain, Germany
and France. Following their line of analysis, this study aims to give an overview of
corporate restructuring in non-financial companies in the UK and West Germany
since the mid-1980s and to provide a partial explanation for some of the differences
between the two countries regarding the extent and the timing of corporate

restructuring.

The following section sets out the aims of this study in greater detail. Section 1.2
provides a working definition of corporate restructuring. In section 1.3 the further

course of the study will be outlined.
1.1  Purpose of the Study

The purpose of this study is nof to develop a theory of corporate restructuring in order
to test the predictions derived from such a theory, a method which could broadly be
described as ‘deductive’. On the other hand, the study is not purely descriptive,
although it contains a strong empirical, and largely descriptive, section (Chapters 3-5)
on which thereafter, in an ‘inductive’ way, an interpretation of corporate restructuring
is developed (Ch. 6). Drawing on both deductive and inductive techniques, the aim of

this study is threefold:

(1) First, to set out a framework which makes it possible to analyse the structure of
firms as a coherent whole and to identify the crucial dimensions of firm structure.
Two perspectives on firm structure, the historical and the transaction cost theoretic
one, are laid out (Ch. 2); these are mutually enriching. The rationale for doing this
is that there is no commonly established definition of corporate restructuring (see
section 1.2). The aim of the study is to spell out clearly which perspective of the
phenomenon under consideration is adopted here. This aim is carried by the belief
that empirical observation is directed and influenced by the perspective of the
observer, so that the resulting observation can be understood only in the context of

that framework.
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(2) Second, fo analyse and compare corporate restructuring trends and developments

in non-financial companies in the UK and West Germany between the mid-1980s
and the mid-1990s, using the concepts developed before. The study aims to
establish whether and to what extent the structure of large non-financial firms has
changed, and which dimensions of firm structure have been particularly affected.
If general trends among firms within or across countries can be established, the
‘timing’ of corporate restructuring (its onset, development, and possible slow-
down or end) is also of interest. Moreover, the study aims to establish
commonalities and differences in the timing, extent, and character of general
corporate restructuring trends among companies in the UK and West Germany.
Overall, this part of the study endeavours to extend the historiography of the
structural development of large non-financial firms in the two countries to a very
recent period.
Without detailing the results of this part of the study here, a major finding is that
companies in both countries have restructured, but that this process (a) has started
earlier and (b) has been taken further in Britain than in Germany.! This forms the
background for the third aim of this study, which is

(3) to provide a partial interpretation of the cross-national differences in corporate
restructuring. The factors that cause corporate restructuring can be decomposed
into firm-specific, industry-specific, and country-specific factors. As this study
consists of a cross-national comparison, its emphasis is deliberately on the
country-specific factors that influence changes in corporate structure. The aim of
this part of the study (ch. 6) is to establish whether any factors specific to the UK
and to West Germany can be identified which could at least partially account for
the differences in the corporate restructuring trends and developments in the two
countries. In keeping with the earlier structure of the thesis, a framework in which
this problem can be analysed is set out first. This framework draws on the
institutional economics tradition represented by Douglass C. North. In this
perspective, it is argued that a combination of country-specific institutional and
economic factors influences the balance of power among the parties who transact
with a firm and who determine its structure. On this basis, four exemplary sets of
institutional and economic factors are identified, and the differences between the

UK and West Germany with respect to these factors are elaborated upon.
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It has to be emphasised that these country-specific factors may explain only a minor
part of the corporate restructuring waves in the two countries. Many authors (e.g.
Bowman and Singh 1990, pp. 9ff)) argue that corporate restructuring is primarily a
result of industry-specific phenomena, in particular increased competition within
those mature industries on which Britain and Germany have thrived for much of the
period since the industrial revolution (e.g. chemicals). On the other hand, Blair and
Schary (1992, p. 178) provide evidence that from 1979 to 1989 in the US, industry-
specific factors account for only 9-12% of the variance in various types of
restructuring events, including private buy-outs of publicly traded companies, and
leverage increases. They conclude that “a great many firm-specific, highly
idiosyncratic factors were at work in addition to the industry-level and macro-
economic factors” (Blair and Schary 1992, p. 184). Also, if industry-level factors
were the only determinants of corporate restructuring, it is hard to see why cross-
national differences between firms within the same industry persist, as is evident from
the results reported in chapters 3 to 5. With respect to firm-specific determinants of
corporate restructuring which are emphasised by Mueller and Hall (in Blair [ed.]
1993, pp. 195-197), it is obvious that a company’s history influences its subsequent
development (see also Fligstein 1991, p. 311). For example, in chapter 4 evidence will
be provided that a company’s degree of diversification at any point in time has a
strong impact on subsequent changes in diversification. On the other hand, if only
firm-specific factors were at work, it is unclear why corporate restructuring should
take place in wave-like fashions, affecting many companies across many industries
simultaneously. It is the general country-specific trends in corporate restructuring

which are the focus of the literature reviewed in section 2.2 below, and in chapter 6.

Three aspects of this study’s scope require further explanation:

e With respect to the reference period of the study, the initial idea was to study
corporate restructuring since the beginning of the 1980s. This consideration was
driven by the fact that changes in industrial structures are often seen in relation to
the political events during this period: The beginning of the Thatcher-, Reagan-
and Kohl- governments in Britain [1979], the US [1980], and West Germany
[1982] respectively, and the onset of more liberal economic policies at least in the
Anglo-Saxon countries. However, it became clear that a balance between the

breadth and the depth of the study had to be struck. Moreover, the data base for
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the time before the mid-1980s proved thin, both with respect to the publicly
available data used in this study (Chapter 4), and to the data from individual
companies and managers (Chapters 3 and S5). As a result, it was decided to
concentrate on the period from the mid-1980s, without. a fixed starting point.
Information on the years before this period is provided insofar available.

The study focuses primarily on lérge, non-financial companies. Again, this was
partly driven by data availability, but partly also by the impression gained from
the business press that financial companies may have undergone very different
forms of restructuring than non-financial companies. However, some of the data
used in this study (see in particular Ch. 4) do not allow a breakdown by industry,
so that a few financial companies may be included in those instances where this is
clearly indicated.

Thirdly, the study is on large companies in the UK and West Germany, i.e.
companies whose head offices are located in these two countries, as opposed to
British- or German-owned companies. Three reasons account for this decision,
which has practical implications mainly for the sample selection for the
questionnaire survey on which chapter 3 reports. First, through acquisitions and
divestments, the ownership of large companies changes hands (and nationality) at
an increasing pace (see for example section 3.3.5), so that a focus on German- and
British-owned companies seemed inappropriate. Second, companies increasingly
invest globally, so that corporate structures become more and more international.
Third, information on particular restructuring phenomena — such as mergers and
acquisitions — becomes more easily available, so that companies have a greater

opportunity to emulate the structure of foreign firms, if they wish to do so.
Working Definition of Corporate Restructuring

‘Corporate restructuring’ is a broad, non-technical term, referring to changes in the

structure of firms. As a firm-level phenomenon, it has to be distinguished from

industrial restructuring, i.e. changes in the composition of particular industries (Roe

1984, pp. 3-4; Statt 1991, p. 124) and economic restructuring, i.e. changes in the

industrial structure of countries or regions (e.g. Green 1989, p. 5). However, both

terms are used occasionally to refer to firm-level changes (e.g. Smith and Walter 1990
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who describe corporate restructuring under the heading of economic restructuring;
similarly Abercrombie and Warde 1994, p. 18), in which case they are of interest to

this study.

In the literature, a variety of changes in the structure of companies are described as
corporate restructuring. Bowman and Singh (1990, p. 9) and Bowman et al. (1996, p.
5) distinguish between three forms of corporate restructuring?:

(1) Financial restructuring: changes in the capital structure of companies;

(2) Portfolio restructuring: changes in the composition of companies’ assets,

activities or business lines;
(3) Organisational restructuring: changes in the organisation structure of
companies.

Some authors (Weston et al. 1990, p. 3; Wright, Thompson and Robbie 1990, pp. 1ff.)
list changes in companies’ ownership structures as a separate form of corporate
restructuring, while others subsume it under financial restructuring.
Most of the literature on corporate restructuring is concerned with the first or the
second of these aspects (Donaldson 1994; Stewart and Glassman 1988a and 1988b),
or a combination of the two (Bethel and Liebeskind 1993, p. 15). Far less evidence is
available on the changes in the organisation structure of firms, Useem (1992; 1993)
being an exception. Another aspect of much of the extant literature on corporate
restructuring is that it is concerned with particular restructuring techniques or events,
such as mergers and acquisitions, buy-outs and the like, rather than with the resulting
changes in corporate structure. Some authors describe corporate restructuring simply
by enumerating particular restructuring events, such as “the reshaping of a business
through mergers, acquisitions, divestitures, and internal reorganizations” (Kanter
1989, p. 88). Others stipulate the restructuring events on which they focus (e.g.
leveraged buyouts and acquisitions as in Hall 1991a) for the purpose of their studies,

without putting these events into a wider context.

As indicated above, this study sees itself in the tradition of the literature that analyses
the overall development of corporate structure from a historical and transaction cost
theoretic perspective (see chapter 2). Within this literature, two crucial dimensions —
each containing various elements - of the structure of firms are identified: The

boundaries of firms and their internal organisation. For the purpose of this study,
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corporate restructuring is therefore defined as changes in these two dimensions of
corporate structure. This means that, in contrast to much of the recent literature on
corporate restructuring, the study is only to a secondary degree concerned with
changes in the financial or ownership structure of firms. As an example, financial
transactions such as acquisitions are not analysed as restructuring events or techniques
on their own, but with respect to the resulting changes in the boundaries (and
potentially also in the internal organisation) of firms. It would therefore be of interest
whether such acquisitions have taken place on a vertical, horizontal, or diversifying
basis, and whether they have led to a shift in the geographical focus of the company’s
operations, if such data can be obtained.

When firms undergo corporate restructuring, substantial changes along the various
dimensions of their structure occur within a compressed time frame (Cibin and Grant
1996, p. 283), so that episodes of corporate restructuring stand out in the overall

development of companies.
1.3 Further Course of the Study

The main purpose of the study is to give an overview of corporate restructuring trends
and developments in non-financial companies in the UK and West Germany. At the
heart of the study are, therefore, three chapters in which empirical findings on
corporate restructuring in the two countries are presented.

Before that, chapter 2 develops the framework in which corporate restructuring is
analysed more fully. The way in which business historians since Chandler have
described the overall development of large companies is set out, and material on
corporate development in Britain and Germany is presented. In addition, the
transaction cost economic approach to the crucial dimensions of corporate structure is
developed. This allows setting out the key elements of the structure of firms — various
aspects of their boundaries and their internal organisation - more clearly, which will
be done in the concluding section of the chapter.

In chapter 3, an overview of corporate restructuring trends and developments in
British and German industry is given on the basis of a questionnaire survey which
covers the 1986-1996 period. The chapter also contains an additional section (insert
3.3.4), in which data from public sources on a particular corporate restructuring

technique (management buy-outs) are presented.
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On the basis of a statistical analysis of two data sets, chapter 4 focuses on a particular
aspect of corporate restructuring, namely on changes in diversification in British and
Germany industry. A literature review on recent changes in diversification is
presented as well. )

Chapter 5 consists of a case study of corporate restructuring in the German chemicals
and pharmaceuticals company Hoechst AG and compares its case with the one of ICI
plc in the UK:

Each of the three empirical chapters uses its own, distinctive methodology, and is
based on self-compiled data sets from a variety of information sources. A copy of the
questionnaire used in the context of chapter 3 is presented in the appendix.

Chapter 6 provides an interpretative approach to the observed cross-country
differences in the timing and the extent of corporate restructuring. The approach
presented is supported by empirical data on the forces that are hypothesised to
underlie corporate restructuring trends.

In the conclusion, the research questions are revisited, and future directions of

research are identified.

! For much of the study, the terms ‘UK’ and ‘Britain’ are used interchangeably, as the geographical
distinction between the two does not affect issues such as sample selection etc. Also, for reasons of
brevity, ‘Germany’ is often used instead of ‘West Germany’.

2 Similarly Gibbs 1993, p. 51.
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2, Corporate Structure: Historical and Theoretical Perspectives

2.1 Introduction

The aim of this chapter is to identify the crucial elements of corporate structure. These

elements are developed in a twofold way.

First, taking a historical perspective, section 2.2 summarises the analysis of the

development of corporate structure in the industrialised countries in general provided
by Chandler (1962; 1977; 1990) and by business historians in his tradition. Chandler
argues that the historical evolution of corporate structure involved changes with
respect to

(a) the ‘boundaries’ of firms,

and

(b) their internal organisation.
This approach has been adopted widely, although later authors do not always follow
Chandler’s line of argument with respect to the reasons for changes in corporate
structure. Section 2.2 also traces the development of corporate structure in large
industrial companies in Britain and Germany, although the empirical evidence in

particular on the internal organisation of firms is patchy.

Second, section 2.3 outlines transaction-cost theoretic approaches to the key

dimensions of corporate structure as developed in section 2.2.

Based on the historical and the theoretical approaches to corporate structure, the
chapter concludes by defining corporate restructuring as changes in the boundaries of
firms and in their internal organisation and outlines five major elements of each of
these two key dimensions of corporate structure. This provides the analytical tool set

that is applied in the following chapters of the study.
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2.2 The Historical Perspective: Cdrporate Structure and Corporate

Development
2.2.1 Chandler’s General Argument

The business historian Alfred Chandler (1962; 1977; 1990; for a summary see Teece
1998, pp. 281-317) identifies the improvements in production, transbBrtation and
communication technology in the 19® century as decisive factors for the emergence of
large business organisations in the US, Britain and Germany. The increasing
geographic reach of companies, the emergence of mass markets, and the invention of
mass production technologies triggered the building of plants of hitherto unknown
size. The examples given by Chandler include the railway companies, the emergence
of mass distributors and retailers, and of mass producers in the refining, distilling, and
chemicals manufacturing industries. According to Chandler (1990, p. 37), four
dimensions of the growth process of business enterprises can be distinguished:

(1) horizontal growth, often through the combination of already existing

operations via merger or acquisition;
(2) vertical integration;
(3) diversification;

(4) geographic expansion.

As a crucial reason for horizontal integration, i.e. the increase in the scale of a

company’s already existing business line, Chandler regards the invention of
production technologies which showed significant economies of scale. Economies of
scale occur where the average costs of production decrease as output increases. Put
formally, economies of scale occur where the marginal costs (MC) of producing an
additional unit of output are less than the total average costs (AC): MC < AC. Over
the range of output for which returns to scale are constant, MC = AC, whereas over
the range of output for which there are diseconomies of scale, MC > AC (see Besanko
et al. 1996, pp. 3-10; pp. 77-79).

Chandler argues that the emergence of new production technologies, such as fuel- and
electricity-powered engines, led to the substitution of capital intensive for labour
intensive production. The new production facilities required large fixed investments,

leading to high fixed costs relative to total costs. Increases in efficiency could be
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achieved by spreading fixed costs over larger amounts of output, resulting in
economies of scale. In addition, the investments in transportation technologies had
made it possible to exploit economies of scale in manufacturing by enabling
companies to distribute and sell their products on a large geographic scale. The
minimum efficient scale of production in many businesses increased, requiring

entrepreneurs to build larger production facilities to compete effectively.

Vertical integration, according to Chandler (see Williamson and Ouchi 1981, pp.

356ft), followed in part from horizontal integration. The new large-scale operations
demanded a constant throughput (‘stockturn’) in order to avoid downtime and to
maximise the return from investment in large production facilities. Therefore, the
incentive increased for companies to integrate vertically, i.e. both ‘backwards’ into
the procurement of supplies and ‘forward’ into distribution, marketing, retailing and
related services such as insurance and finance. At the same time, the incentive for
small and independent intermediaries to provide these services decreased because of
the greater need for buyer-specific (and therefore risky) investments. From the
perspective of the large corporations, in the oligopolistic markets in which they were
mostly active it was also more dangerous to rely on the services of intermediaries who
could work for their competitors and thereby exploit their strategic position. This left
the bigger corporations little choice but to carry out intermediary services or to
procure supplies on their own. Vertical integration also served as an insurance against
unforeseen increases in supply prices which could severely affect producers that had
made large capital investments into production processes dependent on particular
inputs (e.g. reliance on coal in the steel industry). Large companies also integrated
vertically into their own support activities, for example into the maintenance of their

production facilities and into the provision of social services for their employees.

Another rationale for vertical integration, but more importantly for diversification,

consists, according to Chandler, of economies of scope. These occur where the costs
(C) of the joint production of given quantities of two or more types of output (g, and
qy) are lower than the costs of their separate production (Teece 1980, pp. 223-225;
Spulber 1992, pp. 544-545):
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C@q,,9,) <C(q.,0)+C(0,q,)

In other words, economies of scope are achieved where unit costs decrease with an
increase in total output across different production lines. Economies of scope may
occur, for example, where two produpt lines share the same production facilities,
leading to a greater spread of the costs for the production facilities.

According to Chandler, economies of scope in production increased in conjunction
with increasing economies of scale. Large operations almost always involved some
spare capacities in particular parts of the production process, which could then be
used for the production of related products. Results of research could be applicable to
a variety of production processes. Competencies and skills acquired in one area could
be useful in other activities. An example of this phenomenon is the move of dyestuffs
producers into pharmaceuticals (chapter 5). Many of the drugs developed during the
late 19™ and early 20® century were based on the compounds invented by synthetic
organic chemistry producers.

In addition, the emergence of general managers who were needed to organise and to
monitor the constant production of goods created an additional incentive to deploy
any free managerial capacities on additional production processes. In the same way,
product diversification created an opportunity to deploy existing facilities (R&D
laboratories, warehouses etc.) and free personnel (sales staff, etc.) across a broad
range of products. The emergence of conglomerates was also advanced by the fact
that barriers to exit, such as sunk costs (i.e. costs that “cannot be recovered upon exit”
[Schmalensee 1989, p. 969]), prevented companies from leaving their traditional
activities even under unpromising market conditions. Furthermore, diversification into
unrelated areas helped to pool the risks arising from cyclical downturns, price
variations and the like. Empirically, Gort (1962) finds that between 1929 and 1954 the
degree of diversification of 111 large American manufacturing companies increased
substantially, in particular during the last 7-8 years of that period. During the 1960s
and early 1970s, diversification by American firms - mainly driven by acquisitions -

increased even further, as documented by Fligstein (1991, pp. 326-332).

The fourth dimension of corporate growth identified by Chandler is the increasing

geographic reach of organisations. Three aspects of this process are important: First,
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the geographic size of the market which companies were able to supply increased due
to improvements in transportation' (railroads, ships) and communication (telegraph,
telephone) technology. This put the companies into a position to exploit economies of
scale and scope in production, by building large distribution and sales networks and
employing staffs for sales and technical support services. These also served as
providers of information about new teéhnologies and customer demands and thereby
helped to reduce transaction costs. Second, in particular since the end of WW 1II,
production itself became geographically dispersed. Multinational corporations started
to set up operations in various regions and countries (see Chandler and Tedlow 1985,
Ch. 27), so as to produce ‘close to their markets’. Consequently, they developed
corporate structures based on the geographically specialised division of labour. In
doing so, they could exploit particular firm-specific assets (e.g. patent rights) on a
wide geographic scale and take advantage of country-specific factors (e.g. resource
endowments). Multinational corporations also benefited in other ways from their
widespread presence, for example by circumventing import quotas and other national
restrictions. Third, as companies aimed at integrating their supply functions in order
to secure the procurement of raw materials and reduce transaction costs, they
established operations in those countries where the raw materials were found.
Stopford and Turner (1985, p. 47) argue that during the ‘cosmopolitan era’ before
WWI, British manufacturing firms established operations in the countries of the
empire in their move to integrate their raw material supplies; horizontal integration
followed later and was driven by defensive motives (ibid., pp. 50ff)). Vernon (1979)
provides quantitative evidence for the establishment of international subsidiary

networks by American- and European-based multinational corporations (MNCs):

Proportion of 181 US-based MNCs 135 MNC:s based in the UK
enterprises with and Europe
subsidiaries in

1950 1970 1950 1970
1-5 countries 76.2% 5.0% 85.9% 23.0%
6-20 countries 23.8% 70.7% 11.9% 55.6%
> 20 countries 0.0% 24.3% 2.2% 21.4%

Table 2.1: The Foreign Manufacturing Subsidiary Networks of 316 MNCs in 1950 and 1970.
Source: Adapted from Vernon (1979, p. 258); see also Clarke (19854, p. 13).
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These data provide evidence for the rapid establishment of large multinational
subsidiary networks by both American and European companies. The process of the
emergence of multinational corporations was related to the emergence of regional and
global brands, such as in cars (e.g. VW Beetle), and consumer goods (e.g. Coca Cola).
With respect to the relationships between companies, new transportation technologies
enabled companies to trade over increasing distances and thereby to capture the gains

from specialisation resulting from the division of labour.

In sum, Chandler finds that the emergence of large business enterprises since the
second half of the 19® and throughout the 20™ century has taken place along the four

dimensions of corporate boundaries identified above.

According to Chandler, the growth process with respect to the ‘boundaries’ of firms
was complemented by developments in their infernal organisation. As a result of
external growth, but also in order to facilitate this process, companies developed
complex organisational hierarchies of professional managers to a hitherto unknown
extent. The characteristics that Chandler identifies include the following:

(1) Increasing employment of professional, salaried managers, and the emergence
of hierarchies with several layers of management;

(2) Increasing separation of distinct corporate functions, of line and staff, and the
emergence of corporate headquarters;

(3) The emergence of distinct organisational forms, in particular of the
multidivisional (M-) form, which increasingly replaced unitary (U-) form
organisations;

(4) The development of administrative instruments for controlling, planning, and

resource allocation.

In connection with the increased scale and complexity of operations as described
above it became harder for individuals, families and partnerships to manage the firms
in the way they had been used to. They had to employ professional administrators,
with little or no ownership stake, who could specialise in control and decision-
making. This created a demand for professional managerial education which, in the
US, was met relatively quickly by the emerging business schools which opened from
1881 (Wharton) onwards.?
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In connection with the increasing number of salaried managers and supervisors, the

need to manage and monitor their activities themselves increased. Organisations

responded to this need by establishing administrative hierarchies with multiple layers.
Chandler and Daems (1980, p. 1) estimate that, by 1975, arqund 20% of industrial
workers in the US and Europe worked in hierarchies with at least six management
levels. As only a small proportion of the managerial personnel could occupy top
positions; this development entailed in particular the emergence of large numbers of
middle managers. It also implied an increasingly distant relationship between top
management and shop floor employees, long communication channels, and the need
for greater standardisation of corporate policies and rules. In sum, in connection with
the increasing horizontal differentiation in companies (specialisation of labour and of
production processes, departmentalisation of activities, etc.) a process of hierarchical

differentiation took place.

Within the emerging administrative hierarchies, specialisation set in quickly to
capture the economies of scale from investments in particular into managerial skills.
In the geographically dispersed US railways, the distinction between ‘line’ and ‘staff’
functions was first drawn, which spread quickly to businesses in mass production and
distribution. Line officers were responsible for the day-to-day running of the local
operations, while staff managers were geographically concentrated to co-ordinate the
various operations (e.g. train scheduling) and provide uniform standards (e.g. security
standards, pricing decisions)’. Around the turn of the century, firms began to
concentrate various functions within departments that would be managed and co-

ordinated from a corporate head office. In larger departments the line-staff distinction

could be drawn within a department. This development marks the emergence of the
functional or unitary (U-) form business organisation. Within the U-form, activities
were ‘bundled’ and delegated to particular departments, but remained firmly under
central control from the head office which by and large retained decision-making

power.

As a result of the growth of organisations, and in particular of increased
diversification and greater geographic reach, corporations became increasingly unable
to cope with the amount of information that accumulated at their higher administrative

echelons. Chandler describes the development of the multidivisional form (M-form)
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as an organisational response to this problem of ‘information overload’. In M-form
organisations operations were assigned to the various divisions by product lines or
geographic criteria. The divisions had their own management and administrative
structures; they were divided into sub-divisions or were organised by functional
criteria as U-forms. The first US companies to adopt the M-form in the late 1920s
were Du Pont and General Motors (product line divisions) and Sears Roebuck
(regional divisions). An aspect important to the discussion below is that, with the

substitution of the U-form by the M-form, the functions of the corporate head office

were redefined. Whereas in the U-form relatively many decision-making processes
had remained concentrated on head-office level and only mundane functions had been
pushed down to line managers, in M-form organisations decision-making became
more decentralised as far as the relationship between the head office and the divisions
was concerned. It then depended on the organisational structure of the divisions to
what extent they were centralised or decentralised. Although the functions of head
offices varied, operational decisions became the prerogative of divisional
management, and head offices did not get involved in the day-to-day operations of the
divisions except for unforeseen or critical situations. The crucial functions of the head
office included (a) strategy-making and planning, e.g. portfolio planning; (b)
monitoring functions, mainly through accounting and financial controlling; (c)
resource allocation, overseeing of internal transfers, and incentive provision for the
various organisational units [Mintzberg 1983, pp. 222-224; Chandler 1996, pp. 348f.
combines functions (b) and (c)]. In addition to these, head offices became involved in
various functions which, in their view, would give rise to synergies and benefit the
overall organisation. For example, personnel management and marketing became HO
functions in many firms, and marketing managers came to dominate many American
M-form companies during the inter-war period (Fligstein 1987, pp. 44ff)). Also, the
head office could install central functions (such as R&D) which may or may not have
formed part of the HO, but which provided services for several of the firm’s
operations. As a third organisational form apart from the U- and the M-form, the
holding company structure (H-form) developed in which relatively small head offices
controlled the activities of legally independent subsidiaries on a financial basis,
without providing central services or attempting to create synergies between the units

below head-office level. Head office managers in H-form organisations served
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primarily as portfolio managers, thereby substituting the function of the external

capital market.

Central administrative control from geographically, materially, and hierarchically
‘remote’ operations afforded the development of specialised analytic tools. These
were preferably of quantitative rather than of qualitative nature so as to allow easy
communication and processing and to facilitate comparisons across departments or
functions. A number of accounting and financial measures were developed which
fulfilled these criteria. In accordance with the increasing need for a constant
throughput of goods in capital-intensive productions, companies defined operating
ratios (e.g. in the railways) and measures of ‘stockturn’ (e.g. in department stores).
They also developed more sophisticated operating statistics and cost accounting
systems and defined stringent performance criteria (Chandler and Daems 1979, pp.
off)). With increasing standardisation of such analytical tools, accounting and
financial controlling became topics that could be studied at business schools, thereby
supporting the development of a set body of knowledge for the emerging class of
general managers. The 1930s also saw the development of group accounts in which
the financial results of the constituent parts of complex corporate groups were
consolidated (Hadden 1983, Ch. 1).

The changes with respect to the external boundaries of firms and to their internal
organisation identified by Chandler are related to the wider development from family
or entrepreneurial towards managerial capitalism. The capital demands of larger
firms increasingly exceeded the financial means of individuals, families or smaller
partnerships. Companies were incorporated as joint stock companies and their shares
traded on the stock exchanges. As a result, corporate ownership became more
dispersed. In addition, professional managers were employed with little or no
ownership stake in ‘their’ companies. This led to a greater division of ownership and
control of companies as described by Berle and Means (1932; see also Berle 1954)*,
with managers rather than owners controlling the firm. This overall development has
been described by Burmham (1942) and Chandler (1977, pp. 484-500) as the
‘managerial revolution’ of the 20™ century. It entailed the possibility of divergent

interests between managers and owners. In order to reduce the effect of the resulting
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agency problems, governance structures were developed which aimed at mitigating

principal-agent conflicts.

To summarise the argument so far, Chandler’s general account of the development of
large firms since the later part of the 19" and throughout the 20™ century highlights
reciprocal changes in the external boundaries of firms and in their internal
organisation. He sets out various dimensions of both classes of changes: Horizontal
and vertical integration, diversification and increased geographic reach with respect to
the boundaries of firms; the establishment of extensive administrative hierarchies with
features such as vertical differentiation, and the division of work between corporate
head offices and operating businesses, with respect to the internal organisation of

companies.
2.2.2 The Development of Corporate Structure: The Case of the UK

Focusing on the UK, Hannah (1983) documents the rise of large industrial companies,
emphasising the relationship between corporate structure and size on the one hand and
industrial structure and competition on the other. He identifies three big merger
waves® which brought about the modern industrial structure: The first one at the turn
of the century, the second one in the 1920s, and the third one beginning in the 1950s
and reaching its peak in the late 1960s and early 1970s. Reasons for the first merger
wave include the advantage of full amalgamation over the formation of unreliable
cartels which resulted from increased competition in the manufacturing industries in
the late 19™ century, and the factor that merged companies found it easier to raise
capital in the stock market (“economies of scale in financing”; Hannah 1983, p. 20).
The first motive in particular points towards increasing horizontal integration as the
primary form of corporate combination during the first M&A wave. Payne (1967, p.
524f)) also argues that, before 1914, many British firms pursued a policy of product
differentiation and specialisation rather than diversification. Gourvish (1987, p. 24)
contends that, as compared to the US, the adoption of large-scale organisation in
British firms before WW I proceeded relatively slowly.

The second M&A wave in the 1920s took place in a climate of the ‘rationalisation’,
an ideology rather than a coherent business policy, which favoured the concentration

of production in large-scale producers over smaller and more fragmented businesses
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(Hannah 1974, p. 253). In addition, mergers were a reaction to the deep world-wide
recession that culminated in the ‘Black Friday’ in 1929, and over-capacities in some
industries. Horizontal combination was aimed at reducing price-eroding competition.
Another reason for horizontal integration was the search for economies of scale in
production, marketing and other corporate functions. Interes'tingly, Hannah regards
not only Americans, but also German industrialists as influential in the British
‘rationalisation movement’, suggesting that similar developments, possibly at an even
larger scale, took place in Germany. For example, the merger of the four leading
British chemicals companies in 1926 to form ICI - the largest merger in the inter-war
years - mirrored the amalgamation of the two large chemical cartels to form IG
Farben in Germany in 1925.

The years between 1930 and 1950 stand against the general trend towards greater
conglomeration that characterises much of the 20" century. For these two decades,
Hannah finds actually a slight decrease in industrial concentration in the UK, the
disruption caused by WW II being one of the influential factors. However, this trend
was fully reversed during the period between 1950 and 1970. This may be surprising
as the UK had established the Monopolies and Restrictive Practices Act in 1948 and
the Restrictive Trade Practices Act in 1956. However, these laws aimed at protecting
the public interest against monopoly power and price-fixing agreements, but were
permissive with respect to mergers, which were first regulated through the
Monopolies and Mergers Act of 1965. Census of Production data (Kirby 1994, p.
157) shows that during this period industrial concentration increased rapidly, mainly
due to mergers and acquisitions (see also Geroski and Jacquemin 1984, pp. 344-347).
The 1950s saw the emergence of the takeover bid as an instrument to force the
amalgamation of companies even when incumbent management was not interested in
combining (Wilson 1995, pp. 201-203). With respect to the character of acquisitions,
Hannah finds that horizontal matches were increasingly complemented by
diversification moves. This analysis is confirmed by Prais (1981, pp. 16-21) who
finds that concentration and diversification in British industry rose significantly faster
between 1958 and 1963 than between 1935 and 1951. Channon (1973, pp. 35-38)
provides additional quantitative and qualitative information on the extent of this
merger wave and on how it translated into rising diversification. He finds that from
1957 to 1968, the 2024 largest British manufacturing companies were reduced to

1253 by amalgamations. In the context of this process, the proportion of single
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business firms among the 100 largest industrial enterprises fell from 20% in 1960 to
6% in 1970, while the proportion of related diversifiers on the Rumelt and Wrigley

scale (section 4.2.2) increased from 41% to 54%, as the following table shows:

UK
Year 1950 1960 1970
(n=92) (n=96) (n=100)

Single business ‘ 34% 20% 6%

Dominant business | 41% 35% 34%

Related business 23% 41% 54%

Unrelated diversified 2% 4% 6%
Table 2.2: Diversification among the Largest Industrial Enterprises in the UK
Source: Channon 1973, p. 67.
Note: For an explanation of the diversification categorics used here see

section 4.2.2, table 4.1.

This data shows that large British companies diversified substantially in the post-war
period. Comparisons with the data for Germany (table 2.4) show that by 1970 big
business in the UK was more diversified than German industry.

The 1970s saw a slowdown of the conglomeration and diversification wave of the
earlier post-war period. Companies became more cautious in their spending decisions
after the first oil shock in 1973/74 (Hannah 1983, p. 152), and the effect of the
remaining M&As was to some extent counterbalanced by a rising number of
demergers and divestments. Nevertheless, the 'net effect' of these merger / acquisition
and demerger / divestment movements was still a slight increase in diversification of
big companies.

With respect to changes in the geographic reach of companies, the UK’s particular
historical background as a colonial power has to be taken into account. This meant
that many British companies had international trade connections to colonial countries
at a very early point in time, and often they were sheltered from outside competitors.
During the 20™ century, Britain’s former colonies became independent, and began to
foster their own industries or to open their markets for competitors from other
countries. Many British firms lost their privileged status in the former colonies.
Broadberry (1997, p. 292) suggests that the UK’s belated entry into the European
Economic Community in 1973 also limited the expansion of multinational enterprises,
although some firms acquired continental companies in order to have better access to

the European market. In fact, British direct investment into Western Europe increased
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throughout the 1960s to reach a peak in 1971, and declined thereafter (Stopford and
Turner 1985, p. 70). With respect to trade, the United States, rather than the much
closer continental countries, was Britain’s most important trade partner until 1973

(see the statistics by Mitchell 1975, pp. 571-574).

Channon (1973, Ch. 7) and Hannah (1983, Ch. 6) also provide evidence for changes
in the internal organisation of British firms. Before WWI, head offices had been
relatively small administrative units for individual factories and were mostly based at -
their sites, i.e. in the province. Hannah dates the emergence of extensive corporate
head offices, and of larger managerial hierarchies in British firms in general, to the
inter-war years. Whereas in 1907 only 7.6% of the total workforce in the
manufacturing industries had been administrative or non-operational staff, this figure
increased to 19.7% by 1948 (Hannah 1983, p. 72). In addition, the automation of
routine information gathering and processing, the specialisation of managers in areas
such as cost accounting, and the build-up of communication networks (through
telephone lines etc.) set in (Hannah 1974, pp. 256-259). Many of the enlarged head
offices moved to London, and thus became separated from the operational base of the
company.

With respect to changes in the organisational form, Chandler (1990, Ch. III) contends
that untii WWI British companies were much slower in investing into managerial
hierarchies than their German and American counterparts. During the inter-war period
and after WWII, however, this situation changed (Pollard #1992, p. 254). One of the
first British companies to follow the example of American firms in adopting the M-
form was ICI during the 1930s. Other examples of British firms that adopted the M-
form in the inter-war years include Spillers, Turner & Newall, and Dunlop (Hannah
1983, p. 85). Other companies remained loose confederations of diversified
businesses.

More generally, Franko (1974, pp. 493-495) shows that the switch from the U-form to
the M-form was much slower in diversified European companies than in America,
where this development had already started in the 1920s. Among the European
countries, however, the UK was the fastest in following the American example and
adopting the M-form, while Germany was much slower (Dyas and Thanheiser 1976,
Ch. 8). Hadden (1983, Ch. 1-2) also provides evidence for the relative organisational

complexity of many large British companies. As of 1976, the average number of
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subsidiaries of British multinational firms was 44, as compared to 19 in other
European countries (Commission of the European Communities 1976, p. 29). As of
1979, the number of subsidiaries of five large companies in the UK ranked between
170 (Rank Organisation) and 1300 (British Petroleum®). In the case of Bowater, 200
of its 420 subsidiaries were located overseas, while 100 were dormant. Hadden finds
that for a variety of reasons - among them managerial self-interest’ - many British
companies were inclined to leave dormant or functionally redundant companies
incorporated, thus leading to highly complex corporate structures. He argues that
divisionalisation represented an attempt to simplify corporate structures to some
extent, but that this did not fully resolve the organisational problems of many British
firms. Among the areas that he regards as problematic is the complex system of
internal transactions and finance provision both among subsidiaries and between

subsidiaries and their holding companies.

In sum, the available evidence suggests that the rise of the corporate economy in
Britain involved many of the features identified by Chandler. Large industrial
enterprises emerged since the industrial revolution and throughout the 20" century.
One of their most distinct features was their high degree of diversification, which was
fostered in particular through the post-WW II M&A wave that reached its peak in the
late 1960s. While the evidence on internal organisation is sketchy, it suggests that
large British firms adopted complex organisational structures. While the move
towards greater professionalisation of management, in particular with respect to
management education, was generally slower in the UK than in the US and in
Germany, British companies evolved extensive administrative hierarchies and

developed particular head office cultures.
2.2.3 The Development of Corporate Structure: The Case of Germany

With respect to Germany, Kocka (1980, pp. 77ff) distinguishes between two
industrialisation phases®. The first one began around 1840 — i.e. about 50 years later
than in Britain — and ended with the German-French war in 1870/71 and the recession
in the early 1870s. The second phase took place between 1873 and 1914. During this
period, big German companies emerged in particular in technologically advanced

manufacturing sectors such as the electro-technical (e.g. AEG) and chemical (e.g.
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Hoechst, Badische, Bayer) industries. German industrialists invested heavily in their
operations, thereby making up the large productivity disadvantage that had existed
during the 1870s as against British manufacturing companies by the turn of the
century (see Broadberry 1997, p. 68). The capital requirements for these investments
could not be satisfied any longer by owner-families. In contrast to the Anglo-Saxon
countries, however, it was not primarily the stock market which résponded to this
need, but banks which developed long-lasting relationships with their clients and
became the main outside finance providers. Germany’s biggest banks, the Deutsche
Bank and the Dresdner Bank, were founded in 1870 and 1872 respectively (Jaeger
1988, p. 110). In addition, German companies relied more on internal finance than
their Anglo-Saxon counterparts.

After the late start of the industrialisation in Germany, large German companies
expanded relatively quickly (Pohl 1982, pp. 97-99)’. They integrated horizontally as
well as vertically, for example by building their own sales networks. They also
increased their degree of diversification, in particular to exploit their technological
know-how in a wide variety of productions. Kocka (1980, pp. 95-110) estimates that
shortly after the turn of the century, the 100 largest German industrial companies were
more diversified than their American and their British counterparts. A further
characteristic of German industrial development was the tendency towards
cartelisation which was actively promoted by the state (Feldenkirchen 1988, p. 113-
116). In a judgement in 1897, “the German supreme court explicitly determined that
cartels were in the public interest and therefore enjoyed legal protection” (Jaeger
1988, p. 112; translation A.R.). Until after WW II, cartelisation in Germany served as
a partial substitute for full mergers, so that Germany did not see M&A waves to the
same extent as her Anglo-Saxon counterparts.

It may be mentioned that the years up to WWI also saw the establishment of much of
the social, legal and economic framework that remained highly influential in the inter-
war period and after WW II until today. Many of the trade associations and chambers
were founded around the turn of the century (see Jaeger 1988, pp. 116-117).
Economic concentration, cartelisation, and the formation of trade associations have
been described as the basic pillars of Germany’s ‘organised capitalism’ that emerged
between 1873 and 1914 (Jaeger 1988, pp. 107-118).

The period between the two world wars is described by Dyas and Thanheiser as one

of consolidation and rationalisation, although James (1986, pp. 146-156) argues that
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rationalisation was confined to the automobile and the coal-mining industries. Various
companies formed horizontal and vertical cartels, notably IG Farben (chemicals) and
Vereinigte Stahlwerke (steel). However, Germany did not see a merger wave of the
scale of the Anglo-Saxon countries.

German industry was deeply hit by the recession that started in 1927 (Balderston
1993, p. 212) which led to sharply rising unemployment and thereby contributed to
Hitler’s election in 1933. Between 1933 and 1945 German industry was under the
control of the Nazis, who favoured large-scale organisations over smaller and more
fragmented ones (Pohl 1982, p. 100; for the war-related process of ‘rationalisation and
concentration’ between 1942 and 1944 in particular see Overy 1994, pp. 356-366).
During the war, the German economy lost about 50% of its productive capacity,
although this was due to a greater extent to the destruction of the infrastructure than to
the destruction of plants (Jaeger 1988, p. 211).

After WW II, German industry in the zones occupied by the three Western allies was
for several years in a state of paralysis. Economic reconstruction was helped between
1947 and 1952 by the Marshall plan (Abelshauser 1991, p. 409; Kramer 1991, pp.
148-156). At the same time, the allied forces broke up the German cartels. Economic
recovery began after the German Mark had been introduced in 1948 and the Federal
Republic of Germany had been founded in 1949. This recovery evolved into the
‘economic miracle’ of the 1950s and 1960s (Giersch et al. 1992, Ch. 3). These two
decades were characterised by the establishment and rapid growth of integrated mass
producers, such as in cars, chemicals and the like, which “attempted to combine
specialization with volume production” (Herrigel 1996, p. 153 with respect to the
example of Daimler Benz). An important factor that allowed the adoption of
‘American’ (Berghahn 1986, pp. 282ff) mass production technologies was increasing
demand due to the greater geographic scale of export markets following the
foundation of the European Coal and Steel Community (1952) and the European
Economic Community (1957). Herrigel (1996, Ch. 5) also argues that large German
firms (e.g. MAN, Demag) integrated vertically to become more ‘autarkic’. However,
others (e.g. Bosch) remained integrated in what he describes as a system of
decentralised industrial order, in which supplies, in particular of investment goods
(e.g. machine tools), were provided through regional networks of Mittelstand (SME)

firms.
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In the post-war period, German industry saw a slow increase in the number of
mergers and acquisitions, but not at the speed experienced in the Anglo-Saxon
countries (see Cable 1979). This slowness was not primarily due to policy restraints
against M&As. The Act against Restraint of Competition (Gesetz gegen
Wettbewerbsbeschrdankungen), enacted in 1957, did not contain any specific
regulations concerning M&As until its 1973 reform. Cable'® (1979, p. 5) provides
data according to which the number of M&As increased from 15 in 1958 to just 65 in
1968. The years from 1969 to 1971 saw a sudden increase in M&As which resembled
the situation in the UK and the US. After that, the number of M&As receded first, but
then increased again to reach a relatively stable number of between 450 and 650 in the
years between 1975 and 1985. According to Cable, most of the mergers took place on
a horizontal basis, and were heavily concentrated in particular industrial sectors
(notably chemicals, electrical engineering, machine tools, and iron and steel), as

opposed to the service sector. Around 12% of all M&As were conglomerate ones.

As a result of M&As and of organic growth, German companies diversified, but not
as quickly as their Anglo-Saxon counterparts. Schwalbach (1990) tracks the
development of 284 large industrial companies with respect to diversification. Using a
count of 2-, 3- and 4-digit activities of companies in the German system of industry
classifications'', he finds that diversification has increased significantly between 1950
and 1980.

Average number of activities | 1950 | 1960 | 1970 | 1980
(on holding company level)

2-digit level 1.8 { 19 | 21 | 2.1

3-digit level 26 | 30 | 34 | 34

4-digit level 37 | 43 | 49 | 49

Table 2.3: Average Number of Activities of 284 Industrial Companies
in Germany

Source: Adapted from Schwalbach 1990, p. 28

Table 2.3 shows that diversification has increased at about an equal rate during the
two decades 1950-1960 and 1960-1970, but not between 1970 and 1980. With on
average 3-4 activities on the three-digit level, Schwalbach regards German companies
in 1980 as still not overly diversified. On the other hand, he points to a large
divergence in the degree of diversification due to a relatively small number of

companies which were operating in a large number of industries, notably those
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companies which had their base in chemicals (Hoechst, Bayer, BASF, Degussa) or
steel and heavy machinery (MAN, Krupp, Linde, Brown Boveri, Deutsche Babcock,
KHD). In the automobile industry he sees a relatively low degree of diversification (as
of 1980).

A direct comparison between German and British companies for the period 1950 and
1970 is drawn by Dyas and Thanheiser (1976) who contrast their data on the largest

German companies with Channon’s data on British firms (table 2.2).

Germany
(n=78; only German-owned firms are considered)
Year 1950 1960 1970
Single business 38% 26% 27%
Dominant business 22% 25% 15%
Related business 31% 38% 38%
Unrelated diversified 9% 12% 18%

Table 2.4: Diversification among the Largest Industrial Enterprises in Germany
Source:  Dyas and Thanheiser 1976, p. 64."
Note: For an explanation of the diversification categories used here see section 4.2.2,

table 4.1.

These data suggest that while German companies started the post-war period with
relatively diversified portfolios of activities (as compared to the British situation),
their further diversification process was relatively slow and rather steady. The British
companies in the sample diversified more rapidly, so that by 1970 big business in the
UK was more diversified than German industry. The very low number of single
business companies among British firms is particularly striking. On the other hand it
is interesting that there were a number of highly diversified conglomerates, in
Germany more so than in the UK at any of the three points in time.

It may be pointed out that Dyas and Thanheiser’s data do not contain those companies
which were founded during the ‘economic miracle’ of the German post-war era, some
of which (e.g. in the construction industry) now belong to the top 100 German
companies. It should also be said that the industrial structure in Germany is
characterised by the prevalence of mostly family-owned, medium-sized companies
along with smaller craft workshops which are generally less diversified than the large
corporations that Schwalbach and Dyas and Thanheiser investigate. Broadberry
(1997, p. 136) provides evidence that median plant sizes in the German manufacturing

industry have been persistently below the respective British figures.
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However, Channon's, Dyas' and Thanheiser's work permits to draw a first conclusion
about the comparative development of diversification in German and British
companies in the post-war period. While in British companies there was a widespread
trend to diversify rapidly (starting at a relatively low basis of diversification), among
German firms a ‘bifurcation’ with respect to diversification took place. A group of
large companies diversified significantly to become conglomerates, while many other
companies remained relatively specialised. This interpretation is consistent with
Schwalbach's findings.

Concomitant with the relatively slow development towards greater diversification,
organisational structures in German industry did not adopt the structure of managerial
hierarchies as quickly as was the case in the Anglo-Saxon countries. For example,
Dyas and Thanheiser find that German companies adopted the M-form structure more
slowly than British companies. “Moreover, the structures which were put into place
were less decentralised than their Anglo-Saxon counterparts. German firms also
tended to retain stronger functional hierarchies and to be run by a larger group of
managers subject to internal checks and balances at all levels” (Gospel 1997, p. 31).
Some of these checks and balances originated from the particular labour relations

system that developed in Germany in the post-war period (see section 6.3.2).

To summarise, business historians including Chandler, Hannah, Channon, Dyas and
Thanheiser and others have analysed the growth of enterprises since the late 19"
century in the industrialised countries. They find that the development of British and
German companies has involved increases with respect to their boundaries as well as
changes in their internal organisation. Changes on these two fronts were closely
interrelated and involved a number of distinct characteristics, such as increasing
horizontal scale and diversification with respect to the former dimension of corporate
growth, and the establishment of complex administrative hierarchies with respect to
the latter one. With respect to Anglo-German comparisons of corporate development,
both similarities and differences are reported. British industry is found to have
undergone a substantial concentration process, mostly through mergers and
acquisitions, in the post-war period. In this context, companies diversified
extensively, became more vertically integrated, and established substantial
administrative hierarchies and large head offices. German companies had moved in

this direction during the restructuring wave around the turn of the century, but after
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WWII were more reluctant to do so. Despite an increase in mergers and acquisitions
at the end of the 1960s, many companies which had grown out of the Mittelstand
remained relatively specialised and did not built up administrative hierarchies to the

same extent as their Anglo-Saxon counterparts.

2.3  The Theoretical Perspective:‘ The Transaction Cost Economic Approach

to Corporate Structure

In the previous section, the development of the organisational structure of large
companies was set out from a historical perspective, and evidence for this
development in the UK and Germany was provided. However, the historical
perspective does not provide a sufficient efficiency rationale for other than horizontal
forms of integration of economic activities in firms. Chandler argues that firms
integrated activities on a horizontal basis due to the emergence of relatively capital-
intensive modes of production which provided economies of scale, coupled with an
increase in geographic reach through the emergence of advanced transportation
technologies. However, his explanation of vertical integration (as a means to avoid
bottlenecks in production) and of diversification (through the exploitation of
economies of scope) disregards the fact that such activities can take place through
contracting in the market between independent parties, i.e. without necessitating
integration within hierarchies. They can also take place in intermediate (‘hybrid’)
modes of organisation between markets and hierarchies. Transaction cost economics
(TCE), as developed by Coase and elaborated by Williamson, focuses on the choice
among different governance modes for different types of transactions. Furthermore,
although it has not yet provided a complete theory of the internal organisation of
firms, TCE provides the tools to analyse the internal organisation of firms from an
efficiency perspective. In the following, the general approach of TCE to the choice
among various modes of governing contractual relations is set out first. Thereafter,
this approach is applied to the various dimensions of firms’ boundaries and to their

internal organisation.
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2.3.1 Transaction Cost Economics (TCE)13

The classical exposition of the transaction cost economic argument is contained in
Coase (1937) where he considers the question why transactions are shifted out of the
market into the institutional framework of production within firms, thereby
supplanting the market’s price mechanism.'* Coase defines transaction costs as the
costs of using the price mechanism, which he sees in the costs of information (in his
language, the costs of discovering what the relevant prices are), and the costs of
writing (i.e. negotiating and concluding) contracts. In this way, Coase breaks with the
neoclassical assumption of the availability of complete information at no cost, and
introduces the notion of information asymmetries between the different parties.
Secondly, implicit in Coase’s argument that the writing of contracts will be costly is
the idea - albeit not clearly spelled out in the 1937 article - that contracting may suffer
from subjective or objective limits on information or from self-interest seeking by the
parties to an exchange. If transaction costs were non-existent, the predictions of
neoclassical theory would hold, and all contracts would maximise wealth regardless
of the initial assignment of property rights (Coase 1960, pp. 15-19). In a world of non-
zero transaction costs, however, the integration of activities into firms can be more
efficient than the use of costly transaction mechanisms in the market place. What
checks the integration of activities into firms, then, is the cost of organising different
activities within hierarchies. Coase (1937, p. 395) argues that “a firm will tend to
expand until the costs of organising an extra transaction within the firm become equal
to the costs of carrying out the same transaction by means of an exchange on the open
market or the costs of organising in another firm”.

Following Coase, Williamson (1991, p. 6) argues that the choice between different
modes of governing contractual relationships follows cost-minimising criteria (see
also Whittington 1993, Chs. 1-2). Less cost effective governance modes would be
eroded over time by the pressure of competition (Williamson 1993c, pp. 27{f). He
distinguishes between three principal governance modes: markets, hierarchies (firms),
and hybrid forms of organisation between these two, such as networks, joint ventures
and strategic alliances.

At the centre of the transaction cost economic approach is the notion that transactions,
both within and among hierarchies, are costly to organise. This notion builds on three

classes of assumptions which are discussed in turn.
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(1) Behavioural Assumptions

(a) Bounded rationality refers to the notion that human behaviour is “intendedly

rational, but only limited so” (Simon 1976, p. xxviii). This definition makes clear
that bounded rationality has to be distinguished sharply from irrationality"® which
would obtain either if the bounds on rationality were absolute, or if the economic
actors were not intending to behave rationally in the first place. On the other hand,
bounded rationality marks a clear divergence from the neoclassical profit-
maximisation assumption: While economic actors infend to maximise profits - i.e.
they have an “economizing orientation” (Williamson 1985, p. 45) -, they are not
always capable of doing so. Bounded rationality contributes to the difficulty of
writing unambiguous contracts, due to which complex contractual arrangements
are open to costly renegotiation and haggling.'®

(b) The notion of opportunism refers to the strategic, self-interest seeking of actors
with guile (Williamson 1991, pp. 7f). While not all individuals may behave
opportunistically in all instances, parties to a contract have to take into account the
possibility that the other parties may misrepresent their intentions or even lie in an
outright way, and that they may not honour their agreements. Ex ante and ex post
opportunism leads to the possibility of adverse selection and moral hazard
respectively, but also to outright cheating and stealing. The costs of information
gathering about the true intentions of the parties to a contract, as well as of
monitoring their performance during contract execution stage, are major elements
of transaction costs. Opportunistic behaviour makes it particularly difficult to
contract upon knowledge-intensive goods (e.g. patents) which suffer from
‘information impactedness’, i.e. whose value éannot be disclosed without
disclosing the information itself (Arrow 1970, p. 152). The danger is that the other
party would opportunistically exploit the information gained upon disclosure

without paying.

(2) Environmental Factors
While bounded rationality refers to cognitive, i.e. internal limits in dealing with

information, complexity and uncertainty pose exfernal limits on the ability of human

actors to determine the full range of contingencies and the appropriate responses at

any stage of the contracting process. While under uncertainty the full range of
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contingencies and options can simply not be generated, under complexity this range
could be produced in principle, but doing so is prohibitively difficult (see Williamson
1975, pp. 23ff). The argument also implies that information may be distributed
asymmetrically across parties. While asymmetric distribution of information occurs
frequently between the parties to an exchange in the market, it is also of major
importance for the emergence of prinéipal—agent conflicts within hierarchies (Arrow
1986, pp. 1183-1195). This indicates that all of the conditions that render market
transactions hazardous and costly also raise the costs of the internal organisation of

economic activities in firms or in intermediate (‘hybrid’) forms of organisation.

(3) Characteristics of Contractual Relationships

(a) Asset specificity refers to the extent to which contractual relationships require

transaction-specific investment to be made, ranging from non-specific to
idiosyncratic investments (Williamson 1979, pp. 240ff.). Of particular importance
in the employment relationship is the acquisition of firm-specific skills (Becker
31993, pp. 40-51). In addition to such human asset specificity, Williamson (1985,
pp. 95f.) distinguishes three other types of asset specificity:
e site specificity. proximity between different production processes economises
on inventory and transportation costs;
e physical asset specificity. due to their physical design properties, certain goods
have their full value only within a particular relationship;
e dedicated assets: general-purpose investments made explicitly in order to sell
large quantities of output to a specific customer.
The particular problem associated with asset specificity — most importantly human
asset and site specificity - is that under such conditions the partners to a contract
are effectively locked into their contractual relationship. Specific assets have their
full value only within the contractual relationship into which the investment was
made, so that a breakdown of the relationship will entail a partial or complete loss
for at least one of the parties concerned. The party that bears the risk of being
opportunistically exploited by the other party will ask for additional contractual
safeguards, but these will be difficult and costly to devise, given the impossibility
of full contingent-claims contracts in the face of uncertainty and bounded

rationality.
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(b) Small-numbers conditions exist where the number of bidders on either side of a

bargain is very limited. This restricts the ability of the other party to the deal to
select the lowest cost supplier. The problem becomes severe when during the
contract execution stage the number of bidders reduces even further, as the bidder
who obtained the initial contract establishes a strategic advantage that is difficult
to replicate for potential bidders in future deals. This is frequently the case where
the current contract partner acquires information specific to the exchange
relationship. Williamson (1985, pp. 61) calls the change in the character of the
‘neutral’ bargaining relationship at the outset to a relationship of greater unilateral
or mutual dependency during contract execution the ‘fundamental
transformation’. Small-numbers conditions render opportunistic behaviour
possible. If there were large numbers of bidders, opportunistic behaviour would
not take place, because the opportunistic bidder would be excluded at the next
contract renewal (Williamson 1975, p. 27)."” However, long-term or frequently
renewed contracts are in many cases desirable, in particular to render relationship-
specific investments possible, but also to save the search costs resulting from
incomplete information. Therefore, governance structures that check opportunism
and allow for long-term contractual relationships are desirable.

(c) Transactions can also be characterised by the frequency with which they take
place, and by their duration. While the latter condition has already been discussed
implicitly in the last paragraph, with respect to the former Williamson (1979, pp.
246fT.) distinguishes between one-time, occasional and recurrent contract renewal.
One-time contracts will usually not require any other governance mode than the
market. Recurrent contracts, however, may require a relational governance mode
(Kay 1993, pp. 55ff.; Williamson 1979, pp. 238ff), as the identities of the parties
matter to the contract. Generally, if parties transact frequently with each other,
learning and reputation effects will decrease transaction costs; but the developing
routine may also lead to incautious behaviour that can be exploited
opportunistically, thus raising transaction costs. Partners to long-term contracts
will aim at ensuring that the contracts are ‘watertight’ (i.e. that they take into
account as many contingencies as possible), which — ceteris paribus — would
imply high ex ante transaction costs. On the other hand, these costs may be
regarded as investments which, with a certain likelihood, pay off in the form of

lower ex post transaction costs for contract amendments and the like.
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(d) Regarded as a characteristic of contractual relationships, uncertainty and bounded

rationality translate into the difficulty and costliness of monitoring and measuring

the performance of contract partners. TCE argues that contractual arrangements
will be made so as to reduce such costs.'® In this vein, the new economics of
personnel maintains that remuneration systems will be designed around those
performance measures which are most easily and cheaply ascertained (Lazear
1995, p. 21). Anderson and Schnittlein (1984, pp. 392ff) find support for the
derived hypothesis that firms are likely to integrate those particular categories of

personnel whose performance is most difficult to measure.

Transaction costs can be conveniently divided into ex anfe and ex post transaction
costs, depending on whether they arise during contract preparation stage or after
contract completion (Kreps 1990, pp. 743f.). Another way of categorising transaction
costs is to distinguish between external and internal transaction costs. The former
refers to the costs of contracting between independent parties, while the latter is
defined as the transaction costs associated with organising economic activity within
identifiable organisational units.”” These costs may include the costs of supervisory
activity, of benefits paid as motivating devices on top of the normal wage, and other
types of agency and influence costs (Milgrom and Roberts 1990, pp. 57-89; Milgrom
and Roberts 1992, pp. 192-194). The distinction between external and internal

transaction costs is important to the discussion below.
2.3.2 The Boundaries of the Firm
Vertical Integration

One of the main areas to which TCE can be applied is the extent to which firms
integrate backward into materials procurement and supplies or forward into
distribution, marketing, and retail, and into support activities. Decisions of this kind
are often described as ‘make-or-buy’ decisions.

Earlier explanations of vertical integration have focused mainly on two factors. First,
technological factors, particularly indivisibilities between two successive production
stages, were held to render vertical integration necessary (as is the case when

intermediate products cannot be transported to a remote stage of the production
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process) or, at least, more cost efficient than the production of the respective goods in
two separate companies; for a critique of these explanations see Holmstrom and
Tirole (1989, p. 66). Second, it has been argued that vertical integration serves to
achieve a degree of monopoly power by creating barriers to entry for potential
competitors and by allowing price discrimination policies, as analysed in the

industrial organisation literature (for an overview see Perry 1989, pp. 190-199).

The main explanatory factor in the transaction-cost economic theory of vertical
integration is the asset specificity of investments into successive stages of production
under conditions of complexity, uncertainty and bounded rationality. Where
transaction-specific investments are needed, the partners to a contract have to deal
with the problem of lock-in due to the ‘fundamental transformation’ from large-
numbers bargaining conditions ex ante to a relationship of mutual dependency ex
post. The underlying difficulty consists of the complexity and costliness of writing
contracts under conditions of uncertainty, complexity and bounded rationality. Ex-
post adaptations to a contract may not only be costly — and the costs cannot be
estimated ex anfe —, they may even prove impossible to the satisfaction of both
parties. TCE argues that, ceteris paribus (i.e. holding production costs constant), the
risks associated with asset specificity may render the integration of successive stages
of production more transaction cost efficient than their non-unified ownership. The
relative advantage of unified ownership increases with the degree of asset specificity,
if complexity, uncertainty and bounded rationality are taken as given. It is in
particular site specificity and human asset specificity that call for vertical integration.
Dedicated assets usually do not require common ownership, while physical asset
specificity requires common ownership only if the two production stages are
immobile (in which case the problem can be expressed in terms of site specificity).

More formally, the costs of the three principal modes (market [M], hybrid [X],
hierarchy [H]) of governing vertical transactions can be expressed as functions of
asset specificity and uncertainty® (denoted by k and u respectively). For =0, asset
specificity does not raise contractual problems, as the possibility of opportunistic
behaviour by the parties to a contract would be anticipated and taken into account in
writing the contract. Therefore, for =0 the governance costs of market procurement
(Ch) would be a constant®'. For positive values of # (i.e. #>0), the governance costs of

market procurement (Cys) are increasing in &. It is plausible to assume — although this
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is not essential to the argument below — that the governance costs of hybrid modes of
organisation (Cy) and of hierarchical integration (Cy) are also positive functions of £.
With respect to the latter governance mode, asset specificity between successive
stages of production arguably increases the need for costly coordination within firms,
thus raising internal transaction costs. Similarly, within hybrid modes of organisation
(e.g. long-term supply relationships, jbint ventures etc.) contract partners will also
exert greater efforts to writing ‘watertight’ contracts, the greater the risks associated
with the contract.

Assuming #>0, the marginal governance costs of market procurement will exceed the
marginal co-ordination costs within hybrid modes of organisations, and these in turn
will be greater than the marginal organisation costs in hierarchies. The reason for the
latter inequality is that increasing co-ordination within hierarchies is less severely
affected by self-interest seeking behaviour of the various parties (e.g. departments)
which have little to gain, and may even lose, from contract re-negotiation. In contrast,
in contractual relationships between independent parties lock-in due to asset
specificity creates incentives to opportunistically alter the terms of the agreement to
one’s own advantage, knowing that the other party cannot step out of the agreement.
The same consideration applies to the comparison between hybrid and market modes
of procurement. Partners to long-term contracts realise that the short-term gains from
opportunistic behaviour will be lost when it comes to contract renewal, and that their
contract performance is more easily observable than in a typical market relationship

where partners are indifferent to each other. The partial derivatives with respect to &
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Furthermore, for completely general transactions (i.e. ~=0) market governance will be

are therefore

of relatively low cost as the spot contracts typical for market procurement require
lower setup costs than administrative hierarchies or long-term contracts. Similarly,
hybrid modes of governance will incur an intermediate degree of setup costs, whereas
full integration requires substantial provisions to be made regardless of asset
specificity. Therefore,

2) Cu(k=0, u>0) < Cx(k=0, u4>0) < Cy(k=0, u>0)
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For any particular degree of asset specificity, the cost-efficient mode of governing the
transaction is the one for which C{k) is lowest. Graphically, the schematic cost

functions can be displayed as follows:

Graph 2.1: The Costs of Market (M), Hybrid (X) and Hierarchical (H) Governance Modes
as Functions of Asset Specificity and Uncertainty.**

Source: Adapted from Williamson 1991, p. 24.

To summarise the argument so far, if complexity, uncertainty and bounded rationality
are taken as given (t/>0), for low degrees of asset specificity (i.e. for 0<k<k?"),
market procurement will be the cost-efficient mode of governance. For intermediate

degrees of asset specificity k" <k <k”), d hybrid mode of governing the contractual
relationship will be efficient, while for high degrees of asset specificity (k> k*), full

hierarchical integration will be optimal.

Furthermore, the above ceteris paribus clause (p. 47) can be resolved to allow for the
possibility that vertical integration may have production cost disadvantages against
market procurement.*" This may be so as a vertically integrated firm may be unable to
exploit economies of scale to the same extent as an independent supplier firm that
pools the demand of many buyers. On the other hand, the potential to pool the
demand of several buyers decreases as the specificity of investments made into the

relationship with a particular buyer increases. Therefore, the production cost
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advantage (APC) of an independent supplier as against an integrated firm decreases
with an increase in asset specificity (k). Aggregating the transaction and production
cost functions of market procurement means that the resulting total cost curve
TC(k) =C,,(k)+ APC(k) will, for any particular value of %, be lower than Cj/(k) on
its own, which shifts the degree of asset specificity up to which market procurement is
cost efficient from £; to a higher level ké (graph 2.2).

Considering the transaction and the production cost effects of asset specificity jointly,

it becomes clear that for high degrees of asset specificity (k¥ > k,) the potential cost

advantages of non-integrated production will not be enough to outweigh the
transaction cost savings of integration. For low degrees of asset specificity - for
example for standardised goods - the reverse is true, and the preferential mode of
procurement is through market contracting. Intermediate degrees of asset specificity,
around which the decision between the two modes of production is indeterminate,
often make hybrid forms of organisations the most cost efficient modes of
governance.

In sum, the degree of vertical integration can be analysed on the basis of joint

consideration of transaction and production costs.
Diversification

In section 2.2.1, diversification was described as one of the main features of the
growth of large companies since the late 19" century. Traditionally, it has been
argued that a crucial rationale for diversification consists of its risk-reducing effects
through hedging (e.g. Ela 1982, pp. 21-24; Clarke 1985b, pp. 209-212). However, this
argument does not represent an efficiency-based explanation of diversification.
Investors can diversify their portfolios much more easily than firms (see Donaldson
1994, Ch. 1). In addition, risk pooling raises the possibility of moral hazard by
managers (Bhide 1990, p. 72).

An efficiency-based rationale for diversification must turn on synergistic effects
among two or more production processes (or among the production factors involved

therein), so that their joint operation in an integrated firm is more efficient than their
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separate operation. In the following, two distinct sources of synergies are analysed

with respect to their transaction-cost economic properties.

(1)  Scale-effect Based Synergies: Scale-effect based synergies among two or
more production processes arise where the joint operatioﬁ of these production
processes allows to exploit economies of scale of the production factors involved to a
fuller extent than their separate operation. For this to occur, the production processes
concerned must share in the use of at least one input factor (Besanko et al. 1996, pp.
242ff). However, this condition on its own is not a sufficient rationale for
diversification, as under perfect market conditions excess capacity in any factor could
be sold freely in the market. Firms with shareable resources would sell surplus
capacity in these resources to those other firms that could make the most efficient use
of them. On the other hand, this may be difficult or impossible for firms which own
assets
o that they cannot fully exploit profitably within their primary business line (Amit
and Livnat 1988, p. 593);
and
e the excess capacity of which is not perfectly tradable due to market imperfections.
This is most likely in the case of knowledge-intensive assets (e.g. research and
development capabilities), which are hard to trade due to the problem of
information impactedness.
Through the exploitation of such ‘synergistic’ factors across several production
processes, firms can decrease their average costs, so that Besanko et al. (1996, p. 205)
describe synergies among businesses as “economies of scale waiting to be

exploited”.?

In order for production processes to share in the use of particular resources, the
businesses concerned must be interrelated. Porter (1985, pp. 323-325) distinguishes
between tangible interrelationships (e.g. shared use of distribution channels, as in
Scott 1993, pp. 14-18), intangible interrelationships where managerial knowledge is
transferred across production processes, and competitor interrelationships. If excess

capacities in assets that give rise to such interrelationships are difficult and costly to
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contract upon, firms may decide to integrate the activities in which they can be

exploited, if the gains from doing so exceed the costs as detailed below.

The further a firm diversifies away from its initial ‘core’ business, the less tangible
the relationships between its various businesses.?® Therefore, ceteris paribus, the
marginal returns to diversification decrease the further a firm diversifies afield from
its existing business(es) (Montgomery and Wernerfelt 1988, pp. 623-632 and
Wernerfelt and Montgomery 1988, pp. 246-250). In the extreme case of completely
unrelated (conglomerate) diversification, a firm can only exploit particular managerial
skills across its diverse business lines. Williamson (1975, Ch. 9) analyses the
advantage conglomerate firms have over external investors in running an internal
capital market. This advantage does not primarily consist of consulting services that
head office managers might provide to their operating units, but rather of their
superior information that allows them to allocate capital efficiently, to provide
appropriate incentives, and to adopt incremental solutions to problems as they arise.
In contrast, the controlling function of the external capital market through board
replacement and takeover involves significant displacement costs, often comes late,
and causes substantial disruptions in the operations of the firm concerned. The
transaction-cost economic rationale for conglomerate diversification -consists,
therefore, of capital market imperfections due to the difficulties associated with the

trading of managerial information.

2) Superadditivity Based Synergies: Synergies between two production processes

also arise where at least one of the production factors involved raises the productivity
of at least one other production factor involved in the other production process. More
often, two production factors across different production processes are mutually
productivity-enhancing. For example, the co-existence of two research teams in a
company may be productivity-enhancing for both of them even if the two teams work
on distinctly different projects, so that no exchange of directly applicable information
takes place. This may occur where the existence of research teams gives rise to a
particular ‘atmosphere’ which positively affects the motivation of other researchers,
or where the two research teams vie for the fastest output of results (reputation and
internal competition effects). Similar examples can be provided for the co-existence

of several management teams within organisations.
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The transaction-cost economic rationale for the integration of production processes
which involve factors with such synergistic properties is that integration allows to
internalise their externalities in form of productivity-enhancing spillover effects.
Contracting upon such effects — the alternative to integration.- is extremely difficult
for the following reasons. Ex ante, limited foresight - due to uncertainty and bounded
rationality - means that it is difficult to anticipate the emergence of such effects, or to
estimate their value if their emergence is to be expected. Ex post, it is difficult to
check the potentially opportunistic behaviour of contract partners who have benefited
from such spillover effects, and may walk away without having paid an adequate

compensation.

Against the potential benefits of diversification that may arise from either of the two
sources of synergies outlined above, the disadvantages and costs of diversification
have to be weighed. These costs arise firstly from the inefficiencies and internal
transaction costs involved in the build-up of large organisations with extended
managerial hierarchies: “The optimal level of product diversity is that which balances
economies of scope with diseconomies of organizational scale” (Rumelt 1982, p.
363). Secondly, diversification strategies involve the danger of neglecting or diluting
the firm’s ‘core competencies’ (Prahalad and Hamel 1990, pp. 79-91), if such
strategies afford investments into secondary activities which are unrelated to the
firm’s existing business lines. Thirdly, the co-existence of diverse production
processes may lead to negative externalities, in which case the productivity of at least
one production factor is diminished by another production factor involved in the other
production process. For example, low productivity of a small research team may go
undetected as managerial attention is focused on the superior productivity of a larger

research team in the same organisation.

Empirically, the performance effects of diversification appear to be poor. Rumelt
(1974) was early to caution against unrelated diversification (see also Rotemberg and
Saloner 1994, p. 1347), while more recently Schiile (1992, pp. 160-163) has provided
a meta-analysis of 43 empirical studies on diversification, finding no clear
relationship between diversification and corporate performance. Markides (1995, Chs.
2 and 7) suggests that for managerial reasons firms have often diversified beyond

what he terms their ‘optimal degree of diversification’. Porter (1985, pp. 352f)
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concludes that many “intangible interrelationships are forced, and represent more of
an ex post rationalization of diversification moves undertaken for other reasons. [...]
The difficulty of finding and implementing significant intangible interrelationships is

one of the reasons synergy proved such a disappointment to many firms”.
The Geographic Boundaries of Firms

As with vertical integration, a purely historical perspective on the development of
large firms does not provide a sufficient rationale for the increase in geographic
boundaries of firms through the spread of multinational enterprises (MNEs). Firms
can exploit country-specific advantages, such as low factor prices due to resource
endowments (Ricardo [1817] 1973, Ch. 7), and capture the additional demand in such
countries through trade, i.e. contracting, without establishing foreign subsidiaries.

However, geographic integration can offer transaction cost advantages if such

contracting is hazardous or costly. The general idea is that firms will opt for

integration across geographic boundaries if the associated transaction cost savings
exceed the costs of integration. These costs consist of capital outlays for the
establishment of foreign subsidiaries and the costs of the MNE’s internal organisation

(control costs®’, costs resulting from the internal transfer of knowledge, etc.), as Hill

and Kim (1988, pp. 93-104) argue. Following Caves (1996, Ch. 1 and 3), this general

idea can be applied to horizontal integration as well as to vertical integration and to
diversification across geographic boundaries:

e Firms may horizontally integrate across geographic boundaries in order to
exploit their proprietary assets as fully as possible. Proprietary assets are firm-
specific assets that are difficult to contract upon, such as patents or brand names
and intangible assets such as information and organisational routines (Nelson and
Winter 1982, Ch. 5). The latter assets in particular suffer from information
impactedness as described above. Contracts regarding the sale or lease of
proprietary assets may be difficult to enforce and to monitor. In the face of such
contractual difficulties, companies may decide to establish subsidiaries in foreign
countries if the gains from exploiting their proprietary assets internally exceed the

costs of geographic integration.
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o Firms may vertically integrate across geographic boundaries if the market for the
intermediate good concerned is imperfect, for example in situations where
contractual relationships with local suppliers or buyers would afford transaction-
specific investments. Such situations can be analysed in the framework set out
above, bearing in mind that in an international context the transaction costs of
contracting may be particularly high (due to differences in languages®®, culture,
national regulations and policies? etc.). On the other hand, such factors can also
raise the costs of the internal organisation of MNEs. TCE does not neglect the fact
that vertical integration may be favoured by location-specific advantages of
foreign countries (e.g. low labour costs, etc.), but points out that for those factors
to lead to integration, the alternative way of exploiting them (i.e. through
contracting) must be beset by particular contractual difficulties.

e Firms may infegrate diverse activities across geographic boundaries so as to
exploit synergies among their various businesses if the particular assets that
benefit these businesses are not or only imperfectly tradable. One such asset could
consist of a firm’s superior managerial skills that allow it to run an internal capital
market more efficiently than the external capital market. Caves (*1996, pp. 19ff)
also discusses the possibility of spreading risk through diversification across
geographic boundaries.

In sum, the expansion of the geographic dimension of the boundaries of firms has to

take into account the combination of firm- or ownership-specific advantages, which

can be difficult and costly to contract upon, and the location- or country-specific
advantages to which geographic expansion may give access. If the transaction cost
savings of internalising its firm-specific advantages between the home and the host
country concerned exceed the costs of such integration, it is efficient for firms to

extend their geographic boundaries to foreign countries (Dunning 1993a, p. 53).
Hybrid Forms of Organisation
It has already been pointed out above that transactions can be carried out not only

through market-mediated and strictly hierarchical relationships, but also through

hybrid forms of organisation. TCE permits to identify the extent to which firms

engage in such hybrid modes of governing contractual relationships as a further aspect
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of their boundaries. In doing so, account is taken of the fact that the boundaries of
organisations are becoming increasingly blurred. ‘

Hybrid forms of organisation refer to commercial relationships among a limited
number of independent organisations that are of a less formal, more open-ended and
more stable character than pure market relationships, yet do not amount to full
integration. Prototypes of such hybrids include inter-firm networks such as the
Japanese zaibatsu and keiretsu (Gerlach 1992, Ch. 3; Ouchi 1981, pp. 17-22; Sethi et
al. 1984, pp. 21f) and other supplier networks (Fruin 1994, Ch. 7), joint ventures
(Hennart 1988, pp. 361-374) and strategic alliances (Bleeke et al. 1992, pp. 103-125;
Henzler 1993, pp. 330-338).*° Drawing on the example of the inter-relationships
between small manufacturing companies in Northern Italy*', Powell (1991, pp. 265-
276) argues that in networks, the relationships among the constituent firms are
informal and open-ended. While any particular transaction is completed upon
fulfilment of the respective contractual obligations between the parties, the
relationship itself does not terminate with the transaction. Parties contract repeatedly
with each other, and adapt to the others’ demands and preferences, thus deepening
their relationship. While the relationships in a network allow for an occasional change
of contractual partners, competitive bidding does not take place. Reputation, rather
than the courts (as in the market) or the administrative fiaf (as in the hierarchy) has
authoritative power which helps resolve conflicts. Drawing on Granovetter (1985, pp.
488ft.), Powell (1991, pp. 265-276) and Casson and Cox (1997, pp. 177-180) argue
that the reciprocity of relationships that characterises networks is underpinned by trust

among the partners.*

The rationale underlying hybrid modes of organisations can be analysed more

succinctly using the example of joint ventures and strategic alliances. Sieker (1997,

pp. 1ff)) distinguishes between

e contractual joint venture: a wide array of joint undertakings by two or more
partners, involving the fulfilling of the contractual obligations laid down in formal
or informal contracts, without the foundation of an independent entity (example:
franchising agreements).

» equity joint venture: the setting-up of a legally independent entity, in which two or

more joint venture partners have an at least controlling ownership stake. While the
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legal structure of equity joint ventures generally simplifies the distribution of
profits, the transaction cost economic analysis outlined below applies to both
equity and contractual joint ventures.
The term ‘strategic alliance’ is used primarily for informal arrangements between
companies, without a clear distinction to either type of joint venture. Inter-firm
alignments may often start as strategic alliances, for example in an agreement to share
in the results of research efforts, and then evolve into a more formal relationship of a

joint venture.

The transaction cost economic rationale for the establishment of joint ventures is that
they permit “to bypass inefficient markets for intermediate inputs” (Hennart 1988, p.
364), while simultaneously avoiding the problems inherent in full-scale integration.
With respect to the avoidance of market failure, joint ventures are the more likely to
be advantageous the more difficult it is to contract upon the input concerned. As
discussed above, the difficulties associated with contracting are particularly great with
respect to intangible goods (e.g. brand names) and knowledge-intensive goods that
suffer from information impactedness.®® On the other hand, joint ventures retain at
least a greater part of the incentive intensity of market transactions that is lost in
hierarchies, and therefore have lower governance costs (in terms of losses due to
bureaucratic inefficiencies) than the full integration of activities via merger. At the
same time, they allow for more transaction-specific investments to be made than pure
market transactions, as the risk of opportunistic exploitation of the weaker by the
stronger party is alleviated in agreements which are struck in the expectation that (a)
the undertaking will be of mutual benefit and (b) the venture will continue (Kay 1993,
pp. 34ff). However, hybrid modes of organisation do not support large, highly
transaction-specific investments, as in this case the gain to one party from
opportunistically exploiting the dependence of the party that has made the

investments is likely to exceed its loss from the resulting breakdown of the agreement.

In sum, TCE shows that, in analysing the ‘boundaries’ of firms, account has to be
taken of the fact that transactions can be mediated not only through markets and full-
scale hierarchies, but also through hybrid forms of governing contractual
relationships. TCE argues that such hybrid forms will be chosen if the nature of the

underlying relationship renders them the efficient mode of organising the transactions
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concerned. Table 2.5 summarises some crucial characteristics of contractual

relationships and relates them to the market, hybrid and hierarchical modes of

governance.

Market Hybrid (e.g joint Hierarchy
. venture)
Duration of Limited (until contractual | Variable, although Open-ended; depending
relationship obligations are fulfilled) | termination of joint on human asset’
venture should be specificity and the extent
planned at the outset to which ‘exit’ solutions
to conflicts are mitigated
through the existence of
appropriate ‘voice
mechanisms*>*
Degree to which | As fully (explicitly) as Medium: joint venture Low; contracts are
contractual possible in order to avoid | contracts should be implicit rather than
rights and post-contractual " | flexible enough to take explicit; ‘content’ of a
obligations are problems account of new contract develops
specified ex ante developments, but in throughout the
principle have attractive | relationship
adaptability properties
(Williamson 1993c, p.
23)
Identity of the Does not matter; prices Does matter, as Does matter, as
parties to the alone are decisive contingencies during the | contingencies during the
exchange lifetime of the joint employment relationship
venture cannot be fully can hardly be anticipated
anticipated
Administrative Low (co-ordination is Medium (higher in High
co-ordination through prices) equity joint ventures than
and control of in contractual joint
transactions ventures)
(Williamson
1993c, p. 23)
Asset specificity | Low Medium High
supported by the
relationship
Conflict Appeal to court or Private re-negotiation; Authority /
resolution private re-negotiation appeal to the court only administrative fiat within
mechanism as an ultimate resort a ‘zone of indifference’
(Barnard 1938, Ch. 12)
Table 2.5: Characteristics of Contractual Relationships in Relation to the Market, Hybrid

and Hierarchical Modes of Governance
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2.3.3 The Internal Organisation of Firms

TCE adopts a ‘comparative contracting perspective’ (Williamson and Bercovitz 1995,
pp. 7ff) in that it examines, on the basis of their cost properties, the various
contractual arrangements through which transactions can ‘be carried out. This
efficiency-oriented approach can be applied not only to decisions regarding the
boundaries of firms, but also to decisions regarding the organisation structures within
hierarchies. TCE analyses particular structural features of large firms as mechanisms
to minimise internal transaction costs, arguing that, ceferis paribus, more cost-
efficient arrangements will outstay less cost-efficient ones in competitive markets
(‘weak-form selection’; see Williamson 1988, p. 573, following Simon 1983, p. 69).
In the following, the reasons underlying the emergence of internal transaction costs
are analysed firsts. Second, particular organisational arrangements are examined as

responses to these inefficiencies.

TCE regards bounded rationality in particular, but also uncertainty and information
impactedness, as the fundamental reasons for the existence of internal (i.e. intra-
organisational) transaction costs. Due to these factors, communication processes
between human agents involve distortion and loss of information. Time and effort is
required to ensure that communication partners are well-informed about tasks,
expectations, and standards, thus raising the costs of information and co-ordination.
Bounded rationality also involves the ‘forgetful nature’ of humans, so that
information needs regular updating. In the absence of complete information,
information asymmetries can be exploited opportunistically. In order to limit such
opportunistic behaviour, organisations incur costs for monitoring and sanctioning
(punishing undesirable and rewarding desirable) behaviour. Williamson regards
organisational structures as arrangements that emerge in order to minimise the costs
of co-ordination, information transmission, monitoring and sanctioning behaviour

within organisations.
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Complex Organisational Forms: Multiple Layers and the Span of Control

With the growth of large firms, as described by Chandler and others (section 2.2), the
development of differentiated organisational structures was reqpired that would allow
to manage the increasing complexity of large firms in a cost-efficient way. As a
starting point, Williamson (1975, Ch. 3) analyses the peer group (team) as a simple
organisational form, out of which more complex organisational arrangements
evolved. He regards teams as groups of human actors assembled for the purpose of
collective activity, in which the members co-ordinate their actions amongst
themselves without recourse to a common authority (figure 2.1). In comparison with
markets, such groups (and the more complex organisational arrangements as
described below) have several advantages. First, they allow for specialisation through
the division of labour, without incurring the difficulties and costs of market
contracting upon specialised knowledge and skills (e.g. lock-in that gives rise to
opportunistic exploitation, etc.). Second, they make it possible to extract the gains
from joint production (e.g. through higher productivity due to involvement in a
group). Third, they help overcome the problem of indivisibilities, in particular the
indivisibility of information, and thereby allow scale economies to be exploited.
Fourth, for their members, they represent an insurance against risk.

On the other hand, given bounded rationality, the size of such teams is limited by the
complexity of co-ordinating with multiple members and the distortion or loss of the
information transmitted (which can be expressed in cost terms). The complexity of
co-ordination in groups with » members is an exponentially increasing function of n,
as the number of two-way communication channels between the team members is
given by the formula Y4(n*-n) (see Williamson 1975, p. 46; Besanko et al. 1996, p.
663). Under bounded rationality, the ability of human actors to cope with complexity
is limited. This places a finite, and relatively low, limit upon the size of organisations
without a co-ordinating authority. More advanced structural features of organisations
can be understood as means to overcome these limitations, if larger organisations are

warranted for other reasons (e.g. economies of scale, etc.).

In simpie hierarchies, co-ordination of activities is carried out from a single

organisational centre (figure 2.2). If this is represented by the nth member of the

organisation, the number of communication channels within the organisation is
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Figure 2.1: Schematic
Model of a Team with
Four Members

Layer 2

Layer 1

Span of control

Figure 2.2: Schematic Model of a

Simple Hierarchy
Layer 3
Layer 2 G G
Layer 1

Figure 2.3: Schematic Model of a Complex Hierarchy
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(n—1) ** All members except the nth one have to handle just one communication
channel. Moreover, whereas the team as described above is not differentiated
vertically by layers, in the simple hierarchy® two layers (the higher one on which the
nth member of the organisation is based, and the lower one where all other members

are located), can be distinguished.

The progression from simple hierarchies to progressively more complex hierarchical
arrangements is due to the limitation of the span of control of the co-ordinating (i.e.
supervising, advising, arranging) organisational member(s). The term ‘span of
control’ is defined as the number of units or the amount of resources over which any
superior unit has control. The span of control is often expressed in terms of the
number of subordinates reporting directly to their immediate super-ordinate (Blau and
Schonherr 1971, p. 16; Robbins 21990, pp. 87ff), although other expressions can
validly be defined.’’

Bounded rationality means that any communication or co-ordination process between
human actors involves a certain amount of control loss. As the number of units (e.g.
workers) under the supervision of a super-ordinate increases, the problem of control
loss becomes increasingly more acute. At a particular size threshold, the cost
equivalent of the control loss incurred by a supervisor will outweigh the cost of
employing an additional supervisor. As a result, the upper layer of the two-layer
organisation will be staffed with several super-ordinates whose task it is to supervise
their subordinates (vertical activity), but also to co-ordinate their own activities
among their peers (horizontal activity). As the number of supervisors to be cost-
efficiently employed increases progressively with organisation size, the activities of
the supervisors themselves have to be co-ordinated and monitored. In consequence,
further layers of management will be added, thus leading to the emergence of

complex hierarchies (figure 2.3). Consequently, with increasing size organisations

become increasingly vertically differentiated, although, as Blau and Schonherr (1971,
Ch. 3) show, the rate of increase in vertical differentiation declines with increasing

organisational size.
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As stated above, complex hierarchies emerge as a result of the fact that the span of
control of any individual is limited, due to the underlying problems of bounded
rationality and uncertainty. The control loss that occurs when information is
transferred from one layer of an organisation to another one can be reduced by
narrowing the span of control of super-ordinates. However, at a given number of
subordinates on the lowest level (/=1) of the organisation, the narrower the spans of
control of the super-ordinates at level /=2, the greater the number of super-ordinates
whose actions have to be co-ordinated and monitored in turn. This means that, ceferis
paribus, the more managerial layers have to be added the smaller the span of control.
The result is an inverse relationship between the span of control and the ‘depth’ of
organisations, the latter referring to the number of managerial layers. Assuming a
constant span of control (S) for all superiors in an organisation, the relationship

between total organisational size (N), depth (L) and § is given by the formula

i=L
V=S5,

i=1

While the control loss occurring in any particular subordinate — super-ordinate
relationship could be minimised by narrowing the span of control of the super-
ordinate concerned, several factors make it disadvantageous to increase the number of
layers in an organisation:

e First, the employment of managers as supervisors incurs direct costs. Supervisors,
together with other administrative staff, belong to the ‘administrative component’
of organisations, which in many companies represents a substantial proportion of
overhead costs.

e Second, control loss within hierarchies increases as information passes through
the various organisational layers.>® Therefore, the total control loss incurred in an

organisation is a positive function of the number of its layers.

Therefore, if organisation size is taken as given, a cost-efficient balance has to be
struck between the span of control and the depth of an organisation. TCE-based
organisation theory identifies the span of control and the number of hierarchical layers
as crucial descriptors of organisations, arguing that the balance between these two

parameters, ceferis paribus, can be analysed on the basis of efficiency considerations.
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Centralisation and Decentralisation

The development of large and complex organisations as described above entails the
centralisation of co-ordination and decision-making authority in the hands of a super-
ordinate unit (e.g. chief executive), as compared to team arrangements without such a
central authority. However, hierarchically organised firms differ widely with respect
to the degree to which decision-making authority is devolved down the organisational

hierarchy (decentralisation® of decision-making) or held closely at the top unit of the

organisation (centralisation; see Pugh 1997, p. 18). TCE argues that efficiency
criteria should be the basis upon which the degree of decentralisation in organisations
is decided. Both centralisation and decentralisation have particular (dis-)advantages so
that an optimal balance between the two has to be struck in order to maximise
efficiency.
With respect to the centralisation of authority, its particular advantage lies in the
coherence, efficiency, consistency and speed of the decisions made. The general
advantage of hierarchies over groups in which decision-making takes place on the
basis of constant bargaining processes among members is that hierarchical authority
(administrative fiaf"® within a ‘zone of indifference’; Barnard 1938, pp. 167ff.; Simon
1951, pp. 293-305; Williamson 1975, p. 101; Williamson 1993d, p. 8) avoids the
inefficiencies of such bargaining and co-ordination processes. In the face of the
comparative efficiency of hierarchy over bargaining, the question arises how
hierarchical solutions can be implemented and what characteristics they should take.
According to Arrow’s ‘impossibility theorem’®', no non-dictatorial governance
mechanism fulfils simultaneously all of the following minimally desirable
characteristics of social choice that he identifies:
o Transitivity of preferences;
¢ Independence of any decision made from irrelevant alternatives;
e Pareto optimality;
e ‘Universal domain’ (i.e. any decision made through the social choice mechanism
should be defined for any set of individual preferences) (Miller 1992, pp. 63-64).
Only a central authority (a ‘dictator’) can guarantee that hierarchical decisions are

simultaneously unambiguous, non-contradictory, universally applicable, and efficient.
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As an example for the potential deficiencies of other social choice mechanisms,
Miller (1992, pp. 60-62) points to the emergence of majority rule cycles in
‘democratic’ (voting-based) systems.

Against the advantage of centralising hierarchical authority in terms of decision-
making efficiency, one has to weigh the factual limitation of the decision-making
ability of central authorities in the face of bounded rationality, complexity, and
information incompleteness (see Hayek [1948, pp. 77-86] with emphasis on the latter
factor, whereas Williamson and Bercovitz [1995, p. 7] focus on bounded rationality).
The larger and the more complex an organisation, and the more varied the decisions
to be made, the greater the need of the decision-making authority to rely on specialist
expertise. Such expertise is required not only for the provision of factual knowledge
(i.e. to counteract the problem of information incompleteness), but also for the
handling of the decision-making process itself (i.e. to counteract bounded rationality).
- As a result, the growth and complexity of large organisations renders the
decentralisation and delegation of decision-making authority necessary, so as to reap
the efficiency gains of specialisation.

The behavioural literature (e.g. Morgan 1986, pp. 161f)) emphasises the notion that
moves to centralise or decentralise decision-making in organisations represent power
shifts which are effective only if backed by the transfer of resources as the sources of
power. An important source of power in organisations consists of access to and
control over financial resources. Shifts in the degree of autonomy of middle managers
in relation to the central office can therefore be expressed in terms of changes in the
degree of discretion in financial matters that these managers have. The corresponding

question in the questionnaire survey (section 3.3.10) is phrased along these lines.
Head Office Size and Functions

In order to strike an optimal balance between the conflicting needs for centralisation
and decentralisation of decision-making, firms also have to decide which particular
functions they carry out from the corporate centre and which ones in the operating
units or on some intermediate level (e.g. the division) between these two. Historically,
the adoption of functional (U-form) organisation structures around the turn of the
century represented a step towards greater decentralisation in the form of

departmentalisation (Jennergren 1986, pp. 41ff.), as compared to earlier arrangements
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where supervision and control had been exercised immediately by owner-managers
(Chandler 1977, p. 3; Edwards 1979, pp. 25-27). While overall control in the U-form
remained firmly with the head office, departmental managers received some
autonomy with respect to issues such as the composition of teams within their
departments. The close involvement of departmental managers in the day-to-day
running of their functions also gave them specialist functional expertise on which
head offices could draw. From an efficiency perspective, the advantage of the U-form
structure as compared to earlier arrangements consists of the informational economies
of scale that arise from pooling specialised functional knowledge. However, decisions
with financial implications, as well as co-ordination and supervision of departmental
activities, remained firmly in the hands of the head office.
Against this organisational set-up, the multidivisional structure (M-form) that
emerged from the late 1920s onwards as a result of information overload due to
increased corporate size and diversification (section 2.2) represented a further step
towards decentralisation (Miller 1992, pp. 85f). Divisions and their managers
received their own budgetary control, as well as autonomy with regards to the day-to-
day operating decisions.

With the emergence of (semi-) autonomous units such as divisions in the M-form and

independent subsidiaries in the H-form, but even of further developed organisational

structures such as matrices (Besanko et al. 1996, pp. 675ff.), the question of which
services should be carried out at the organisational centre and which ones at
decentralised levels becomes more acute. From an economic perspective, the

‘bundling’ of particular functions in head offices aims at alleviating the following

inefficiencies that accompany the growth of large enterprises.

(1) The degree of incentive intensity tends to diminish with an increase in
organisational size and complexity and with the degree to which an organisation
is isolated from market pressures. This is because organisational hierarchies
replace the high-powered incentive mechanisms of the market with hierarchically
structured incentive schemes with a relatively low degree of flexibility
(Williamson 1975, pp. 129-131). For example, high rewards for low-level staff
are limited to the extent that they threaten the status of upper-level managers.

(2) In extended corporate hierarchies inefficiencies arise due to sub-goal (‘partisan’)

behaviour by organisational sub-units, a form of opportunistic behaviour
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(Williamson 1975, pp. 125ff), which - in the absence of costly control
mechanisms - goes unchecked.

(3) As a result of bounded rationality, managers who are involved in operating
activities face capacity constraints with respect to functions and decision-making
processes which concern the organisation as a whole, such as strategy-making
and planning (Williamson 1971, pp. 358fY).

(4) The creation of particular functions at sub-unit level (e.g. of departmental finance
functions) in situations where other sub-units also require these functional
services leads either to an inefficient duplication of these functions, so that
potential economies of scale are not exploited, or to the need to cut across
established organisational structures (Besanko et al. 1996, p. 670), thus leading to
problems such as miscommunication, lack of unambiguous points of
responsibility, and so on.

As a possible (albeit imperfect) solution to these inefficiencies, companies can assign

particular managerial functions, e.g. strategy-making, financial control etc. to a group

of managers who receive a superior position in horizontal and, more importantly,
vertical respects. Furthermore, they are given an ‘elite’ staff charged with providing
the information and the administrative resources necessary for an effective
performance of the functions of the head office thereby created. Employees in the
head office do not take on operational duties, so that the capacity constraints faced by
operating staff can be circumvented, if head offices are staffed approprately (problem
3). Also, head office employees are unlikely to engage in partisan behaviour in favour
of particular operations, thereby addressing the problem (2) of sub-goal pursuit by
operative staff. They may, however, engage in sub-goal behaviour in favour of their
own functions, leading to ‘blown-up’ head offices. Third, monitoring and control
functions of head offices, if backed by the ability to reward performance and sanction
failure, and if combined with appropriate organisational structures, can help reduce
the problem (1) of low incentive intensity. In order to do so effectively, the head
office can act as an internal capital market, allocating resources to those units that
engage in behaviour most closely resembling profit-maximising principles. In this
way, head offices can use their information advantage to bypass the transaction-cost
economic problem of information impactedness and uncertainty that hinders the
external capital market from allocating resources most efficiently.*? This is achieved

most effectively if the operating units act in a quasi-autonomous way (regardless of

68



whether they are called ‘profit centres’ or else), and if inter-organisational transfers
are organised on the basis of market principles, thus avoiding internal subsidisation.
The organisation then ‘mimics’ the market with its superior degree of intensive
intensity. Fourth, the establishment of exclusive head office functions circumvents the
problem (4) of the duplication of functions on sub-unit level and provides for the
creation of scale-effect based synergies (section 2.3.2). It also implies the horizontal
division of labour among managers, thereby capturing the efficiency advantages of
specialisation.

Against the ‘positive’, inefficiency-reducing effects of head office management, their
disadvantages and deficiencies have to be balanced. First of all, their direct costs have
to be taken into account. This problem is particularly severe in that it is difficult to
subject head office management to checks and balances from within the organisation,
so that head offices can become the realm of ‘managerial empires’ with resulting
agency costs (section 6.2.1), unless checked by the external (product and / or capital)
markets. Secondly, the creation of a head office that is hierarchically superior to the
operating units implies the addition of a further layer of management, which is
accompanied by information and control loss as discussed above. This problem
impedes the effective performance of the functions with which the head office is
charged. It can be alleviated by reducing the span of control of head office managers.
This, however, leads to additional head office staff and, beyond a certain size
threshold, the hierarchical differentiation of the head office structure itself. Finally,
while head office management can help reduce particular transaction costs that may
occur in its absence (e.g. the costs of market information), it cannot solve the problem
completely. For example, the allocation of resources and the provision of incentives in
internal capital markets cannot be fully efficient as long as bounded rationality,
uncertainty and opportunistic behaviour within organisations exist. Head office
management cannot fully solve the agency problems that led to its creation in the first
place.

To summarise the argument so far, the formation of head offices with distinct
functions results from the size and complexity of modern industrial enterprise.
Whether particular functions should be centralised at head office level, or carried out
by lower-level organisational units, or whether organisations should be structured
(e.g. limited in size) so as to avoid the need for the functions concerned, should be

decided on the basis of efficiency criteria.
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In section 2.3.3, the principles of transaction cost economics have been applied to the
internal organisation of firms. It should be pointed out that particular structural
arrangements primarily serve the purpose of limiting or reducing the inefficiencies
that accompany organisation size and complexity, which have to be weighed against
the advantages that may arise from the integration of activities in hierarchies as
analysed in section 2.3.2. In accordance with Coase’s (1937, p. 395) above-quoted
dictum, the optimal shape® of the organisation balances the transaction cost effects of

integration against the transaction cost effects of internal organisation.
24  Chapter Summary and Conclusion

In this chapter, an overview of two approaches to corporate structure has been
presented. In section 2.2, the historical perspective on the development of large
industrial enterprise, as conceived by Chandler and by business historians in his
tradition was outlined, and empirical findings on the UK and West Germany were
detailed. In section 2.3, the transaction-cost theoretic approach to corporate structure

was summarised. The two approaches are seen to inform each other.

Both in the historical and in the transaction-cost theoretic perspective, two key
dimensions of corporate structure are identified: The boundaries of firms and their
internal organisation. In the discussion of this chapter, the following major elements

of these two dimensions are developed:

(a) Boundaries of the firm:
e Horizontal integration
e Vertical integration
¢ Diversification
o Integration of activities across geographic boundaries
o The degree to which a firm engages in hybrid modes of organisation (e.g. joint

ventures and strategic alliances)*

(b) Internal organisation of the firm:
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e Organisational complexity, e.g. through the division between operative and
professional administrative staff (‘administrative component”)

e Vertical (or hierarchical) differentiation, e.g. through a multiplicity of
managerial layers, and the establishment of head office management superior
to the operating units of organisations

e Horizontal differentiation throﬁgh managerial specialisation, e.g. build-up of
specialised head office functions B

e Span of control of super-ordinates or super-ordinate units at any particular
level of the organisation

e Centralisation and decentralisation of decision-making

It should be pointed out that this chapter has focused on macro-organisational aspects
of corporate structure, in contrast to substantive sociological and behavioural
literatures which are concerned with micro-organisational issues such as team size,
task standardisation and their effects on employees (e.g. alienation, etc.).*’ The
analysis has been confined to those features of organisation structure which have been
the subject of the historical and transaction-cost literature discussed above.

Moreover, the approaches discussed in this chapter are selective in that some features
of organisational structure are emphasised, while others are given less importance.
For example, less attention than is common in the literature has been paid to the three
‘basic’ organisational forms (U-, M- and H-form) and their derivatives (Hill 1985, pp.
740-749 and 1988, pp. 72ff.; Williamson 1970; Williamson 1975, Ch. 8). While the
importance of these issues shall not be downplayed, it can be argued that the
substantial empirical literature on organisational forms (e.g. Steer and Cable 1978, pp.
13-30; Hill and Pickering 1986, pp. 26-50; Whittington et al. 1997), to which little
will be added in this thesis, has in turn neglected other aspects of organisational

structure which are the focus of chapters 3-5.

On the basis of the discussion of this chapter, corporate restructuring shall be defined
as changes with respect to the boundaries and the internal organisation of firms,
taking into account the various elements of the two dimensions of corporate structure
as outlined above. Changes in at least one, but more probably in several of these

interconnected elements provide evidence for corporate restructuring processes.
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Taking up the features of corporate structure elaborated so far, the following chapters
provide empirical evidence on corporate restructuring in large non-financial

companies in the UK and West Germany.

! Chandler and Tedlow 1985, pp. 173-309.

2 In the German-speaking region, universities and technical colleges also supplied important skills, in
particular in engineering. Specific courses in business administration, law and economics were
developed as well (foundation of the Handelshochschulen [higher trade schools] in St. Gallen, Vienna,
Leipzig and Aachen in 1898 [Forrester 1993, pp. 78-82] out of the earlier accounting-oriented
Handelsschulen [trade schools] that had existed since the second half of the 18% century [Penndorf
1913, pp. 228£f.]), although the educational base of managers remained more technically oriented than
in the US (Lane 1989, pp. 86-96). In Britain, professional management education, marked by the
establishment of the British Institute of Management in 1947 (Alford 1996, p. 219) and of the London
and Manchester Business Schools during the 1960s, developed relatively late, although already in the
inter-war period accounting qualifications had been developed. The proportion of industrial managers
with academic (and in particular with postgraduate) education remained lower than in the other two
countries, and only over the past 15-20 years has this situation begun to change significantly (Hannah
1992, pp. 511f)).

3 For a definition of the concepts of ‘line’ and ‘staff’ see Gulick 1937, pp. 30-31.

* Herman (1981, Ch. 1) shows that similar analyses existed already since the later part of the 19%
century, before they were made popular by Berle and Means. The concept of the division of ownership
and control emerged first from the analysis of the American economy, whereas European economies
have been generally slower to adopt managerial capitalism. Even with respect to the US, the Berle and
Means argument of the coming of managerial capitalism has not remained uncontested. As early as
1940 an official report said that Berle and Means had overstated the division of ownership and control
(Herman 1981, pp. 12-13). '

> The three M&A waves took place concomitantly in the UK and the US; for the latter country see
Golbe and White (1988, pp. 265-309); Ravenscraft and Scherer (1987, p. 21); Weston et al. (1990, pp.
8-14).

¢ BP may be regarded as an exceptional case in that its subsidiaries included a large number of petrol
stations, but even disregarding this particular case, Hadden shows that the number of subsidiaries of
many large British companies was exceptionally high, as compared to continental European countries.

7 “There is [...] a strong desire among executives to retain or gain the status of director, which can be
met by leaving lower level corporate subsidiaries in existence even if they are functionally redundant”
(Hadden 1983, p. 10).

¥ Tilly (1998, pp. 129fF)) describes the period from the late 18" century to the 1830s as the ‘early
industrialisation period’ in Germany, during which the institutional preconditions (Prussian agrarian
reforms, customs unions between various German states leading to the Zollverein of 1833) for Kocka’s
first industrialisation phase were created.

? See also the Anglo-German comparison of corporate size presented in Cassis (1995, pp. 216-217).

19 Cable claims to have his data from the German Federal Cartel Office. However, his data from 1973
to 1975 is very different from the ones provided by the Cartel Office in more recent publications (see
Deutscher Bundestag, 13. Wahlperiode, 1995, p. 148).

1 For the current German system of industry classification see Statistisches Bundesamt (1995), pp. 9-
37.

12 Due to the small size of the sample, the percentages should be regarded as rough approximations
only. The data does not add to 100% in all cases because of rounding errors.

13 TCE is one of several approaches which fall under the category of the contractual theories of the
firm. Other approaches in this category include the property rights approach (Grossman and Hart 1986;
Hart 1989 and 1995), Klein‘s (1988) theory of vertical integration, and the approach by Alchian and
Demsetz (1972).

' See also Coase’s (1992) Nobel Prize lecture and Mueller 1986, pp. 1ff. — Predecessors of TCE
include Knight (1933) who emphasises the relationship between uncertainty and the existence of profits
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(see Demsetz 1992, pp. 12f.), and the legal theorist Commons (1934) who discusses the problems

associated with any attempt to write complete contracts.

' For an elaboration of this point see also the Introduction in March and Simon 1993,

16 Hart (1990, pp. 696-702) contests the view that bounded rationality is an important part of the theory

of organisations, but see Kreps (1996) for a reply.

'7 Lyons® (1994, p. 266) finding that ‘vulnerability> (dependence on one or a few contract partners)

raises the probability that formal, rather than informal, contracts are struck corroborates this argument.

18 Arrow (1986, pp. 1192fF.) analyses the need for simple contracts from a principal-agent theoretic
rspective.

P9‘3Coase (1991c, p. 73) terms only the former cost class ‘transaction costs’ and the latter one ‘costs of

organizing’, but the basic consideration is as described above.

20 Tn the following, uncertainty () is meant to include bounded rationality and complexity.

2l It has to be assumed that even without uncertainty some governance costs would be involved in

contracting, e.g. the costs of writing the contract. Therefore, in graph 2.1 Cy(k, #=0) is assumed to be a

constant a>0.

2 This is a schematic depiction in which — following Williamson — the three cost functions are assumed

to be linear. It can be argued that the cost functions are more likely to be concave, but these

considerations are not relevant for the above argument.

2 In order to simplify the argument, in the following u is assumed to be a constant ¢>0, so that the

various cost functions are displayed as functions of & only.

24 See Williamson 1989, pp. 158f. - It is not immediately plausible why a vertically integrated firm

should not be able to do the same as an independent supplier by producing intermediate inputs at large

economies of scale to satisfy both its own demand and the demand of outside buyers. However, selling

surplus supply to outside buyers may be difficult as these may be reluctant to buy from their own

competitor. - Vertical integration can also have indirect production cost advantages. For example, by

integrating successive transactions, which are not priced in a way that is transparent to external parties,

companies remove these transactions out of the taxation and supervisory authority of governments.

 The scale-effect based explanation of synergies, according to which the diversification strategy is

chosen to exploit excess capacity of productive factors for which market failure exists, is the ‘classical

a?proach’ to diversification, which goes back to Penrose [1959] *1995, pp. 68-71.

% Following Arrow (1974, pp. 41f), it is arguable that the opportunities for sharing resources will be

the greater the more closely related two business lines are.

% Hennart (1993, p. 174) points out that geographic distance raises monitoring costs (both between

independent parties and within hierarchies), so that MNEs should design organisational structures so as

to minimise such costs, €.g. through profit centres.

% For the relationship between language and the costs of trade see Coulmas (1992) and the author’s

review of Coulmas’ book (Richter 1993, pp. 119f).

? Henisz (1997) shows that the perceived political ability of governments to renege on promises to

respect property rights has a strong influence on investment decisions by American firms to invest in

foreign countries.

% Ouchi (1991, pp. 246-255) suggests ‘clans’ as an additional hybrid mode of organisation.

3! A similar argument has often been made with respect to the network of manufacturing companies in

Germany, notably in the region of Baden-Wiirttemberg (Herrigel 1996, Ch. 5). However, Mueller and

Loveridge (1995, pp. 555-582) argue that the importance of this particular and other regional networks

is declining, as large buyers of industrial goods are increasingly using global rather than local suppliers.

32 Against this view, Williamson (1993b, p. 469) argues that “trust is irrelevant to commercial

exchange”; see the discussion between Craswell (1993) and Williamson (1993a).

3 Nanda and Williamson (1995, pp. 119-128) argue that ‘exit joint ventures’ rather than

straightforward disposals are often used in the context of corporate restructuring, as the continued

involvement of the firm that wants to separate itself from a business makes it possible to pass on

knowledge and expertise to the new owner.

3 Hirschmann 1970, Ch. 2-3; Freeman and Medoff 1984, Ch. 6.

35 Comparing the team with the simple hierarchy as described above implies that already for 7 > 2 the

number of communication channels within the former type of organisation exceeds the respective

number in the latter arrangement. — The formula (n-1) is true if one considers only the direct, two-way

communication channels between the supervisor and the subordinates, neglecting potential

interrelationships among the subordinates. If these are taken into account, it can be shown that the total

number of relationships to be managed by the supervisor (the nth member of the organisation) is given
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n-1

2

implies an extremely limited span of control.

3 Following Thompson (%1977, p. 58), hierarchy is here defined as a system of subordination, implying

several hierarchical layers. '

37 In the questionnaire survey (section 3.3.9), participants are asked about the span of control of the

head office of their company, defined as the number of heads of operating businesses reporting directly

to the head office.

38 Williamson (1967, pp. 130fF.) and others use the term ‘cumulative control loss’. It has to be noted,

however, that control loss is not an additive, but a multiplicative function of the number of

organisational layers through which control is exercised.

3 The term “delegation’ is closely related to ‘decentralisation’, the former being slightly more concrete

as it implies specific tasks or decisions to be delegated (Jennergren 1981, pp. 391F.).

“ This notion is criticised by Alchian and Demsetz 1972, p. 777, against their view see Williamson

1994, p. 31.

4 See Arrow 21963, pp. 59-60, where he formulates the ‘impossibility theorem’ as a ‘possibility

theorem’, namely that a particular social choice function can be defined which satisfies the above

criteria — but that function is the dictatorial one.

“2 Williamson (1975, Chs. 8-9) who puts forward the internal capital market hypothesis most

prominently, associates it generally with the M-form organisation. The above argument attempts to

generalise his conception, as other organisation forms with internal capital market properties are
ossible.

?3 The persistence of manifold organisational arrangements even within industries suggests there may

be many equilibria. For this reason, the above analysis does not follow Weber’s ([1922] 1978, pp. 956-

1005) and Fayol’s ([1916] 1967, pp. 19-42) search for the ultimately best shape of the bureaucracy (for

a critique see Hill 1981, pp. 77ff. and Dawson 1986, pp. 114-118).

“4 These five elements of the corporate boundaries are also identified by N.M. Kay (1991, pp. 137-

154), although his ‘resource-based transactional approach’ proceeds along very different lines than the

analysis presented here.

“ For an overview of ‘macro-’ versus ‘micro-’organisational issues sec Van De Ven 1981, pp. 253-

258.

by the formula (72— 1)[ +n— 2] (this is derived from Graicunas 1937, pp. 184-187), which
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3. Overview of Corporate Restructuring in _Non-Financial

Companies in the UK and West Germany on the Basis of a

Questionnaire Survey’

3.1 Introduction

The purpose of the questionnaire survey on which this chapter reports is to provide a
descriptive overview of corporate restructuring trends among large non-financial
companies in the UK and West Germany for the 1986 to 1996 period. In chapter 2,
corporate restructuring was analysed as a multi-faceted phenomenon which cannot be
captured by a single indicator or measure. Therefore, published data — which are
available on particular corporate restructuring issues, e.g. diversification (chapter 4) —
do not provide sufficient insight into corporate restructuring trends as a whole over an
extended period of time. Original information from companies themselves has to be

compiled in order to produce such an overview.

The use of questionnaire surveys in social science research has limits and
disadvantages. It cannot be guaranteed that the responding individuals are well-
informed and honest. In particular in questionnaires such as this one with closed, rather
than open-ended questions, the responses are squeezed into predetermined boxes, and
the resulting data are necessarily superficial (Robson 1993, p. 243). Moreover, the
number of questions that can be asked without deterring the respondents from
participating is limited. On the other hand, alternative research strategies (e.g.
interviews) are susceptible to problems, too (for an overall discussion of the
advantagés and disadvantages of mail questionnaires and interview-based techniques
see Moser and Kalton 21971, Chs. 11-12). The results of this chapter can be compared

with the findings of chapters 4 and 5, in which other research methodologies are used.
The survey was carried out in co-operation with the Financial Times Newspaper.’

While the questionnaire was drafted and designed exclusively by the author, the FT

printed the questionnaires, and provided helpful points of contact. Moreover, the
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editor of the FT, Richard Lambert, was of great assistance in signing the covering

letters jointly with Sir Geoffrey Owen.

Section 3.2 describes the survey, including the selection of the target group, analyses
the respondents and non-respondents, and discusses the methodology used in the
evaluation of the results. Section 3.3 presents the results of the survey in an order that
follows the structure of the questionnaire. Section 3.4 provides a critique of the
survey. Finally, a summary is given in section 3.5. A copy of the questionnaire is

contained in appendix 8.1.

3.2  Description of the Survey

3.2.1 Survey Preparation, Target Group Selection and Data Collection

The aim of the survey is to provide information on the largest non-financial companies
in the UK and West Germany. Initially, the intention had been to collect information
for the entire 16-year period from 1980 to end-1995. The target group was therefore
selected on the basis of lists of large companies from 1980 onwards as described
below. Discussions with academics, senior managers and FT journalists led to the
conclusion that it would be difficult to obtain information for any period longer than a
decade. The results of the survey show that many respondents found it difficult to
supply data, in particular on issues relating to the internal structure of their
organisation, for the period prior to the 1990s. Extending the time period covered by
the survey would have led to a serious reduction in response rates, as managers might
have 'given up' on the questionnaire.

The aim was to identify the largest non-financial companies in the two countries,
roughly 100 in each, over the period covered by the survey. To this end the 106 largest
non-financial companies by turnover in both countries were identified for each year
from 1980 to 1995° using the TIMES 1000 1980-1995 lists of companies. At this
stage of the selection process, it was decided to drop some companies that are listed in
the TIMES 1000 as ‘industrial' companies*, but which were mainly concerned with

commodity brokerage, merchant or financial services (e.g. trade insurance). In
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addition, a few personnel and marketing agencies were excluded, although their
portfolios may have included some insignificant industrial activities.

The reason for using the TIMES 1000, which ranks the companies by the turnover
criterion, is that this list both provides long historical coverage and covers both
countries, using the same criteria.

As a further step, all companies which appeared at least once on any of the 16 annual
lists per country were identified. The reason for this procedure was to avoid selection
bias problems. The aim was to include not only the top companies in any one year, but
also those firms which at any point in the chosen period had been among the largest
but which may have decreased in relative size in recent years. This resulted in two
consolidated lists of companies for each of the two countries, consisting of 174 British
and 186 German corporations.

Not all of these 360 firms could be expected to be in the position to cooperate in the
survey, since some of them were no longer independent entities. While it was the aim
of the survey to gain information even on those firms which had been taken over, this
was difficult in cases where companies had been broken up, or where parts of them
had been fully merged with a new parent company. Others had gone bankrupt, making
it difficult to identify whether a successor company remained which had taken charge
of the main business of its predecessor. In many cases it was a matter of judgement
whether to approach a company which after successive reorganisations and changes of
ownership was in some way related to a firm in the initial target group. Adapting an
inclusive, rather than an exclusive approach, questionnaires were sent to 135 British
and 171 German firms (306 firms in total). These figures exclude a few companies
where the address of the head office could not be found, or where notice was received
by the mail deliverer that the addresses - which had been taken from company manuals
- were invalid.

The main reason why the group of British companies was somewhat smaller than the
German one is that much more preliminary information had been available on the
British firms than on the German ones. It was therefore possible to target the British
firms rather closely, excluding those where a response could not be expected for the
reasons stated above. This was particularly the case when firms had been taken over by

foreign acquirers, which has been much more frequent in British than in German
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industry over the past 15 years. Secondly, in the light of the results of the survey, one
may hypothesize that the corporate restructuring wave has started later and has taken
place at a slower pace in West Germany than in the UK, so that the number of
companies which lost their identity - and which therefore had to be excluded - was
lower than in the British case. .

In June 1996 a pilot study including 12 firms in each of the two countries was
conducted. 15 of them responded positively, some with extensive comments on the
survey. As a result of these suggestions, two questions in the questionnaire were
modified slightly (see sections 3.3.8 and 3.3.12).

In September 1996, the questionnaires were sent out to the full group of companies. A
covering letter, asking for the firms' participation, was signed by both Sir Geoffrey
Owen and the Editor of the FT, Richard Lambert. In late November 1996 a reminder
with another copy of the questionnaire was sent out to those companies which had not
responded by then. Positive replies were received from 74 out of the 135 British firms
(54.8%) and from 42 out of 171 German firms (24.6%), yielding an overall response
rate of 37.9%. For a postal survey containing questions on events as far back as ten
years ago this response exceeded the expectations of the author. Some respondents
also attached helpful material, such as organisation charts and annual reports; others

provided extensive comments on the questionnaire.

As a further step, for those companies which had taken part in the survey, data were
collected on two size criteria, namely the number of employees (worldwide) and the
total sales of the company, for all years between 1986 and 1996. These data were

taken from the following sources:

(1) Electronic sources:
e Datastream

e FAME (Financial Analysis Made Easy, a CD ROM edited by JORDAN)

e Disclosure Worldscope

(2) Printed sources:

e Dun & Bradstreet: Business Register. Edition 1998
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e Dun & Bradstreet: Key British Enterprises. Editions 1988-1998

e Hoppenstedt: Handbuch der GroBunternehmen. Editions 1986-1998

e Hoppenstedt: Hoppenstedt Aktienfiihrer. Editions 1997-1998

e Hoppenstedt: Handbuch der deutschen Aktiengesellschaften. Edition 1994/95

e ICC Business Publications: Regional Sales Leads. Edition 1°1997

e Reed Information Services: Kompass. The Authority on British Industry. Editions
1988-1997/98

e Schmacke (1992)

e The TIMES 1000 Series. Editions 1986-1996.

In addition, where data were not available from these sources, the companies
themselves were contacted and asked to provide the information sought. Through this

procedure, data on the two size criteria was raised for most years and companies.

3.2.2 Description of the Questionnaire

The questionnaire is the result of an extensive refinement process, during which six
versions were produced which were discussed with many researchers. Other
questionnaires (e.g. the one used by Geroski and Gregg 1997, and various editions of
the Workplace Industrial Relations Survey) were studied as well, and the questionnaire
was tested through a pilot (see section 3.2.1). It consists of two main sections, in
addition to a covering letter inviting the addressees to cooperate. The first section is
entitled “changes in the corporate structure”, and refers primarily to shifts with respect
to the boundaries of firms. The second section deals with “changes in the structure of
the head office”.

The questionnaire contains closed, pre-coded questions, i.e. a number of alternative
answers are provided from which the respondents were to select one or more as
indicated, in addition to questions asking for quantitative information. While forced-
choice questions have major advantages in terms of avoiding evaluator bias in
interpreting open-ended questions and in facilitating quick responses, they can also
have disadvantages. In attitudinal research, for example, forced-choice questions “can

create false opinions by [...] prompting people with ‘acceptable’ answers” (de Vaus
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1984, p. 74). However, this problem appears unlikely to be serious in the current case,
as the questions hardly address the personal opinions of respondents.

The questions are numbered, and are non-overlapping. Some of them have a
conditional structure (‘if yes, ...”), others are clearly marked -as follow-on questions.
Negatively worded and double-barreled questions are avoided. Following Sudman and
Bradburn (1982, pp. 207-208), the questionnaire starts with some questions which are
deemed to be easy to answer, before moving on to issues which may require some in-
house research.

Each question is introduced separately, giving advice as to how to answer it. In order
to maintain the interest of the respondents, some questions describe and re-emphasise
the importance of the matter concerned.

The covering letter names the FT and Centre for Economic Performance at the
London School of Economics as joint sponsors of the project, and clearly directs the
respondents to return the completed questionnaires to Sir Geoffrey Owen at the CEP.
In line with the purpose of the study, it also describes the lack of tangible evidence as
the reason for carrying out the survey, and guarantees that respondents and their
companies will not be identified. Respondents are promised a free copy of the report
that has emerged from this study, if they indicated on the questionnaire that they

wished to receive one.

3.2.3 Analysis of Respondents

The questionnaire was sent either to the chairmen or to the chief executives of the
companies in the target group. In a few cases, where company manuals or press
information indicated that changes in the positions of the CEO or the chairman of the
company concerned had taken place recently, the finance director, the personnel /
human resource director, or the managing director were approached instead. The
following reasons account for the decision to target these top managers of the
organisations concerned. First, as the survey relates to issues which are usually dealt
with by the administrative centre of companies, including information on corporate
head offices themselves, it was necessary to target individuals in the corporate centre.

Second, in order to minimise the general problem of postal questionnaires that
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addressees may not be the best-informed people to answer particular questions, one
can at least make sure that individuals are approached who have the authority to
delegate the task to those subordinates who are well-positioned to do so (e.g. the

company secretary).

The respondents were asked to give their names and contact details on the first page of

the questionnaire. In those cases where the respondents complied with this wish, it was

sought to identify the positions and job titles of the individuals concerned by using
company manuals or by calling their office. In particular, it was sought to establish

e whether the person was a member of the board (in Germany: Vorstand or, in private
limited companies [GmbH's], Geschdftsfiihrung) at the time of the survey;

e which particular function the individual respondent was carrying out;

e whether he or she was the 'head' of this function. Under 'heads' of functions all
individuals were classified whose job descriptions indicated that they had chief
responsibility in their respective activities, e.g. 'head of public relations', 'chief
human resources officer', or, in the case of German companies, Abteilungs- or
Bereichsleiter. In addition, all board members and company secretaries were

regarded as 'heads', making this category an inclusive group.

Table 3.1 details the breakdown of the respondent population by board membership.

British respondents | German respondents | Total group
(n=74) (n=42) (n=116)
Board member 47.3% 21.4% 37.9%
Not board member 47 3% 59.5% 51.7%
Not known 5.4% 19.1% 10.3%
Table 3.1: Board Membership of Respondents
Note: Differences between the two groups are statistically significant at p<0.01

In one German company the questionnaire was filled in by a member of the supervisory
board (Aufsichtsrat) who had formerly been a member of the management board. In
table 3.1, this respondent is included under 'board member' and in table 3.2 below
under 'head of function'. In no British company was the questionnaire filled in by non-

executive directors.
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As table 3.1 shows, the number of board members and non-board members among the
British respondents were equal. With respect to the German group, however, board
membership was established for only one fifth of the respondents.

The breakdown by the 'head of function' - criterion is shown in table 3.2.

British respondents | German respondents | Total group
(n=74) (n=42) (n=116)
Head of function 82.4% 61.9% 75.0%
Not head of function 12.2% 11.9% ‘ 12.1%
Not known 54% 26.2% 12.9%
Table 3.2: Position of Respondents in the Organisational Hierarchy
Note: Differences between the two groups are statistically significant at p<0.01

The data in table 3.2 show that three quarters of the respondents were heads of their
functions. This finding is particularly well-established for the British respondents,
where in only a few cases it proved impossible to identify the position of the
respondent. In about 62% of German firms the respondents were heads of their
functional areas, while in more than a quarter of cases information was unobtainable.

Based on the results from the data on heads of functions, it can be concluded that the
survey was successful in targeting management in top positions in the organisational

hierarchy of their firms.

An analysis based on the functional area in which the respondents were active suggests
that virtually all of the 100 respondents for which this type of information could be
obtained were active in a central corporate function, from which a good overview of
historical and recent developments in the corporation concerned should be possible. 29
of these were either chief executives, or chairmen, or held both posts. Another six
were managing directors. 21 were active in strategic functions called 'corporate
planning', 'corporate development', 'strategy' or, in German cases, 'Betriebsfiihrung’,
'Unternehmensfiihrung' or 'Betriebswirtschaft®. Taking all these categories together
means that 56% of respondents were occupying generalist functions in a broad sense.
Eleven out of 100 respondents were in a financial or accounting-related area, and ten
in corporate affairs or public relations.

In sum, participants in the survey were, in the majority of cases, in top managerial

positions, and active in some central corporate function.
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3.2.4 Analysis of Non-Respondents

Of the total number of 190 companies which did not take part in the survey, 131 did
not respond to the questionnaire, whereas the remaining 59 (28 British firms and 31
German firms) replied that they were not willing or able to take part in the survey. The
reasons for not responding - if any reasons were given at all - can be classified into

three broad categories:

British group | German group | Total group

(n=28) (n=31) (n=59)
Company policy not to take 25.0% 9.7% 17.0%
part in surveys
Restructuring has been so 10.7% 12.9% 11.9%
drastic that a response would
be misleading
Lack of time / work overload 46.4% 35.5% 40.7%
Other / no specific reason 17.9% 41.9% 30.5%

Table 3.3:
Note:

Reasons Given for Non-participation
Differences between the two groups are statistically not significant.

Table 3.3 shows that the main reason given for not taking part in the survey was a lack
of time or the amount of work with which corporate head offices deal. Many
companies said that the number of questionnaires received has increased in recent
years, so that they were unable to reply to all of them. Other companies decided to
make it a matter of their general policy not to take part in surveys in general.
Interestingly, seven companies (11.9%) said that restructuring had been so far-reaching
that the questionnaire could not be filled in, either because the information on earlier
years was no longer available after demergers, ownership changes and the like, or
because it was felt that the overhaul of corporate structures had been so far-reaching
that comparative data for as long as a decade ago would be misleading. This in itself
can be understood as an indicator of the extent of the restructuring process that has
taken place among large companies in the two countries.

Two of the British companies, but none of the German ones, mentioned their
responsibility to their shareholders in their reply, stating that they would not take part

in surveys "unless there was an obvious benefit to [the company, A.R.] and our
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shareholders". In the UK, cost-cutting appears to have been perceived as an important

duty vis-a-vis shareholders.
3.2.5 Description of Respondent Companies

In this section, the respondent companies are described in terms of size and sector
affiliation. Before doing this, it should be pointed out that the group of respondent
companies does not constitute a sample. The selection procedure described above is
based on a population of companies, all of which were — as far as possible - contacted
and asked for their participation. Consequently, the group of respondent companies is
not expected to be ‘representative’ for the total population of non-financial
companies in the UK and West Germany. The following description shows that the
respondent companies employ a sizeable proportion of the workforce of the two
countries. Taking this as an indicator, it is arguable that it is worthwhile to investigate
restructuring processes in the respondent companies as they play an important role in

the overall economy, but not as they ‘represent’ it.

Tables 3.4 and 3.5 summarise employment data for the two groups of respondent

companies.

British group

year n mean | standard | median range
deviation

1986 66 49763 50700 28112 | 1199-236461
1987 63 51717 51512 30780 | 1834-235647
1988 62 50465 48535 29931 | 2040-242723
1989 66 49234 46633 31174 | 4387-247912
1990 70 48210 49152 28178 1408-237400
1991 68 43282 40237 27350 | 1706-219000
1992 70 44044 42526 26894 1851-201937
1993 73 39411 38255 25681 1757-212264
1994 71 36567 35966 22600 800-206967
1995 72 36873 33475 24863 1846-180910
1996 72 37883 35028 24699 130-191289
Table 3.4: Employment Data for Respondent Companies (UK)
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German group
year n mean standard | median range
deviation

1986 38 50450 82003 14550 272-319965
1987 39 50138 80469 14619 | 270-326288
1988 39 50856 79912 15890 269-338749
1989 39 52565 80150 17644 274-339875
1990 40 54186 84237 17727 276-374217
1991 40 64997 100300 17863 281-396152
1992 41 66971 106395 15080 278-382633
1993 41 65647 103560 14288 277-377471
1994 41 62554 94245 16886 271-342413
1995 40 62287 88566 19311 275-321222
1996 41 58429 82340 19239 271-291268
Table 3.5: Employment Data for Respondent Companies (West Germany)

As can be seen from both tables the sizes of the companies in the two groups vary
widely, and the distributions of the observations are highly skewed. The median is
therefore the better measure of central tendency than the mean.®

In the UK group, median company size increased from about 28000 in 1986 to about
31000 in 1989, to decrease thereafter and reach its lowest level at 22600 in 1994. Test
statistics (two-sided tests, using matched pairs of observations) reveal that year-to-year
changes in the median are statistically highly significant for all years between 1990 and
1994. This means that among the companies in the group a remarkable ‘downsizing’
process has taken place during the first half of the 1990s.

Among the group of West German companies, there are no obvious trends. Median
company size increases continuously from 14550 in 1986 to 17863 in 1991, to drop
back to about its initial level in 1993. Thereafter it increases again to reach-more than
19000 in 1995 and 1996. Therefore, in the (more limited) group of West German
companies a downsizing process of the kind witnessed among the UK companies is not
evident.

With respect to differences between the two groups, Wilcoxon rank-sum tests for the
comparison of medians (see table 3.6) show that up to 1990 the typical size of the UK
group of companies was significantly larger than the typical size of the companies in
the German group. The ‘downsizing’ among the companies in the UK during the same
period of time means, however, that from 1991 onwards the differences in median

company sizes are not any longer statistically significant.
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Year Significance level
1986 p~0.01

1987 p~0.01

1988 p~0.01

1989 . p<0.05

1990 p=0.05

1991 n.s.

1992 n.s.

1993 n.s.

1994 n.s.

1995 n.s.

1996 n.s.

Table 3.6: Comparison of Median Number
of Employees between Groups

As stated above, the survey targets the largest non-financial companies in the two
countries. Judging on the basis of the employment data, it is clear that the respondent
companies are extremely large organisations with up to 248000 and 396000 employees
in the UK and West Germany respectively. In every year between 1986 and 1996, the
companies in the UK group employ the equivalent’ of between 9 and 12% of the total
UK workforce. For West Germany, with the smaller group of respondents in relation
to a larger overall workforce, this figure lies between 6 and 9%. This means that the

survey captures a sizeable proportion of the economy of the two countries concerned.

Table 3.7 gives an overview of the main industries in which the respondent companies
were active as of 1996. The information was drawn from recent editions of company
manuals, such as the Dun & Bradstreet Europa handbook, the Price Waterhouse
Corporate Register, and the TIMES 1000. The final category in the table includes all
firms which were active in several sectors, where no sector was identifiable in terms of
sales, but also all other businesses which could not be classified into any of the other
categories. Therefore, an inclusion into the final category does not necessarily mean

that the company concerned had a particularly high degree of diversification.
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British group | German group | Total group

(n=74) (n=42) (n=116)
Consumer goods, including 21.6% 4.8% 15.5%
household items .
Retail, excluding petroleum 6.8% 9.5% 7.8%
retailing :
Mechanical and electrical / 13.5% 33.3% 20.7%
electronic engineering; motor
industry
Media 2.7% - 1.7%
IT and IT support services; 5.4% - 3.5%
telecommunications
Construction and building 6.8% 7.1% 6.9%
materials ‘
Chemicals and pharmaceuticals 8.1% 9.5% 8.6%
Transport 4.1% 2.4% 3.5%
Raw materials, including oil 8.1% 2.4% 6.0%
production *
Water / gas / electricity utilities 6.8% 7.1% 6.9%
Metal and metal forming 1.4% 7.1% 3.5%
Other businesses / 14.9% 16.7% 15.5%
conglomerates

Table 3.7: Breakdown of Respondent Companies by Sector
Note: A This category includes a number of integrated oil companies which were also

active in the retailing of petroleum and derivative oil products.

Table 3.7 shows that among the British respondents manufacturers of consumer and
household goods, together with raw materials companies, figure more highly than
among the German respondents. In the latter group, engineering companies and metal
manufacturers (such as foundries etc.) are much more prevalent.

The differences between the two groups reflect primarily the sector compositions of
the country populations to which the questionnaires were sent, rather than a bias

among the respondents towards specific sectors.

3.2.6 Methodology

This chapter provides primarily descriptive statistics on the results of the survey. The
picture that emerges from these data is expanded, where appropriate, by more
qualitative information supplied by the respondents, for example by their written or

oral comments and by accompanying material.
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In addition to the descriptive overview the chapter also contains the results of

statistical analyses that have been employed in order to test whether

o differences between the two groups of respondents - the British and the German
group - are statistically significant; .

e changes over time within the two groups yield statistical significance.

In order to test for the significance of differences between groups, Chi-square statistics
are employed in many cases. Moreover, two further types of statistical tests are used in
order to ascertain the significance of differences within groups over time and between
groups with respect to two important measures of central tendency, i.e. the arithmetic
mean and the median.

e t-tests are applied to differences in means over time and across countries. In order
to ensure the applicability of this parametric test procedure for one- and two group
comparisons, group size requirements are computed.

One of the insights that the survey yields is the observation that considerable
differences exist between the structures of companies, both across and within
countries. This finding often has its expression in great ranges of values and highly
skewed distributions, when companies are asked for quantitative indicators of their
organisational arrangements. Where this is the case, the power of #-tests often drops
below acceptable levels, given the relatively small number of respondents. This
indicates that the median is a better descriptor of the distribution of observations than
the arithmetic mean.

e Where medians are the more meaningful measures of central tendency than
arithmetic means, median comparison tests are applied. In the case of comparisons
over time within groups, test statistics as explained in Snedecor and Cochran
(®1989) are applied to matched pairs of observations, whereas in the case of cross-
country comparisons, where two unmatched groups are compared, Wilcoxon's

rank-sum test (also known as the Mann-Whitney U test) is used.

In sum, statistical tests are employed in order to clarify differences in corporate

structures and their changes over time and across groups and thereby to qualify the
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results of the survey. In addition, the comments of respondents, or evidence from
further material that they attached, are included where they help to detail the results
further.

3.3 Results

3.3.1 Changes in Diversification

The first question in the questionnaire addresses the issue of diversification and
refocusing. The respondents are asked whether, and to what extent, they have changed

their degree of diversification over the past ten years.

Q: “It is widely held that during the 1980s companies have become less diversified and
have concentrated on 'core activities' which they know best. Do you feel that this is the
case regarding your company?”

British group | German group | Total group
(n=71) (n=41) - (n=112)

Substantial reduction in diversity 53.5% 29.3% 44.6%
Some reduction in diversity 25.4% 22.0% 24.1%
No significant change in diversity 7.0% 14.6% 9.8%
Some increase in diversity 11.3% 22.0% 15.2%
Substantial increase in diversity 2.8% 12.2% 6.3%

Table3.8: ~  Changes in Diversification

Note: Comparison between groups: p < 0.05

According to the responses, nearly 80% of the British respondent companies have
reduced their degree of diversification, either substantially, or at least to some extent.
This coincides with the results of chapter 4. In contrast, 14.1% of the British
respondent companies have increased their degree of diversification.

Four of the British companies (representing 5.6% of the total British group) which
increased diversity to some extent were former public utilities (mainly electricity
companies) which were privatised during the first half of the period that the
questionnaire refers to. Under public ownership these utilities had been constrained to
operate mainly in their primary industries, resulting in a low degree of diversification.
Their proneness to diversify subsequent to privatisation, particularly by acquisition, has

been documented by Helm, Aveline, and Lawrence (1992, pp. 30-41).
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'One British company remarked that they had increased their diversification during the
(late) 1980s but decreased it since. Another company had only come into existence (as
a highly focused firm) in the early 1990s as a result of a demerger. The manager stated
that before the demerger, the parent company had refocused the business division,
which now comprises the new company. Both companies, which are excluded from the
results in table 3.8, add weight to the finding that most of the British respondent
companies underwent refocusing programs, at least during the 1990s.

The German respondents offer a less clear-cut picture with respect to diversification.
'Refocusing' has taken place in slightly more than half of the German firms as well, but
there is also a substantial proportion of firms (34.2%) which increased the diversity of
their activities. One company, excluded from the above data, stated that it began to
refocus after 1994, while before that time it had increased its diversification. The same
is true for another German company which, after heavy diversification during the
1980s, has been pursuing a far-reaching refocusing strategy since about 1993. A
former state-owned firm noted that they are refocusing currently, the implication being
that little had happened during the earlier part of the period to which the questionnaire
refers. These three cases suggest that the refocusing concept has taken hold in West
Germany only recently. In addition, one company, which had grown out of the
Mittelstand sector, remarked that they were "focused traditionally". Although such a
single remark must not be over-interpreted, the remark coincides with section 2.2.3 in
which many German companies were found to be traditionally specialised.

On balance, among the German respondents comparatively little has changed with
respect to diversification; only a few more German companies have reduced rather
than increased their diversity.

Statistically, the British and the German groups are different at p<0.0S. However, it
should be emphasised that the question asked about changes, rather than levels of
diversification. The survey does not provide information as to whether industry in the
two countries had the same 'starting points' in the mid-1980s. This will be investigated

further in chapter 4.
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3.3.2 The Use of Outsourcing

In the questionnaire, the issue of changes in the degree of vertical integration of firms
is addressed through a question about the extent to which outsourcing and
contracting-out have been used since 1986. The use of these techniques shifts the

make-or-buy — decision of companies in favour of the latter.

Q: “Has your comp%my since 1986 pursued a strategy of outsourcing and contracting
out, i.e. substituting supply relationships with external suppliers for the production of
oods and services that had been carried out ‘in house’ previously?”

Outsourcing / contracting | British group | German group | Total group
out has been used ... (n=74) (n=42) (n=116)
To a significant extent 25.7% 19.1% 23.3%
Somewhat 55.4% 42.9% 50.9%
Rarely 17.6% 31.0% 22.4%
Not at all 1.4% 7.1% 3.5%

Table 3.9:  Extent of Qutsourcing and Contracting-out

Note: Comparison between groups: p~0.108

According to table 3.9, outsourcing and contracting-out have been almost universal
features of the British respondent companies during the past decade. Only one
respondent among the British firms said that they had not done so at all. The majority
of companies had resorted to these techniques to some extent and more than a quarter
had made use of them ‘to a significant extent’.

The German respondent companies have used outsourcing as well, but to a lesser
extent than their British counterparts. Almost 40% of them said that they had used
outsourcing only rarely or not at all, while less than one fifth had used it to a significant
extent. Nevertheless, even among the German firms outsourcing and contracting-out
have been important features, with more than 60% of respondents having used

outsourcing and contracting-out ‘somewhat’ or ‘to a significant extent’.

It was also sought to identify which business functions had been particularly affected
by a greater reliance on outsourcing. For three reasons it was decided to ask whether
outsourcing has included information technology (IT) services:

e As part of a company's infrastructure, IT services are usually regarded as

overheads. It is widely held that restructuring during the 1980s was directed in
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particular to this type of cost (see section 6.3.5). Although computing power has
become cheaper, shorter life cycles of IT products and the need to keep up with
competitors' technology have driven up IT expenses sharply in recent years. In two
econometric studies, Loh and Venkatraman (1991, p. 16, and 1992, pp. 15ff.) show
that the level of IT costs are a significant determinant of firms’ decisions to
outsource IT services, and that the [US] stock market generally reacts favourably to
such decisions, in particular in cases where cost structures are high and performance
low. The notion that greater shareholder power may have induced corporate
restructuring will be discussed in ch. 6 below.

e As line operations differ substantially from company to company, it seemed
appropriate to ask about the outsourcing of a support function which serves the
various business functions across a firm's value chain.

e In the literature (Laudon and Laudon #1996, pp. 462-468; Lacity et al. 1995, p. 84-
93), IT services are widely regarded as a crucial target of the outsourcing
movement since the 1980s. Market surveys show that the market for IT services in

both the UK and Germany has been expanding rapidly in recent years.®

In the questionnaire, conditional on having pursued outsourcing at all, companies are

asked to identify whether this had included IT services or not.

Q: “If you have pursued outsourcing since 1986, has this policy included IT services?”

British group | German group | Total group
(n=72) (n=36) (n=108)

Outsourcing did 55.6% 36.1% 49.1%
include IT services
Outsourcing did not 44.4% 63.9% 50.9%
include IT services

Table 3.10: Outsourcing of Information Technology Services

Note: Comparison between groups: p<0.05

Among the British respondents, more than half of the appropriate companies (n=72)
claimed to have outsourced IT services. Among the 36 German companies, around one
third said that they had included IT in their outsourcing programs. The two groups are
different at p<0.05, indicating that among those companies that did outsource the
German companies have so far been more reluctant than the British firms to make use

of IT outsourcing and contracting out.
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While it is not clear whether and to what extent other business functions may have
been affected by outsourcing, it is obvious that, in particular among the British
respondents, and to a lesser extent among the German ones, IT services have been a
prime target for the move towards the out-of-house procurement of services and
goods. ‘Make-or-buy decisions' appear to have been made increasingly in favour of the
latter option.

Outsourcing not only shifts the boundaries of an organisation; it may also entail a
devolution of business functions from corporate managers to outside providers,
thereby reducing the number or the size of operations over which the administrative
centre has control. Further evidence that this trend towards a devolution of functions
away from the administrative centre has taken place is given in section 3.3.11 with
respect to research and development. On the other hand, the devolution of activities
can take place within organisations, without using out-of-house suppliers. This is
illustrated by the comments of a British respondent whose firm had used outsourcing,
although not with respect to its IT services: "A number of operations that were
centralised and which formed part of the head office function have been devolved into
the relevant businesses. The central information and computing department, which
formed part of the head office function until 1993, was transferred to a newly formed
fellow subsidiary that operates at arms length, hence IT has been outsourced but not as
generally accepted. The two moves accounted for [...] almost 1000 of the reduction in
head office staff between 1991 and 1996. That being said, these devolved operations
have themselves seen significant reductions in numbers but organisational changes

make it extremely difficult to quantify this with any degree of accuracy".

3.3.3 Management Buy-Outs

Management buy-outs (MBOs) are an important tool for the restructuring of the
boundaries of firms. In particular, they are used to reduce the degree of vertical

integration and of diversification of companies. They often represent a special form of

outsourcing of in-house activities; this applies primarily to support functions.
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Table 3.11 reports the responses with respect to the proportion of companies which

have experienced MBOs of any parts of their operations, while table 3.12 focuses on

the number of MBOs involved since 1986.

Q: “Has your company since 1986 had management buy-outs of any

parts of its operation?”

British group | German group Total group
(n=74) (n=42) (n=116)
Yes 59.5% 21.4% 45.7%
No 40.5% 78.6% 54.3%

Table 3.11: Occurrence of Management Buy-outs
Note: Comparison between groups: p<0.001

Q: “If yes, how many?”

Number of MBO's | British group | German group
(n=44) (n=9)

Not known 12 3

1 11 3

2 6 1

3 5 2

4 2 -

5 3 -

7 1 -

8 1 -

10 2 -

17 1 -

Table 3.12: Number of Management Buy-outs

Tables 3.11 and 3.12 show that, over the past ten years, MBOs have been significantly
more widespread among the British than among the German respondent companies. In
the German group, only about one fifth of large corporations have been involved in
MBOs, while this figure approaches three fifths in the British case. In addition, the
number of MBOs in those British companies which did experience them is considerably
higher than in the nine German companies which experienced MBOs. There are three
British firms which, on average, sold at least one of their parts per year to former
managers.

Of the total of 15 companies which were not able to give the number, the three
German firms remarked that they had 'few' MBOs. One German car manufacturer

further explained that MBOs were not typical for the group. Most of the 12 British
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respondents concerned did not give any indication of the number of MBOs, with only
one company stating that it had 'several' MBOs.

In sum, the British respondent firms have had more MBOs than their German
counterparts.

3.3.4 Insert: Management Buy-Outs in the UK and West Germany according
to Published Information

According to the findings of the previous section, large British firms have used MBOs
significantly more frequently than their German counterparts to divest themselves of
unwanted operations. This result is confirmed by an analysis of data supplied by the
Centre for Management Buy-Out Research (CMBOR) at the University of
Nottingham. These data are used in this insert to put forward a twofold argument:
Firstly, it is shown that the total MBO market in the UK exceeds the West German
market by far, both in terms of the number of MBOs, and in terms of their value.
Secondly, and of greater importance in the context of this thesis, by analysing the
various sources of such transactions it is found that in the UK far more MBOs have

been used for the purpose of corporate restructuring than in West Germany.

A management buy-out is a special form of an acquisition, in which one or more
managers of a firm buy the company or one of its parts and thereby become the owners
of the firm. Generally speaking, the management will not have sufficient capital
available to finance the acquisition, so that virtually all MBOs rely heavily on outside
capital. The future cash flow of the bought-out company itself serves as a security for
the debt with which it was bought. The — at least initial - indebtedness translates into a
high degree of leverage, so that MBOs are often regarded as a particular type of
leveraged buy-outs (LBOs). While the latter term is somewhat wider, denoting all sorts
of acquisitions where outside financiers supply an unusually high degree of debt to buy
a firm, many LBOs are in fact MBOs, as the team of external financiers, the so-called
LBO sponsors, usually can ill-afford to do without the experience and the know-how

of at least some of the management of the company concerned.’
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MBOs can be used for five major purposes:

(1) An LBO sponsor can fund an acquisition of a company (or part of it) which until
then had been quoted on the stock exchange, so that the acquired firm in its
entirety ‘goes private’, i.e. it is taken off the stock market (for details see Graebner
1991, pp. 171f).

(2) Buy-outs can be a way to 'lift' or rescue companies from receivership.

(3) MBOs have also been used as privatisation techniques for the sale of state-owned
assets. This has been particularly the case in East Germany since unification (for
details see the Bundesanstalt fiir vereinigungsbedingte Sonderaufgaben 1995, p. 2;
Freese 1995, p. 117, Hoffmann and Ramke 1992, p. 147; see also Randlesome
1994, pp. 192-194).

(4) A buy-out can be used as an arrangement to secure the managerial succession in
firms.

(5) Buy-outs can be used in the context of a corporate restructuring process, during
which a company sells one of its parts to management. This type of MBOs, which
in the following are called 'restructuring MBOs’"®, has been used mainly for two
purposes. First, to reduce the degree of vertical integration of the divesting firm,
and in particular the integration of support activities such as canteens and cleaning
services, but also more 'advanced' operations such as information technology
services. If the divesting company continues to purchase services from the divested
unit, the MBO represents a particular form of outsourcing; i.e. in-house
procurement is replaced by market contracting. Second, restructuring MBOs have
been employed to reduce the degree of diversification of firms. Companies have
used MBOs as divestment techniques so as to focus on their ‘core business’ and to
reduce their peripheral (i.e. less closely related or even unrelated) activities (for a
case study see Griffiths 1988, pp. 52ff; more generally see Wright, Coyne and
Robbie 1987, pp. 7ff)). Therefore, ‘restructuring MBOs’ form part of the overall

corporate restructuring movement for which evidence is provided in this chapter.
In the US, MBOs have also been used as means of hostile takeover, but these cases

have been extremely rare in Europe. On the other hand, MBOs can be employed as

takeover defenses by an embattled management. Additionally, the use of MBOs is
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influenced by tax considerations. In particular, the fact that interest payments are
regarded as expenses chargeable on income which relieves against taxable profits
(whereas dividend payments, including dividends to preference shares, do not count as
expenses) means that most tax systems treat debt better than equity (for details see
Attwood 1988, pp. 67-82). On the other hand, tax considerations cannot be regarded
as a sufficient rationale for conducting MBOs as there are many other ways of

increasing the debt/equity ratio of companies than through MBOs.

The first MBO market to develop to a significant extent was the US market at the end
of the 1970s, leading to the American MBO wave of the 1980s. The second MBO
market that followed suit was the British one, which increased to a significant extent
from 1981 onwards to reach its peak by aggregate value in 1989 and by numbers in
1990 (see table 3.13). The UK has also an unusually large number of management buy-
ins (MBIs). Between 1988 and 1997, the UK has seen between 374 and 490 MBOs
per year. The total value of the buy-out market increased to more than £2bn in every
year since 1987. The years between 1987 and 1989 are particularly remarkable for the
size of the transactions, which reached an average of £9m to £10m per deal, up from
an average of £3m to £4m per MBO in 1985/86, before falling back to a figure of
around £5m in the years after 1989. From 1995 to 1997 the MBO market has
expanded significantly again. The MBO market in the UK is by far the largest one in

Europe, both in terms of the number of MBOs, and in terms of its total value.
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MBOs in the UK
Year Total Aggregate
number value (in £m)
1979 18 14
1980 36 28
1981 145 180
1982 . 237 346
1983 235 366
1984 242 408
1985 261 1135
1986 315 1179
1987 343 3132
1988 379 3795
1989 378 3889
1990 490 2447
1991 450 2162
1992 455 2550
| 1993 391 ‘ 2162
1994 403 2513
1995 374 2822
1996 433 3651
1997 446 4449
Table 3.13: Number and Value of MBOs in the UK,
1979-1997

Source:  Centre for Management Buy-Out Research
Quarterly Review, Spring 1998, p. 68

The MBO market in Germany has started to develop only since about 1985 (Hoffmann
and Ramke, 1992, pp. 37ff), and to a more significant extent only since German
unification. While there are no year-by-year figures available for the period until 1987,
Initiative Europe and the CMBOR estimate the total number of MBOs in Germany for
the period from 1980 to 1986 to be around 45. In 1988, the number of MBOs in West
Germany reached a total of 36. During the first half of the 1990s the market expanded
significantly to reach a peak in terms of numbers of MBOs (at 74) in 1995 and, in
terms of value, in 1996 (total market value of £1.148bn). This means that as of 1996
the West German MBO market had 14.3% of the size of the UK market as measured
by the number of MBOs, and 31.4% of its aggregate value. Even when discounting for
the fact that there may well be a number of smaller MBOs in Germany which are not
publicly known, it is clear that the West German MBO market has only a fraction of
the size of the UK market (see also Wright, Thompson and Robbie 1990, p. 25).
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West Germany
Year Total Aggregate
number value (in £m)

1980-1986 45 n.a.
1987 8 n.a.
1988 36 n.a.
1989 . 25 485
1990 36 292
1991 27 224
1992 52 322
1993 44 397
1994 59 733
1995 74 540
1996 62 1148

Table 3.14: Number and Value of MBOs in West
Germany, 1980-1996

Source: Initiative Europe and Centre for Management
Buy-out Research, University of Nottingham

The available data on the MBO market do not allow to determine the exact purpose of
individual transactions; this would be possible only in case-study based research.
However, the source of an MBO is a main indicator for the purpose it serves. Buy-
outs from families, for example, enable individuals or families to exit their investment
in an enterprise, in particular in situations where managerial succession for a company
is to be arranged. Restructuring buy-outs' in the above sense are buy-outs from
domestic or foreign parent companies, which divest one or more of their activities to
management, while continuing to conduct other businesses. In this way, data on the
sources of buy-outs can be used to assess the importance of MBOs in the context of

corporate restructuring in the UK and West Germany.

The information provided by the CMBOR on buy-out sources in the UK and Germany
is based on more than 80% (in the recent years: more than 90%) of the total number of
buy-out cases as listed in tables 3.13 and 3.14. For the remaining cases this type of
information was not obtainable. However, these remaining cases of buy-outs are
somewhat more likely to represent buy-outs from families, as information on these
types of buy-outs are generally more difficult to obtain than is the case with the other

sources of buy-outs.
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Pre-1982 | 1982 | 1983 | 1984 | 1985 | 1986 | 1987 | 1988 | 1989 | 1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996
Receivership 121% | 142% | 7.0% | 108% | 1.7% | 1.7% | 0.6% | 2.2% | 0.8% | 13.2% | 19.2% | 19.0% | 16.0% | 3.9% | 5.1% | 4.5%
Divestment (Local 59.5% |62.4% | 66.5% | 62.1% | 61.5% | 58.8% | 51.0% | 51.7% | 54.6% | 44.1% | 43.4% | 46.7% | 39.0% | 41.3% | 40.2% | 38.8%
parent)
Divestment (foreign 147% | 10.2% | 11.5% | 11.8% | 12.4% | 13.7% | 10.6% | 9.5% | 6.8% | 7.7% | 9.7% | 7.0% | 13.7% | 12.6% | 10.1% | 8.2%
parent)
Family 11.1% | 9.1% | 11.0% | 13.3% | 20.9% | 19.6% | 26.1% | 28.8% | 30.8% | 28.5% | 24.0% | 23.9% | 27.6% | 35.3% | 39.9% | 40.9%
Privatisation 2.6% 41% | 40% | 20% | 3.0% | 55% | 103% | 6.1% | 46% | 48% | 2.3% | 2.5% | 3.4% | 6.1% | 4.2% | 6.3%
Going private 0.0% 00% | 00% | 0.0% | 04% | 0.7% | 13% | 1.7% | 2.4% | 1.7% | 1.4% | 0.9% | 0.3% | 0.8% | 0.6% | 1.3%
Table 3.15: MBO Sources in the UK (in % of the total number of MBOs in any particular year), 1982-1996
Source: Initiative Europe and Centre for Management Buy-Out Research, University of Nottingham
2
1980-1990 | 1991 1992 1993 1994 1995 1996

Receivership 43% 3.8% 2.3% 7.5% 5.6% 1.6% 2.1%

Divestment (Local parent) 21.6% 46.2% | 39.5% | 37.5% | 33.3% | 58.1% | 42.6%

Divestment (foreign parent) 36.2% 384% | 23.2% | 20.0% | 18.6% | 21.0% | 21.3%

Family 37.9% 11.5% | 32.6% | 35.0% | 40.7% | 16.1% | 34.0%

Privatisation 0.0% 0.0% 0.0% 0.0% 1.9% 3.2% 0.0%

Going private 0.0% 0.0% 23% 0.0% 0.0% 0.0% 0.0%

Table 3.16: MBO Sources in West Germany (in % of the total number of MBOs in any particular year),

1980-1996
Source: Initiative Europe and Centre for Management Buy-Out Research, University of Nottingham




As table 3.15 shows, divestments from domestic and foreign parents are the dominant
sources of buy-outs in the UK (see also Wright, Coyne and Robbie 1987, pp. 1-22;
Wright, Thompson and Robbie 1990, pp. 10ff.; Wright 1992, p. 4). In every year
between 1982 and 1996, between 78% (in 1983) and 47% (in 1996) of the total
number of buy-outs were from divestments. While the rafio of buy-outs from
divestments to the total number of buy-outs has been declining, the expansion of the
total MBO market means that the absolute number of buy-outs from divestments has
remained on a high level of between 170 and 250 in every year since 1982. Among
these divestments, most are from domestic rather than foreign parents. As compared to
these ‘restructuring MBOs’, other buy-out sources contribute significantly less to the
UK buy-out market, although the share of buy-outs from family-owned companies has
been increasing in recent years.

In terms of transaction values, buy-outs from divestments account for about the same
proportion of MBOs as indicated by their numbers. Divestments from foreign parents
appear to be slightly larger than the average transaction, with 11.1% of all MBOs
accounting for 14.1% of the total UK buy-out market (see Wright, Thompson, and
Robbie 1990, appendix, table 9).

In sum, divestments from British and foreign parents are the most important sources of
buy-outs in the UK. This holds true regardless of whether the number or the value of

buy-outs is considered.

In West Germany, buy-outs from divestments also account for a substantial proportion
of the buy-out market: In the years between 1991 and 1996, between 33 and 58% of
all buy-outs came from German parents, in addition to 18-38% from foreign parents
(table 3.16). Overall, between 52 and 85% of the total number of the buy-outs came
from divestments from German or foreign parent groups, and according to Robbie and
Wright (1996, p. 55) the importance of buy-outs from divestments is likely to increase.
Between 1980 and 1990, divestments from foreign parents were actually a more
important buy-out source than divestments from domestic parents, indicating the
earlier reluctance of German corporations to use the MBO tool. The relative
importance of foreign sellers of German operations to management has, however,

decreased to about 20% of all buy-outs in recent years.
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However, the figures for the relative importance of divestments from domestic and
- foreign sources have to be interpreted in view of the context of the underdevelopment
of the German buy-out market in absolute terms. In the years between 1991 and 1994,~ L
there were 30 or less MBOs from these sources in Germany. This figure has increased
to approximately 59 in 1995, to recede again to about 39 in 1996. Although this
indicates that corporate restructuring may play an increasing role in the future
development of the German buy-out market, the volatility of this market means that it
is difficult to establish a clear trend so far. However, even in 1995, when buy-outs
from divestments soared in West Germany, the number of German buy-outs from
divestments was only 30.9% of the respective figure for the UK, while in earlier years
such as 1991 the appropriate figure was only 10%. In sum, despite the larger size of
the West German economy, there is a much lower incidence of MBOs from
divestments (‘restructuring MBOs’) in West Germany than in the UK. This confirms
the finding from section 3.3.3 that the West German respondent firms have been much
more reluctant to divest themselves of operations through MBOs than their

counterparts in the UK.
3.3.5 Mergers and Demergers, Acquisitions and Divestments

Mergers and acquisitions, together with demergers and divestments, are means to
redraw the boundaries of firms with respect to their horizontal, vertical, diversifying
and geographic dimensions. Aggregate data show that both countries have experienced
acquisition waves during the 1980s and early 1990s (for the UK see the Annual
Overviews in Acquisitions Monthly, which also provide information on the divestment
wave in the UK, and Richter 1997b, pp. 6-7; for Germany see the reports of the
Federal Cartel Office, e.g. Deutscher Bundestag 1995, pp. 148fT.; also Miiller-Stewens
and Schifer 1997a, pp. 5-27 and 1997b, p. 32ff). In the questionnaire, companies are
asked whether their size has been altered by large-scale mergers or demergers,
acquisitions or divestments. Table 3.17 details the results. At the right-hand side of the
brackets the proportion of companies that had either mergers (demergers) or

acquisitions (divestments), or both, is given.
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Q: “Has the size of the organisation over the last 10 years been significantly altered by
large-scale mergers or demergers, acquisitions or divestments?”

British group German group Total group

(n=71) (n=42) (n=113)
Mergers 19.7% 333% 24.83%
Demergers 14.1% 11.9% 13.3%
Dhvesmens | 5359+ | 549%C) | st (oo 280600 | B335 Jasao
Proportion of | 93.0% 95.2% 93.8%
firms expe-
riencing any
of the above

Table 3.17: Occurrence of Large-scale Mergers and Acquisitions, Demergers and Divestments
Note: Comparisons between groups: * p <0.01 ** p <0.005

The last row of table 3.17 shows that virtually all respondent companies have
experienced mergers, acquisitions, demergers or divestments which affected their size.
Four of the seven companies which did not have any of these changes are either state-
owned firms or companies that were privatised during the past decade. One of these

remarked that they had made some small acquisitions.

More than four fifths of the respondent companies have engaged in mergers and
acquisitions over the past ten years. While the proportion of mergers is considerable,
particularly among the German group, it is clear that the main external growth strategy
is via acquisitions, rather than mergers. Some companies, which are not included in the
above figures, indicate that they have pursued minor acquisitions only. It is notable that
the proportion of German companies which had large-scale mergers and acquisitions
exceeds the comparable figure for the British group, although these differences are not

statistically significant.

However, table 3.17 shows statistically significant cross-country differences between
the extent of disposals. While few demergers have taken place, divestments were much
more common in the British than in the German group of respondents. Whereas more
than half of the large British companies divested businesses in a way that significantly

altered their size, less than a quarter of the German firms pursued such disposals.
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Two follow-on questions address the issue of which particular dimensions of the
companies’ boundaries were affected by these mergers and acquisitions. The question
on which table 3.18 reports asks whether mergers and acquisitions were vertical,
horizontal, or conglomerate in character. The questionnaire makes it clear that the
expression 'vertical M&A's' relates to the integration of companies which up to the
time of the acquisition were among the suppliers or customers of the acquirer, while
the integration of target companies which were competing in the same business line is

called a 'horizontal M&A strategy’'.

The respondents are given the opportunity to identify several directions of their M&A
strategy; therefore the figures in table 3.18 add up to more than 100%.

Q: “If you have engaged in large-scale mergers and acquisitions, has your strategy
been to merge with / acquire companies which until then

British group | German group | Total group
(n=57) (n=38) (n=95)

were your suppliers or 53% 23.7% 12.6%
customers (‘vertical’ M&A'S)
were competing in the same 93.0% 84.2% 89.5%
line of business (‘horizontal’
M&A's)
were pursuing a business 15.8% 34.2% 23.2%
unrelated to what you were
doing (unrelated M&A's)”
companies with multiple 14.0% 39.5% 24.2%
M&A strategies

Table 3.18: Horizontal, Vertical and Diversifying M&A Strategies

Note: Comparison between groups: ***p<0.005 **p<0.01 *p<0.05

According to table 3.18, the British respondent companies showed a strong preference
for horizontal acquisition strategies. While there are still a number of unrelated
acquisitions across all industries, vertical acquisition strategies have been rare among
the British firms. The exception to the latter observation are three companies in the
consumer goods industries. Evidence from accompanying letters to the questionnaire
responses, as well as from annual reports and press material, suggests that one of these
three firms acquired its retail outlets, while the two others bought distributors for part
of their product ranges. This indicates that the few vertical M&A strategies among the

British respondents were geared towards downstream, rather than upstream activities.
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For the German companies, the results are more mixed. As in the UK group, the
highest proportion of German respondent companies has pursued horizontal M&A's.
However, a considerable number of companies, significantly more than in the UK
group, have also pursued unrelated and vertical M&A strategies. Almost 40% of the
German firms have pursued multiple acquisition strategies with at least two of the
three strategic options given. These results are consistent w1th the findings on

diversification and refocusing strategies detailed in section 3.3.1.

Secondly, the respondents are asked to identify the geographical direction of their
merger and acquisition strategies. They are invited to endorse one of the three options
available to them (table 3.19).

Q: “Has your M&A activity been mainly geared towards
British group | German group | Total group

(n=59) (n=37) (n=96)
domestic M&A's 28.8% 32.4% 30.2%
overseas M&A's 50.9% 29.7% " 42.7%
roughly equal weight 20.3% 37.8% 27.1%

between domestic and
non-domestic M&A's”

Table 3.19:  Geographical Direction of M&A Strategies
Note: Comparison between groups: **p<0.05 *p<0.1

In both groups, only about one third of the respondent companies had domestically
oriented merger and acquisition strategies, and the two groups are statistically not
different in this respect. However, differences do exist between the groups from the
two countries with regard to the emphasis with which international acquisition
strategies have been pursued. Among the British companies, half of all M&A strategies
were directed primarily towards overseas countries, and only about 20% towards
domestic and overseas targets on a roughly equal basis. The British companies exhibit
a predominantly international M&A strategy.

Among the German companies, on the other hand, predominantly international M&A
strategies make up only about 30% of all M&A strategies. Most M&A's were directed
towards a balanced mix of domestic and overseas strategies. It has to be taken into
account, however, that German unification, which opened up a large domestic
acquisition market to German companies, occurred in the period covered by the

survey.
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3.3.6 Hybrid Modes of Organisation: Joint Ventures and Strategic Alliances

In order to ascertain the extent to which companies in the two countries have engaged
in hybrid forms of organisation, the respondents are asked to identify how strongly
they have pursued joint ventures and strategic alliances (table 3.20). In addition, they
are asked to detail the number of joint ventures pursued over the paét decade and the

proportion of sales generated through them as of 1996 (table 3.21).

Q: “Have you engaged since 1986 in a policy of joint ventures and strategic alliances
with other companies?”

British group | German group | Total group

(n=74) (n=42) (n=116)
Strongly  pursued  joint 51.4% 42.9% 48.3%
ventures / strategic alliances
considered joint ventures / 35.1% 38.1% 36.2%
strategic alliances as options,
but did not pursue them
strongly
did not pursue joint ventures / 13.5% 19.1% 15.5%
strategic alliances

Table 3.20: Joint Ventures and Strategic Alliances
Note: Differences between groups are statistically not significant.

According to table 3.20, the use of joint ventures and strategic alliances has been
widespread. Almost half of all respondent companies in the two countries have
étrongly pursued these forms of co-operation with other firms, and most of those
which did not do so have at least considered them. The responses suggest that the
British companies have pursued joint ventures and strategic alliances somewhat more
strongly than the German companies, but these differences are statistically insignificant.
A sector with particularly numerous joint ventures (in both countries) is the
construction industry (including building material suppliers), where “these
organisational arrangements have been used for a long time. Similarly, companies
involved in raw material and fuel exploration made heavy use of joint ventures. An
executive of a big British oil company remarked on the questionnaire, the "normal
form of business in upstream oil [i.e. crude exploration; A.R.] is joint venture".

In table 3.21, only those companies which had at least considered joint ventures and

strategic alliances are included.
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Q: “[...] How many joint ventures/strategic alliances have you engaged in?”
Q: “[...] What percentage of your sales is now represented by joint ventures?”
mean standard | median range
deviation ‘
Number of j.v. & s.a.
(1986-1996):
British group (n=49) 7.5 9.8 4 1-50
German group (n=24) 9.7 18.8 5 1-90
% of sales represented by
j-v. & s.a. in 1996:
British group (n=52) 10.1% 0.137 6.5% 0% - 80%
German group (n=27) 12.5% 0.132 10% 0% - 50%
Table 3.21: Number of Joint Ventures and Strategic Alliances and Proportion of Sales
Represented by Them
Note: Differences between the measures of central tendency for the two groups are
statistically insignificant."

As table 3.21 shows, the extent to which joint ventures and strategic alliances have
been resorted to differs widely across companies, as indicated by the large standard
deviations and the sizeable ranges. There are a few companies which have been
involved in SO joint ventures or more; again, these firms are concentrated in the
construction industry. Asked for the number of its joint ventures, one German

"2 \while a

construction company responded in the questionnaire: "several hundreds
British building contractor noted that they were "too numerous to identify - joint
ventures are commonplace in our industry". On the other hand, the majority of
companies in both groups had only up to six joint ventures. The German companies
seem to have pursued more joint ventures (consequently representing a larger fraction
of sales) than their British counterparts, but these differences are statistically
insignificant.
In companies which have pursued joint ventures and strategic alliances, these
accounted for, on average, slightly more than 10% of turnover as of 1996. In both
groups, however, there are a number of companies with joint ventures and strategic
alliances which are insignificant in terms of sales; these are represented by 0% in table
3.21.
It should be noted, however, that the figures for the proportion of sales attributable to
joint ventures and strategic alliances can give only a very rough guide as to their

importance. Firstly, these figures are distorted by the fact that, according to European
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law", 50% of sales from ‘joint undertakings' to third parties are consolidated at overall
sales level, regardless of the shares of the various parties in these undertakings. This
misrepresents the importance of the venture, if the share of a company in the joint
venture differs considerably from 50%. Secondly, joint ventures do not necessarily
involve joint sales activities. A British pharmaceutical company with as many as 30
joint ventures and strategic alliances over the 1986-1996 period remarked that joint
ventures accounted only for a small proportion of its sales as their "joint ventures and
strategic alliances tend to be in research and development rather than sales and
marketing". Similarly, an electricity generator with five joint ventures noted that these
had taken place on a project basis, without resulting in tangible sales. Therefore, the
first and the second questions on joint ventures and strategic alliances in the survey
(tables 3.20 and 3.21) may offer a better guide to the importance of joint ventures and

strategic alliances than the sales data taken on their own.

3.3.7 Managerial Layers

The remaining questions in the questionnaire survey address changes in the internal
organisation of firms, starting with the number of managerial layers. Participants were
asked for the number of managerial layers at three points in time (1986, 1991 and
1996). In order to make the answers to the question comparable, the respondents were
asked to consider only the main operating business of their company. If the company
had several businesses which they regarded as crucial, they were advised to consider

the largest one in terms of turnover.
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Q: “[...] Please consider the main operating business of your company

(if you have several that you regard as crucial, take the largest one in
terms of turnover). We would like to know whether the number of layers
of management from the top to the bottom in your main operating business
has changed over the last decade. Can you please give the number of
managerial layers that you recognised at the following points in time.”

Mean | standard | median range
deviation

British 1986 (n=52) 7.0 3.0 6.5 2-14
group 1991 (n=58) 5.8 1.8 6.0 3-10
1996 (n=63) 4.7 1.5 5.0 1-10

German 1986 (n=34) 54 1.6 5.0 3-9
group 1991 (n=35) 4.6 1.4 5.0 1-7
1996 (n=37) 4.4 1.5 4.0 2-11

Table 3.22: Number of Managerial Layers in the Main Operating Business

of Participant Companies

Table 3.22 shows that the average number of managerial layers in the main operating
businesses of the British respondent companies has decreased from 7 to less than 5
over the period under consideration. The rate of reduction has been roughly constant
over the ten-year period. On average, it seems to haven taken between four and five
years to reduce the number of managerial layers by one.

Among the German respondent companies, a reduction in the number of managerial
layers has also taken place. However, this reduction started from a considerably lower
level than in the British case. Consequently, the reduction has not been as strong as
among the British firms. In 1996, the average number of managerial layers in the
German companies was only slightly below the comparable British figure.

Both the changes over time (within groups) and the differences between groups can be
tested for statistical significance. The following matrix shows the significance levels of

year-to-year mean comparison tests.

British group German group
year 1986 1991 1986 1991
1991 p<0.0005 - p<0.0005 -
1996 p<0.0001 | p<0.0001 | p<0.0001 | p<0.001

Table 3.23: Comparison of the Mean Number of Managerial
Layers over Time

According to these results all reductions in the mean number of managerial layers
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