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ABSTRACT

Abstract

This thesis explores the apparent paradox of information technology (IT) evaluation
methods not being broadly employed despite their seemingly innate qualities of
assisting organisations in improving their management of IT costs and benefits. This
is paradoxical since a multitude of evaluation methods exist and both academic and

professional literature argue that their use will lead to beneficial effects.

The thesis aims to deepen understanding of the employment process of IT evaluation
methods in organisations. Building on diffusion theory and actor-network theory
(ANT), it is an in-depth case study of the employment process of an IT evaluation
method at a Dutch insurance company. The diffusion theory is a good initial
candidate for understanding the phenomenon of underutilisation, but fails to unravel
the paradox. An ANT analysis suggests that during a process of mutual translation
both the evaluation method and its surrounding actors enter into a dynamic
negotiation mutually translating each other. The evaluation method is appropriated
by its surrounding actors in a black-boxing attempt. These actors capitalise on
weaknesses in the method’s inscriptions, increase their strength and follow anti-
programs. The method also appropriates these surrounding actors, assigning them
new roles (changing their work processes, responsibilities and prerogatives) and
moving them to new positions in the actor-network. The resulting employment
process has emergent properties and is characterised by improvisation rather than
blue-print planning. When employed, the method is unlikely to resemble its initially
planned outcome.

The origin of the paradox is based on the assumptions that evaluation methods are
neutral and have innate qualities and that their employment proceeds according to
planned outcomes. This thesis undermines the paradox by arguing that a limited
understanding of evaluation methods and unrealistic assumptions about evaluation

employment are why such methods do not manifest their expected employment.
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CHAPTER 1

Chapter 1: The Paradox of Utilisation of IT Evaluation Methods in

Organisations

1.1 INTRODUCTION AND BACKGROUND

This research attempts to develop an understanding of the employment process of
information technology (IT) evaluation methods in organisations. Since the
widespread application of computerised systems in business, organisations have been
struggling to improve how they manage their IT from a cost / benefit perspective.
This struggle continues despite the fact that numerous researchers over the last
decades have provided various methods, concepts and approaches to assist
organisations in improving their grip on IT costs and benefits'. Surprisingly, the
dissatisfaction with managing the contribution of information systems (IS) to
organisations has not led to the expected use of formal IT evaluation methods which
specifically take into account the IT characteristics such as intangible benefits and IT

investment risks. This paradox is central to this thesis.

Our analysis is based on the premise that a deeper understanding of the process of IT
evaluation method employment is needed to gain insight into how organisations
employ an IT evaluation method to improve their IT cost / benefit management.
Understanding this process of employment is, at the very least, as important to the
improvement of IT cost / benefit management as is understanding the characteristics
(i.e. content, such as the criteria) such a method requires to be successful in
achieving its goals. The characteristics of IT evaluation methods are a topic that is
widely discussed from various theoretical perspectives in the existing literature
relating to IT evaluations. However, the matter of how to incorporate such a method

in an organisation remains largely unexplored in the field of academic research.

! In this thesis, IT evaluation methods are interpreted quite broadly as to point to any evaluation
method, methodology, concept or approach designed to (economically) assess the costs and benefits
of IT or an information system. An IT evaluation method could therefore also be read as IS / IT
evaluation methodology, concept or approach. Thus, the use of ‘IT” in this thesis can be seen to denote
both hardware, software and related technical routines (commonly referred to as IT), as well as the
organisational applications, increasingly based on information technology, that deliver the
information needs of an organisation’s stakeholders (commonly referred to as IS) (Willcocks and
Lester 1999b).

13



CHAPTER 1

In this chapter we will give a brief overview of the need and justification for this
research. We will also touch on some relevant topics in order to establish the
background for the research questions. These topics will be discussed further in the

following chapters.

1.1.1 Management of IT costs and benefits: an issue of growing importance

With the increase of expenditure in IT, the topic of IT evaluation continues to be an
important issue in the management of IS. Statistics in the Netherlands show that in
1999 expenditures relating to IT in businesses and government were estimated at
over € 12 billion, an increase of almost 17% compared to 1997 (CBS 1999).
Comparable growth figures have been reported in other developed countries
(Willcocks and Lester 1999a), and throughout the last decade. Moreover, a large
portion of IT costs can be seen as wasted due to the failure of IT projects (i.e.
projects that are aborted or fail to deliver their expected benefits). An estimate by
Berghout (2002) shows that approximately € 4 billion of the total € 23 billion in

Dutch IT expenditures® are wasted by such failures on an annual basis.

With growing IT costs, the notorious reputation of costly IT failures, together with
the notion that IT has become a critical component of business, senior managers seek
evidence verifying the contribution of IT to the success of the business (Thorp 1998).
The desire for this evidence is strengthened by current fears of economic recession in

many Western countries, driving the need for justiﬁcafion of the high IT costs.

Since the introduction of computers in organisations, there have been considerable
developments in IT, allowing for new applications to be made available. These new
applications have significantly impacted the way in which organisations use IT.
More than just supporting functional processes, IT has been increasingly applied to
the cores of businesses (Scott Morton and Rockart 1984). Farbey, Land ez al. (1993)
note three distinct phases in IT that have manifested during the last few decades. The
first phase started when IT was applied to functional areas. It brought efficiency and

> The approximation of € 23 billion includes expenditures on computers, computer services,
telecommunication services and embedded systems in technical products.

14



CHAPTER 1

effectiveness benefits. For example, automating the payroll reduced staff costs and
automating stock control provided better information on stockouts and deliveries. In
the second phase, IT became part of the individual workplace in organisations and
was typified by the benefits associated with using microcomputers (e.g. word
processing brought improvement to office workers). The third and present phase
shows IT being associated with transformations and effecting the whole organisation
in its business processes, services and products. A more detailed account of the

changes effecting IT evaluation is given in section 3.2.3.

With organisations becoming increasingly dependent on IT (Earl 1989), management
of IT has become more crucial through the years. Steadily rising IT costs and higher
expectations with regard to the benefits associated with IT have increased the need

for understanding the costs and benefits related to IT.

As IT was generally accepted as being more strategically important to organisations,
it demanded large sums of capital and it proved to be much harder to determine the
exact value of it. These difficulties started with the growing awareness that the
economic management of IT no longer concerned management of costs, but rather
the management of investments concerning high future costs and benefits. Though
the term economics is commonly associated with money or other financial means, an
economic perspective in this thesis relates to an allocation of any scarce resource
(including financial means, IT capacity, etc.) to obtain certain goals. The change in
economic management from costs to investments means a shift in staff involved in
organisational IT (Galliers 1991a): from programmers and IT managers to IS
business directors and members of the board of directors. Moreover, considering IT
expenditures as investments broadens the scope of IT evaluation: it no longer is
confined within the boundaries of an IT project but spans the complete life cycle of
the information system. A life cycle from birth to death of the system, which starts
with just an idea, which continues as IT project when drawn up, the creation and
implementation of the system itself, moves on to using the system in practice and
concludes with dismissing the related information system after it has become
obsolete (Swinkels 1997).

15



CHAPTER |

The issue of IT evaluation as an important topic both for managers and for
researchers is not new. Keen (1991, p.11) stated at the beginning of the nineties:
“Many senior managers feel caught in a trap. They feel that their firm cannot afford
not to invest in IT, for many reasons of competitive necessity; but they also think that
they cannot afford to invest without clearer evidence of its impact on financial
performance.” He argues that senior managers lack a well-established management
process for taking charge of IT. Farbey, Land e al. (1993, p. 4) stated that “for the
past three decades managers have expressed concerns about the value they are
getting from IT investments, and for the past three decades they have been searching
for an ideal way of solving the problems. [...] The problem of finding convincing
methods of justifying expenditure on information systems appeared high on [...] the
list [of critical management issues].” A recently published journal for senior
executives states on the topic: “[Today] it is hard to pick up an IT-oriented
publication that does not devote lots of ink (or pixels) to cost /benefit analysis and
justification for investments. [...] We have seen it before. Recessions from 1970 on
have brought forth lots of methodical approaches to IT cost-justification” (Clermont
2002). It is debatable whether such a development is strictly related to economic
recession. Van Eekeren and Nijland (2003) argue that IT cost / benefit management
continues to be a topic of concern for organisational managers, irrespective of the
economic climate. They note that in an economic depression cost-justification might
receive more attention, but in economic better times, managers still face the task of
proving insight into the potential benefits of IT investments and allocating scarce
resources to them — with IT capacity rather than financial means as the scare

resource.

In academic research, the International Federation for Information Processing (IFIP)
held its first conference on the Economics of Informatics in 1961. TQday, in the
editorial of the special issue on information systems evaluation from the Information
Systems Journal October 2002, it is said that “the number of papers submitted was
among the highest for any Information Systems Journal call” (Irani and Fitzgerald
2002, p. 263).
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In sum, we can conclude a growing importance of economic management of IT and
inherently connected to it, the topic of IT evaluation. The importance is noted both in

organisational practice as well as in academic research.

1.1.2 Problems in evaluating IT

The literature suggests that organisational managers as well as IS professionals
recognise IT evaluation to be one of the important unresolved concerns in
information management (e.g. Farbey, Land et al. 1993; Grembergen and Bloemen
1997). Evaluation of IT investments is problematic not only because of the inherent
difficulties of evaluation (such as making estimates for future situations), but also
due to typical characteristics of such investments in comparison with other
investments (Ballantine, Galliers et al. 1995). IT projects typically have numerous
intangible costs and benefits, and they have a significant impact on many aspects
within the organisation. These projects remain innovative and often involve (non-
proven) technology. Moreover, IT investments have a shorter life cycle due to
continuous technology development. Whether IT projects really are different from
other business projects remains a topic of debate (see the discussion in section 3.2.4),
but clearly IT projects pose several difficulties in managing them from a cost /

benefit perspective.

The main problem is being able to quantify the benefits of an IT investment.
Difficulties in such quantifications correlate directly with the evolution in IT
applications. Whereas IT investments used to be financially justified by determining
the improvement in efficiency gains (e.g. the time and money saved by automating
manual labour), the nature of IT investments has dramatically changed over the last
two decades (Clemons 1991; Ballantine, Galliers et al. 1995; Reeken 1997). Farbey,
Land et al. (1993) note that today “besides efficiency, IT has the potential to provide
wide benefits, including: competitive advantage, co-operative advantage,
diversification, marketing and effective management” (ibid, p. 7). Current IT
investments have become focused on improvements in organisational effectiveness.
The objective of effectiveness projects is not simply to reduce costs of existing tasks,
but to do tasks differently to better achieve the desired results (Fitzgerald 1998). The
justification for these projects must be based on effectiveness criferia such as

increased functionality, product quality and enhanced competitive advantage. The
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strategic benefits of IT investments, such as quality improvement, cost avoidance and
risks reduction are difficult to assess and inherently hard to quantify. Furthermore,
the actual organisational benefits of an IT investment depend on the secondary
effects that occur due to changes that were initiated by the investment. For example,
the increased number of customers of an organisation (secondary benefit) due to an
investment in better quality products (primary benefit) is dependent on the effect that
the customers acknowledge the quality improvement to be worthwhile. This not only
results in benefits occurring at some distant point in the future, but also makes it
harder to link acquired benefits directly to the specific IT investment. Similarly,
investments in IT infrastructure will only prove profitable if the infrastructure is
exploited in an effective manner (Renkema 1998; Renkema 2000). Because of the
difficulty in financially estimating effectiveness criteria and the indirect secondary

effects, these benefits are said to be intangible.

At first glance costs, as opposed to benefits, seem to pose little problem with respect
to quantification since they are measurable the moment they occur. However, so-
called ‘hidden costs’ contribute to the problematic nature of IT investments (Keen
1991; Looijen and Vorst 1998). These include background IT management costs, the
costs of end-users helping each other solve IT related problems and the costs of
downtime in the case of IT failure (Maanen 2000a). Moreover, (visible) IT costs are
administered very differently at each individual organisation, making it very difficult
to obtain a clear view of the actual costs related to IT. For example, often 30% to
40% of IT expenditures is allocated outside the formal IT budget (Keen 1991;
Willcocks 1996b). There seems to be no generally accepted accounting norms for

administrating IT expenses (Davamanirajan, Mukhopadhyay et al. 2002).

Moreover, not only the quantification of benefits and costs but also their
identification is a problem frequently related to IT investments (Ballantine, Galliers
et al. 1999). One of the most common deficiencies is not the determination of a poor
cost / benefit figure, but rather the complete omission of important costs and benefits
(Page and Hooper 1987). Likewise, unanticipated benefits, which can only be
assessed retrospectively, can have a greater impact than the anticipated ones (Farbey,
Land et al. 1999b).
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Further problems with IT evaluation are related to the difficulties of IT project-risk
assessment and uncertainty of investment results. The fact that IT investments have
organisational impacts which are hard to quantify coupled with the fact that
evaluation is intrinsically subjective, based on individual value judgements
(including political considerations), contribute to the ambiguity surrounding IT
evaluation. As a result, systems do not have clear definitions for ‘success’ and
“failure’. In addition, investment objectives might change over time due to evolving
user requirements (Keen and Scott Morton 1978). These aspects make a viable

comparison between prior expectations and final outcomes very difficult.

To address these IT evaluation problems, numerous methods and techniques have
been developed in the past to aid organisations in managing and controlling IT costs
and benefits (Wolfsen and Lobry 1998). However, in practice few of these methods
are used (Yan Tam 1992; Bacon 1992; Willcocks 1996a; Ballantine and Stray 1998).

1.1.3 The productivity paradox

The productivity paradox is typically illustrated by a quote from economist Robert
Solow who wrote (Solow 1987): “You can see the computer age everywhere but in
the productivity statistics.” Solow’s assertion counters the common assumption that
computerisation would directly and dramatically improve productivity. The debate
about if and how IT increases (macro-economic or organisational) productivity is
typified by the term ‘information paradox’ or ‘productivity paradox’. Economists
have long argued about the relationship between computerisation and productivity
growth. Many believed that technological innovation was a major factor in national
productivity and assumed that investments in information technology would be
reflected in national statistics when the cumulative capital stock of computer systems
was large enough. Thus, they would result in improved productivity statistics (Kling
1999). But from the early seventies onward productivity has shown a much slower
growth than in previous years in countries with high IT investments. Ironically, this
was seen as the time when IT was thought to be the most innovative technology that
would be responsible for ‘technological progress’ and would make just as big a
contribution to productivity growth in later as in earlier years (Landauer 1995).

Technological progress made in earlier years includes, for example, inventions like

19



CHAPTER 1

the steam engine (1765-1810) and the manufacture of steel, railroads, textiles (1865
— 1910), electricity generators (1880 — 1925), automobiles (1900-1945), aeroplanes
and other technological innovations (1935 — 1980).

Many researchers have insisted that IT does increase productivity (e.g. Brynjolfsson
and Hitt 1998; Dewan and Kraemer 1998), but just as many have demonstrated the
opposite (notably Strassmann 1985). Numerous reasons for the inability to show
productivity growth because of the implementation of IT have been brought to light.
For example, Brynjolfsson (1993) blames measurement errors, delayed benefits, the
redistribution of organisational activities rather than the increase of organisational
activities (“IT rearranges the shares of the pie without making it any bigger”) and
mismanagement due to the lack of explicit measurements of the value of information

(e.g. management being overwhelmed rather than helped by more information).

The productivity paradox remains a topic of debate. However, it can be concluded
that the debate itself gives us reason to believe that current strategies of
computerisation do not readily produce expected economic and social benefits in a
vast number of cases and that technology alone, even good technology, is not
sufficient to create social or economic value (Kling 1999). The debate on the
productivity paradox stimulates the search for better ways of IT evaluation and our
understanding of such evaluation itself (Willcocks and Lester 1999c), both in
research and in practice. It increases the quest for (ex posf) evaluation to determine in
retrospect what the contribution of IT has been, but also beforehand (ex ante)

evaluation, to assess if potential IT investments will be able to deliver benefits.

1.1.4 IT evaluation and its usage

A vast majority of IT evaluation literature is devoted to the evaluation of IT
investments, mainly discussing different methods to address the intangible benefits
of the investments using various criteria for evaluation. Wolfsen and Lobry (1998)
give a good overview of some of the techniques and methods developed for this
purpose. Considering over 65 methods for IT evaluation, Renkema and Berghout
(1997b) conclude that the available non-financial evaluation methods are hardly
supported by theory. Furthermore, the methods focus on the evaluation criteria rather

than the evaluation process by which the evaluation takes place.
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Despite the long list of enhanced methods especially geared to evaluating IT,
research (Yan Tam 1992, Willcocks 1996a, Ballantine and Stray 1998, Bacon 1992)
shows that the traditional discounted cash flow appraisal techniques, such as cost
benefit analysis, payback time and return on investment still dominate IT evaluation.
These general methods do not account specifically for IT characteristics. Moreover,
although they are widely used, they are not always trusted (Farbey, Land et al. 1993)
or considered an important factor in decision-making by the organisations that use
them (Ballantine and Stray 1998). This seems to suggest that frequently these
techniques are being used in a more ritualistic manner — for example, as a means to

gain project approval — rather than contributing directly to the evaluation purposes.

Hochstrasser (1994) concludes from his research that only 16 percent of companies
use rigorous methods to evaluate and prioritise their IT investments. Kumar (1990)
shows in his research that only 30 percent of the organisations perform a post-
implementation evaluation on a majority (75 percent or more) of their information

systems.

Despite the huge variety of evaluation methods especially constructed for a large
number of goals, uses and organisational contexts, their actual use falls short of what
one would expect. It is unlikely that this lack is to blame on evaluation methods not
addressing the right characteristics (e.g. technical or economic criteria) for IT
investments. Still, many new evaluation methods are being developed to improve
certain characteristics, displaying minor revisions of already developed — but unused
— methods. Such developments still are justified by a reaction to conventional
investment appraisal methods since “these [traditional] methods simply do not work
in today’s sophisticated technology-led environments” (Irani and Love 2001). Such
arguments however seem to ignore the abundance of more advanced evaluation

methods already available.

More radically, the failure to employ IT evaluation methods as seen in practice can
perhaps be explained by the failure of the methods to consider necessary sociological
elements of evaluation, such as taking into account the value-pluralism of

stakeholders on the subject of evaluation (Guba and Lincoln 1989). Clearly, such an
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interpretive perspective offers a major contribution to traditional evaluation
practices. However, findings from Serafeimidis and Smithson (1995a) support the
hypothesis that the adoption of a method is not automatically solved by applying a
different type of IT evaluation methodology. They found in their introduction of an
interpretive IT evaluation methodology at an insurance organisation in the UK that
the method only achieved a limited level of success and in the end it fell into disuse
(Serafeimidis and Smithson 2000).

1.2 RESEARCH BACKGROUND AND RESEARCH QUESTION

1.2.1 Background of the research

To summarise the above, we notice that organisations attempting to employ IT
evaluation methods do so to improve IT cost / benefit management, a topic high on
the agenda of business managers and executives. There are many studies and
suggestions about what constitutes a successful approach to IT evaluation, but
research shows that in practice few of these approaches are used. The majority of
evaluations is performed using capital investment appraisal techniques, such as cost-
benefit analysis, payback and return on investment. There are many arguments
against using (exclusively) these techniques for IT evaluation, primarily because only
financial aspects of IT are considered which form just a small portion of the real

impact of IT investments.

Organisations are aware of these shortcomings in their evaluation of IT, and they
demonstrate a major interest in this topic, as discussed in section 1.1.1. However,
despite the existence of various approaches to address such shortcomings, recent
studies have shown that in general little has been done by organisations to adopt such
approaches. Studies performed in 1997 (Ballantine and Stray 1998) show the same
results as studies performed in 1992 (Bacon 1992, Yan Tam 1992): organisations still
mainly use (simplistic) financial techniques for IT evaluation. Ballantine and Stray
(1998) surmise that this trend of using financial techniques for IT evaluation is likely
to continue, contrary to their inappropriateness to the task of IT evaluation. They
contend that “more research needs to be undertaken, to ascertain what barriers, if
any, discourage [more sophisticated techniques’] use, so as to avoid potentially

useful techniques being dismissed as inappropriate” (ibid, p. 13).

22



CHAPTER 1

The noticed interest from organisations in better IT cost / benefit management
(reinforced by the great attendance by managers to IT cost / benefit seminars and the
abundance of publications on evaluating IT investments in both business journals and
academic publications — see section 1.1.1) stands in contrast with the lack of use of
evaluation methods that address the shortcomings in their management of IT costs
and benefits. It can therefore be hypothesised that the introduction of advanced IT

evaluation methods does not automatically happen simply by their existence.

1.2.2 Research purpose and question

The purpose of this research is to develop an understanding of the employment
process of IT evaluation methods in organisations. It is hypothesised that
organisational (social and political) changes have to take place for IT evaluation
practices to be employed. The aim of the research is not (in the first place) to
understand the characteristics of a ‘successful’ IT cost / benefit management, an area
of research which already has received considerable attention, but to understand how
the process of employment of IT evaluation methods occurs. Though we do not deny
the importance of developing IT evaluation methods that better support IT cost /
benefit improvement, there is still a considerable gap between having sophisticated
IT evaluation methods and actually employing them. It is argued that this gap needs

to be bridged if difficulties in IT cost / benefit management are to be addressed.

Powell (1999) asserts that there are investment evaluation techniques which have
been successfully employed in other fields of application (such as in engineering,
various social projects and research and development). He argues that IT investments
should be evaluated in a similar rigorous manner, but “getting organisations to apply
and stick with techniques, rather than their existence, may be the more critical issue”
(ibid, p. 163). To understand how organisations ‘apply and stick’ with such
techniques is the central aim of this research. It can be viewed as building on the
topic of changes introduced by an IT evaluation practice, and to deepen the
understanding of its employment. Thus, the topic is organisational change and

understanding the dynamics involved in employing IT evaluation methods.
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The research question is: “Why do organisations generally seem to be unsuccessful
in employing IT evaluation methods that help them in clarifying costs and benefits of
IT, even when they express the need for more insight into the costs and benefits of
IT?”

Some words on the clarification regarding the use of “costs and benefits”,
“unsuccessful” and “employing” in the research question. Firstly, costs and benefits
do not necessarily have to denote quantifiable financial terms, but can also
incorporate (negative and positive) qualitative aspects. Secondly, the difference
between success and failure can be classified by intent or result (based on Nagel
1990). In terms of intent, the employment process is successful if it achieves its
intended goals and a failure if it does not. In terms of result, the employment is
successful if its resulting benefits minus its costs are maximised or at least positive,
regardless of whether the benefits or costs were intended. Both intent and result can
be determined quantitatively by measurement or qualitatively by assessing the

desirability of the results.

Note however that this understanding of the success or failure of an employment
process is very much dependent on the individual that assesses the success of the
employment. Different people will have different interpretations regarding the
success or failure of a certain case, an opinion which also may differ over time
(Wilson and Howcroft 2002). Karellis, Lycett et al. (1998) argue that there can be
no single account of success, but only different perceptions influenced by context.
The importance of their proposed interpretive approach to assess the success of an
information system, they argue, is not in the final result but in the process itself,
which allows intelligent consideration as to why aspects of an outcome (in their case:
the information system, in our case: the employed evaluation method) may or may
not be perceived as a success. This process induces awareness to change and might
stimulate corrective action. Moreover, in most cases the employment of evaluation
methods will only be partial ‘successes’ or ‘failures’ (Mitev 2000). When
considering the success or failure of employing evaluation methods, we distinguish
between failure to employ (in the sense of the method not being employed) and

failure to deliver the expected effects of the method (unsatisfactory effects of the
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method). In this thesis, we will address both meanings and see that both are very

much interlinked.

Thirdly, notice that we use the term ‘employment’ rather than (arguably the more
obvious) term ‘adoption’. The reason for this is that adoption has strong connotations
associated with the diffusion and adoption theory by Rogers (1995). Although this
theory is part of our research, we would like to refrain from connecting ourselves
beforehand too strongly to this theory, since we will also employ actor-network
theory, which has a different vocabulary. In this thesis, employment means the

‘initial uptake and continuous use’ of an IT evaluation method by an organisation.

1.3 STRUCTURE OF THE THESIS

This thesis is organised into 8 chapters. Chapter 2 explores our research
methodology. It discusses a number of research paradigms and theoretical streams
influential in IS research. Adhering to a constructivist position, the thesis describes

an interpretive approach to this research and details the selection of a case study.

Chapter 3 presents an overview of the literature on evaluation, in particular IT
evaluation and findings regarding its employment. Moreover, it highlights important
views on the phenomenon of organisations. This gives a broad perspective on the

topics of concern for this study.

Building on the previous chapters, Chapter 4 is devoted to describing the theoretical
frameworks that guide the analysis of the research. Two distinct theoretical
approaches that help to understand the employment process of IT evaluation methods
are discussed: diffusion theory and actor-network theory. Their contributions and

limitations are presented.

Chapter 5 contains the empirical data central to this research. It starts by showing the
organisational context of the case. This is followed by a description of the case
organisation. The heart of the chapter is devoted to describing the events regarding

the employment of an IT evaluation method at the selected organisation.
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The findings from the case study are analysed in Chapter 6. Firstly, the case is
analysed by using the diffusion theory, which though insightful cannot fully explain
some of the elements in the case study in the case study. An actor-network theory
discussion is then presented, giving a better understanding of the events at the case

study.

Chapter 7 addresses specifically the research question and its inherent paradox.
Building on the case study from Chapter 5 and the analysis of Chapter 6, it relates the

findings to a new understanding of evaluation and its employment process.
Lastly, Chapter 8 concludes the thesis. After giving an overview of the complete

research process, the contributions of the research are presented. A discussion of its

limitations and implications for further research conclude the thesis.
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Chapter 2: Research Methodology and Case Selection

2.1 INTRODUCTION

This chapter discusses the choice of research methodology. All research is based on
some underlying assumptions or beliefs about what constitutes ‘valid’ research, what
the ‘underlying nature of phenomena’ are and which research methods are
appropriate (i.e. generate valid evidence). In order to conduct (or evaluate) research,
it is important to be aware of these often hidden and implicit assumptions.
Researchers therefore should be explicit about the philosophical assumptions
underlying their research (Orlikowski and Baroudi 1991). This chapter presents a
number of dominant research paradigms in IS research and subsequently explains the
philosophical assumptions which are adhered to throughout this thesis. These
paradigms will reappear throughout this thesis, showing themselves to be influential
in both the field of research (e.g. visible in Chapters 3 en 4) and in daily life (e.g.
visible in the case study described in Chapter 5 and analysed in Chapter 6).

Acknowledging the social character of the research and the phenomenon under
study, this chapter further elaborates on various beliefs about the social versus the
technical. Based on the philosophical foundations, we believe an interpretive
approach is appropriate for our research and a case study strategy appropriate as
research method. We describe how we conduct our research and how we have
selected our case study. Finally, we discuss the background of the researcher,
hopefully giving the reader more insight into the way this research has been

conducted and ultimately lead to the results presented here.

2.2 RESEARCH PARADIGMS AND THEORETICAL APPROACHES

2.2.1 Introduction

In this section we discuss three sets of assumptions: the conventional, constructivist

and critical paradigms. We start out by contrasting the first two. The selection of
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these particular paradigms is based on their contrasting views and their influence on

different streams of research, especially IS research.

We use the conventional, constructivist and critical paradigms only to the extent that
it allows us to position our research. Specifically, the first two paradigms are a means
of contrasting two diverging research approaches while the last, the critical
paradigm, is more adjacent to a constructivist paradigm but holds some perspectives

that are beneficial to this thesis.

2.2.2 Philosophical assumptions

Philosophers ask themselves the following three types of questions when trying to

understand how we come to know what we know (Guba and Lincoln 1989, p. 83):

1. The ontological question: What is there that can be known? What is the nature of
reality? What is truth?

2. The epistemological question: What is the relationship between the knower and
the known (or the knowable)? What kind of knowledge can be obtained and what
are the limits of knowledge?

3. The methodological question: What are the ways of finding out knowledge? How
can we go about finding out things?

Ontology is concerned with the beliefs about physical and social reality, existence or
being. Ontological beliefs have to do with the essence of phenomena under
investigation, beliefs about Auman rationality and beliefs about social relations
(Orlikowski and Baroudi 1991). Are the empirical world and its phenomena assumed
to be objective and therefore independent of humans, or inherently subjective and
hence existing only through the actions of humans in creating and recreating it? What
intentions are ascribed to the humans studied? For example, in the discipline of
economics humans are believed to act out of utility-maximising under limited access
to information. How do people socially interact in organisations, groups and society?
Social interactions may be viewed as inherently stable or orderly, or by contrast,

primarily dynamic and conflictive.

Epistemology is concerned with the beliefs about the origin, nature and limits of

human knowledge. Which criteria need to be met to construct or evaluate
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knowledge? Common epistemological stances are a positivist world view, an
interpretive perspective and a critical view. A positivist research perspective, which
regards scientific knowledge as consisting of regularities, causal laws and
explanations of an objective world (Ivari 1991), is dominant in Western science and
in life in general, including in information systems research (Lyytinen and Klein
1985; Orlikowski and Baroudi 1991). Generally speaking, research is classified as
positivist if there is evidence of formal propositions, quantifiable measures of
variables, hypothesis testing and the drawing of inferences about a phenomenon from
a representative sample to a stated population (Orlikowski and Baroudi 1991).
Positivistic research has been critiqued to be inadequate and inappropriate in
explaining the human, group, organisational and societal matters which surround
information systems (Lee and Liebenau 1997; Susman and Evered 1978). Moreover,
the search for universal laws is viewed to disregard historical and contextual

conditions as potentially triggering events or influencing human action.

Interpretive and critical perspectives emphasise human interpretation and
understanding as constituents in scientific knowledge (Ivari 1991). Knowledge is
thus not obtained by employing natural and causal laws but through social discourse.
These perspectives accuse the positivist world view of ignoring the fact that people
think and act, and that people are active makers of their physical and social reality
(Orlikowski and Baroudi 1991). Whereas in positivist social science, ‘prejudice5 or
pre-judgement is seen as a source of bias and therefore a hindrance to true
knowledge, interpretive and critical perspectives argue that knowledge and human
interests are interwoven, and the researcher, being human, cannot be claimed value-
free or unbiased (Klein and Meyers 1999). A critical view, considered from an
interpretive view, stresses the importance of being aware of how common
understandings and interpretations are taken for granted. It promotes having a
conscious awareness about what interests assumptions that are taken for granted
serve. Ultimately, its goal is an emancipatory one, to release people from intellectual
and social domination (Lyytinen and Klein 1985). This entails, for example,
critically testing the validity and soundness of arguments in the creation of
knowledge (Lyytinen and Klein 1985).
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Methodology is concerned with the research methods, approaches and techniques
appropriate for gathering valid empirical evidence. It deals with the systems, rules
and conduct of inquiry (Guba and Lincoln 1989). Research approaches commonly
used in information systems research include laboratory experiments, field
experiments, surveys various types of case studies, action research and simulations
(Galliers 1991a).

There is no one choice with regard to these ontological, epistemological and
methodological issues. The set of choices people make is the basic belief system or
paradigm which is defined as “the most fundamental set of assumptions adopted by a
professional community which allow them to share similar perceptions and engage in
commonly practices” (Hirschheim and Klein 1989, p. 1201). By being explicit about
the underlying assumptions of an employed paradigm, the researcher can become
more aware of the assumptions and beliefs he or she brings to bear in his research.
Each paradigm, while it helps to generate understanding, still has its own strengths
and weaknesses. Applying different paradigms can also bring new and creative
solutions and insights (Hirschheim and Klein 1989; Robey 1996; Benbasat and
Weber 1996). Three diverging paradigms commonly adhered to in IS research are:
the positivistic (or conventional), constructivist (or interpretive) and critical

paradigm. These will be discussed below.

2.2.3 The conventional and constructivist paradigm

Guba and Lincoln (1989) argue that for many centuries the conventional (or
positivistic, scientiﬁc3) paradigm has been the one to prevail. In contrast, there is the

less widely accepted constructivist (or interpretive®) paradigm. Both are contrasted

3 Other paradigms compatible with the conventional paradigm include the scientific and positivistic
paradigms. In addition, links with respect to its objectivist nature can be made to the rationalist,
functionalist, instrumentalist, structuralist and realist paradigms (Burrell and Morgan 1979). They all
presume that positivistic assumptions are appropriate for sociology (Giddens 1979), though they differ
in other respects (e.g. a researcher in the positivistic paradigm can epistemologically be seen to
intervene in experiments, rather than be a completely exterior observer. However these paradigms
share the notation that a researcher is more or less detached from the phenomenon under study, and
has the ability to look from a (symbolic) distance what is going on - e.g. after the researcher has
intervened. Functionalism holds the particular view that social phenomena can be explained by
showing their function in the constitution and maintenance of social order (Scherer 2003). etc.).

4 Other paradigms compatible with the constructivist paradigm include the interpretive and
hermeneutic paradigms (Guba and Lincoln 1989, p. 39). Links to other paradigms with respect to the
subjectivist nature of this paradigm include the postmodern, nominalist, neohumanism, social
constructivist, social shaping and critical paradigms (Burrell and Morgan 1979; Knights and Murray
1994). Though these paradigms share a common (non-realist) ontology, they differ in other respects
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by the three types of questions (ontological, epistemological and methodological) in
Table 2.1. Notice that when the ontological posture is assumed, constraints are
placed on the way in which epistemological questions can be answered’. For
example, under the ontological assumption that an objective world exists, it is
appropriate that the researcher assumes an objective distance from the phenomenon
under study (i.e. with no or only very limited and controlled interaction), as to limit
biases and prejudices. By contrast, under the assumption that reality consists of a
series of mental constructions, the researcher is required to interact with the
phenomenon and its context. So too, the answers to the methodological questions are
dependent on both the ontological and epistemological assumptions. Some research
approaches are more appropriate for certain assumptions than others (e.g. Galliers
1991a makes the distinction between scientific and interpretivist research

approaches).

(e.g. an interpretive researcher is not always methodologically interested in coming to a joint
construction of the case, but can also settle for multiple constructions from various perspectives.
Moreover, there may be stronger and weaker versions of constructivism, for example, with regard to
the multiplicity of reality. Interpretivism may acknowledge that a phenomenon may have different
interpretations, whereas strong constructivism is inclined to argue that all phenomena have as many
interpretations as there are interpreters — each having his/her own construction. Postmodernism
stresses the concept of local truths defined by language games, rejecting any strive for unity and
consensus. etc.). To acknowledge differences in similar paradigms (e.g. stronger and weaker versions
of the same paradigm) falls within the constructivist’s belief of dissimilarities in social constructs —
paradigms are after all also social constructs. Thus, paradigms are not fixed, stable bodies of
knowledge that can be drawn on unquestionably by researchers, since the (shared) construct
frequently is revised — as can be seen historically, for example, by the positivistic paradigm that was
shaped by different schools of researchers (Giddens 1979, p. 257) and, for instance, demonstrated by
the different schools of functionalism (Scherer 2003). For a more in-depth and interesting discussion
of differences between various paradigms, see Scherer 2003.

5 Thus, when Walsham states that “interpretivism is [...] an epistemological position, concerned with
approaches to the understanding of reality and asserting that all such knowledge is necessarily a social
construction and thus subjective” (Walsham 1993, p. 5), it can equally be argued that interpretivism
holds an ontological position (compatible to a relativist ontology). Ontologically it assumes that the
social world is not ‘given’, but is produced and reproduced by humans through their action and
interaction (Orlikowski and Baroudi 1991).
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CONVENTIONAL CONSTRUCTIVIST
Ontology A realist ontology asserts that there | A relativist ontology asserts that there
exists a single reality that is exist multiple socially constructed

independent of any observer’s interest | realities ungoverned by laws, causal or
in it and which operates according to | otherwise. “Truth” is defined as the best
immutable natural laws, many of informed (amount and quality of

which take cause-effect form, Truth is | information) and most sophisticated
defined as that set of statements that | (power with which the information is

is isomorphic to reality. understood and used) construction on
which there is consensus (although there
may be several constructions extant that
simultaneously meet that criterion).

Epistemology A dualist objectivist epistemology A monistic subjectivist epistemology
asserts that it is possible (indeed, asserts that an inquirer and the inquired-
mandatory) for an observer to into are interlocked in such a way that the

exteriorise the phenomenon studied, | findings of an investigation are the literal
remaining detached and distant from | creation of the inquiry process. Note that
it (a state often called “subject-object | this posture effectively destroys the
dualism”) and excluding any value classical ontological-epistemological

consideration from influencing it. distinction.
Methodology An interventionist methodology strips | A hermeneutic methodology involves a
context of its contaminating continuing dialectic of iteration, analysis,

(confounding) influences (variables) | critique, reiteration, reanalysis and so on,
so that the inquiry can converge on leading to the emergence of a joint

truth and explain nature as it really is | (among all the inquirers and respondents,
and really works, leading to the or among etic and emic views®)
capability to predict and to control. construction of a case.

Table 2.1 The contrasting conventional and constructivist belief systems, copied

from Guba and Lincoln (1989, p. 84, original emphasis)

The assumptions of both paradigms relate to different beliefs about the relationship
between knowledge and the empirical world (Orlikowski and Baroudi 1991). That is,

what researchers believe they are able to accomplish with their research work.

The ontological assumption characteristic of the conventional belief system is that
there is a reality, in which things go on determined by certain laws, the root belief of
which is 'called determinism. The existence of such driving laws leads the prime
directive of research (or science) in this belief, namely to predict and to control
(Guba and Lincoln 1989). Control requires phenomena be made to act in desired
ways. For researchers and scientists adhering to the conventional paradigm, research
is about discovering causal laws; general laws and antecedent conditions that cause a

phenomenon to occur. Its basis for explanation is founded on a deductive-

® Etic research implies that the researcher adopts a more exogenic approach to the field, avoiding close
involvement with participants and trying to stay clear of presenting all but objective assessments of
the situation. An emic research holds a more endogenic perspective and stresses the reality as
understood by the participants within (Prasad 1997).
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nomological model (Scherer 2003), where deduction from universal laws brings
certainty about the occurrence of a phenomenon. Realising that not all explanations
of empirical events make use of deterministic laws, the conventional paradigm also
makes use of statistical laws (inductive and deductive-statistical models of
explanation). Prediction can be accomplished by relying on statistical-correlational
bases, where the probability of antecedents or likeliness of the application of general

laws to a phenomenon are taken into account.

By contrast, the constructivist belief is that there are multiple constructions of reality
and its phenomena, devised by individuals as they attempt to make sense of their
experiences. Entities in the world do not inherently have or give meaning on their
own, but their meaning is ascribed by processes of interpretation. Social realities are
not given as “hard facts”, but rather have to be constructed and interpreted by the
members of a social community (Scherer 2003). Such constructions usually are
shared. This does not make them more real, but simply more commonly assented to
(Guba and Lincoln 1989) that is, more commonly accepted. Shared meanings are
thus a form of intersubjectivity rather than objectivity (Walsham 1993). These
constructions might include some law-like attributions, but these are not natural laws
that have been ‘discovered’. Rather, it just might be useful for a variety of purposes
to think sometimes in law-like terms. For example, it may be convenient to imagine
that one can cause the lights to go on by flipping the switch, but that is not equivalent
to arguing “that ‘the cause of the light going on is the switch being flipped’, as
though that statement asserted something fundamental about nature. If there is no
objective reality then there are no natural laws, and cause-effect attributions are
simply that — mental imputations* (Guba and Lincoln 1989, p. 86). Rather than
stating (conventionally) that every observed action (effect) has a cause and every
cause has an effect, the constructivist assumption is that any observed action is the
resolution of a large number of mutual, simultaneous shapers, each of which is
constantly shaping and being shaped by all other shapers. There are no simple linear
cause and effects. The purpose of research in this constructivist belief is aimed at
producing (local) understanding (Klein and Meyers 1999) and making sense of the
phenomenon under study. This entails the understanding of the studied phenomenon
in its context, and the process whereby the phenomenon influences and is influenced
by its context (Walsham 1993). Interpretive studies have the intent to understand the

33



CHAPTER 2

deeper structure of a phenomenon, which it is believed can then be used to inform
other settings (Orlikowski and Baroudi 1991). They are not intended to ‘falsify’
theories, but to develop theories as ‘sensitising devices’ to view the world in a certain
way (Klein and Meyers 1999).

2.2.4 The critical paradigm

In comparing and contrasting paradigms, Burrell and Morgan (1979) note that not
only can paradigms be classified along a ‘objectivist-subjectivist’ dimension, as was
done above, but also by an ‘order-conflict’ dimension’. The ‘order’ or unitary view
emphasises a social world characterised by unity, order, stability, integration,
consensus and functional coordination. Social groups and organisations are viewed
as being united under an umbrella of common goals and striving toward their
achievement (Morgan 1986). It regards conflict as a rare and transient phenomenon,
which can be removed through appropriate (managerial) action. By contrast, the
‘conflict’ or pluralist view stresses change, conflict, disintegration and coercion. The
pluralist view emphasises the diversity of individual and group interests. Formal
goals are just of passing interest to the social group and to organisations. It regards
conflict as inherent and enduring and stresses the potentially positive or functional

aspects of it.

The conventional paradigm is located on the unitary side of this spectrum. A
paradigm that is typically located on the pluralist side is the critical paradigm.
Ontologically speaking, it is compatible with the constructivist paradigm in that it
adheres to the same premise that social reality is historically and socially constituted
in human action and interaction. However, social reality is also understood to possess
some global structural properties which tend to dominate human experience
(Orlikowski and Baroudi 1991). Proponents of the critical paradigm assume that
people can consciously act to change their social and economic conditions, but does

however also recognise that human ability to improve their conditions is constrained

7 Other researchers that have provided similar frameworks for classifying these paradigms also use the
‘order-conflict’ dimension. For example, Knights and Murray (1994) use this dimension, while on
another dimension contrast the global and the local level of research. The global focuses on the
systemic and structural factors (whether for example changes come from technological innovation or
class and gender interests) and the /oca/ on the complexities and specificities of given cases.
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by various forms of social, cultural and political domination as well as natural laws

and resource limitations (Klein and Meyers 1999).

Moreover, the critical paradigm stresses the pluralist view in terms of social relations
which are seen to be inherently conflicting. Whereas the constructivist view deals
with questions about the subjective meanings actors are creating and adheres to a
status quo of the social order, the critical view makes an attempt to uncover and deal
with social conflicts and the distribution of power (Scherer 2003). The contradictions
inherent in existing social forms lead to inequalities and conflicts, from which new
social forms emerge (Orlikowski and Baroudi 1991). An important objective of
critical research is “to create awareness and understanding of the various forms of
social domination, so that people can act to eliminate them” (ibid, p. 19). By
promoting emancipation, the critical paradigm purports that people can enhance the
opportunities for realising human potential (Alvesson and Willmott 1992a).

Epistemologically, critical researchers argue that interpretation of the social world is
needed, but not sufficient. In addition, the material conditions of domination need to
be understood and critiqued. This leads methodologically to interpretive research
methods that go beyond the self-understanding of participants and include critical
analyses by means of particular theoretical frameworks. There are, however, no
commonly agreed upon and accepted theories or explanations in this respect yet
(Orlikowski and Baroudi 1991). In fact, empirical analytical methods normally
associated with the conventional paradigm can be considered completely legitimate
both in the study of natural and mathematical science as in the social sciences
(Lyytinen and Klein 1985). The point is always to be critical about the methods
employed and the suitability to the goals. The critical paradigm, on the other hand,
tries to break open the exclusive validity of traditional scientific methods in order to
include the hermeneutic methods as well. No matter which methods are chosen, the
researcher should always be aware of their limitations and the validity as it relates to

the research goals.

2.2.5 Theoretical approaches: the social and the technical

By acknowledging that the topic of our research has both social as well as technical

aspects, we believe it is crucial to discuss the relationship (and dichotomy) between

35



CHAPTER 2

the social and the technical in order to pinpoint our research approach. Different
positions lead to different theoretical strands, a common occurrence in IS research. In
this section we will discuss some of these relationships to better establish our

research methodology.

Seen as two extreme forms, there are theories favouring technological determinism
on the one hand and theories favouring social determinism on the other. In the former
view, information systems are regarded primarily as technical systems with social
consequences. Problems regarding IT are technically complex and can be solved by
using sophisticated technical solutions (tools, methods, models and principles). In the
latter view, information systems are believed to be social systems that are technically
implemented. They serve as the agent for significant social interactions, which
implies their connection to human communication through the medium of language
(Hirschheim, Klein et al. 1995). IT thus is seen by its nature to be a social
construction, since its existence depends on social institutions like language, the
legitimacy and control of power, social influences and other norms of behaviour. In
fact, it can be claimed from this perspective that all technological solutions are social
solutions. Moreover, the design and management problems of IS are regarded as
dealing primarily with social complexity and only secondarily with technological
complexity. Yet, the mainstream literature continues to deal with information

systems as a one-dimensional technological issue (ibid, p. 2).

This perspective on information systems brings to bear certain assumptions about
what is social and what is technical. Different beliefs or theories on this include
technological determinism, social shaping and social determinism, socio-technical
theories and the social construction of technology. Relying on the views of Knights
and Murray (1994), these theories, their underlying assumptions and the degree to

which they relate to the above-mentioned paradigms will be discussed below.

Technological determinism

The primary concern of theories about organisational change based on technological
determinism is to measure the correlation between organisational performance and
organisational structure with regard to different production technologies. Such

theories assume that the type of production technology largely determines
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management performance, organisational structure and organisational behaviour,
more so than (universal) administrative structures, interpersonal behaviour and
leadership styles. For example, studies based on such theories demonstrate that the
type of technology used largely determined the levels of conflict (Sayles 1958) and

feelings of job dissatisfaction (Blauner 1964) in organisations.

Innovation theories based on technological determinism argue that technologies
develop within paradigms and logic that reside within these technologies. The
primary drive for technological progress and diffusion is considered technology,
relatively independent of economic and social conditions (Nelson and Winter 1977).
Ignoring the latter has been criticised as a major flaw in this aspect of determinism.
Its tendency to neglect environmental and socio-political contexts has been widely
criticised. For instance, the ten-fold increase in computer calculation speeds every
five years is not inherently linked to some technological trajectory or natural law
(often denoted as Moore’s law, based on the paper by Moore 1965), but rather a self-
fulfilling prophecy due to computer developers’ beliefs in the necessity for achieving

competitive advantage (MacKenzie 1990).

Despite criticisms, Knights and Murray (1994) argue that technological determinism
still has a firm place in research, though often only implicitly. IT is attributed an
inherent progressive role based on the supposedly innate qualities of the technology.
For example, IT has been accorded with forces that automatically make enterprises
more effective, flexible and adaptable; that make them less hierarchical and more
democratic; that increase their learning capabilities and their productivity as well.
Technological determinism seems naive in ascribing such an autonomous and
independent role of “neutral” change agent to IT. As such, it has been criticised for
ignoring the issues of power and politics in organisational change. Technological

determinism typically adheres to a conventional paradigm.

Social shaping and social determinism

A reaction to the strong influence of technological determinism in technology studies
is the social-shaping model. It stresses the human element within the technology
itself. Physical objects constituting technology are meaningless outside of human

activity and the knowledge associated with them. Technology and its development
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are not seen as neutral and are therefore political to some extent. Far from shaping
society, technology itself is shaped by the interests of powerful groups (e.g. scientific
communities) or classes (e.g. capitalism), at least according to the proponents of the
social-shaping model. The global context of broader cultural and socio-economic
practices in society is considered paramount in mobilising support for particular
technological decisions and strategies. For example, Carpenter and Feroz (2001)
argue that in the context of American state governments all resistance to generally
accepted accounting principles will ultimately fail. Not due the merits of the
accounting techniques, but because of the potency of the institutional social pressures
that result from the well-organised professional accounting in the governmental
institutional field. On the far end, we find social determinism, which suggest all
technological change is guided by an omnipotent and unseen hand that serves the
capitalist or other interests. Technologies are perceived to be reified social relations.
Through the medium of technological artefacts, domination and exclusion hide
themselves under the guise of natural and objective forces (Latour 1999b). These

theories are supported by a critical paradigm (see section 2.2.4).

Social shaping has been criticised for its narrow focus on political and social
interests. As a result of its restricted scope focusing on social interests, it neglects the
broader contextual issues that may be more unintended and often contradictory to
particular interests. Social and technical relations often occur not as the direct
outcome of the interests of individuals or groups, but as their unintended
consequences. Moreover, the explanatory status of focusing on interests can be
questioned since such interests are not autonomous forces that created themselves,

but are often already an outcome of the exercise of power and other interests.

Socio-technical approaches

Taking a somewhat middle position between the theories of technological and social
determinism are the theories that seek a different conception of the relationship
between these two determinisms. The socio-technical perspective perceives the
positive effects of technology as depending on both social factors and the technical
qualities of the technology itself. Acknowledging the importance of variations in the
organisational contexts of IT applications has led, for example, to the advocacy of

user involvement in systems design.
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Within IS research, a socio-technical approach is an attempt to understand the notion
of ‘information systems’ not only as technology, but to include the idea of social
practices as well. In the 1980°s, a socio-technical approach was visible in the practice
of systems development. It can be seen in the work of Markus and Robey (1988)
who suggest an interactive approach when discussing the causal structure used in
explaining IT-related change. Such an interactive approach posits that the way we
use IT is a function of the interaction between both human choice and technological
(and contextual) characteristics. Mumford and Hensall (1979) propose a participative
approach in the design of information systems. Davis, Bagozzi et al. (1989) discuss a
technology-acceptance model to predict how users will respond to computer systems.
This model aims to help in altering the nature of the systems and the implementation
processes to improve user acceptance. Agarwal and Prasad (1998) propose a socio-
technical approach to systems design to make systems compatible with preferred

workflows and behaviour patterns.

The socio-technical approaches share a common view of the social issues related to
technology in that they hold on to a ‘rational’ technical perspective, which is limited
in understanding the social. In such, these approaches have been called ‘socially
naive’ (Avgerou 2002, p. 54). Though these approaches acknowledge both a social
and technical side to information systems, they are treated independently and viewed

from a similar (realist) paradigm.

Another limitation of the socio-technical approach is its lack of regard for
organisational politics. It grants technologists the role of a ‘neutral’ change agent in
organisational change and system development, thereby overlooking the fact that
there may not be a neutral position in terms of desired goals or a shared notion on
what constitutes a successful system. It favours a very rational view of technological
and organisational change in that it neglects the various interpretations of what
technology does and whether or not it is beneficial. Politics, unless they can be

mobilised in favour of managerial goals, are considered disruptive.

More sophisticated forms of socio-technical approaches broaden their scope to

include context and politics. However, they still demonstrate a limited (technology-
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led) paradigm, compatible with a conventional one. Rather than a “matter of [...]
‘needing to understand the organisational context, the stakeholders and the politics
involved’ (Meyers, Lee et al. 2000), which is ontologically realist, [socio-technical
approaches should aim to] understand how a phenomenon is collectively constructed

as real, which is ontologically constructivist (Mitev forthcoming).

Social construction of technology

The approach of the social construction of technology challenges the boundary
between the technical and the social. Denying all a priori distinction between what is
social and what is technical, it argues that the world can be perceived to exist out of
heterogeneous networks (Law 1992) made up of human and non-human actors. The
social construction of technology denies giving a dominant role to either the
technical (e.g. in technological determinism) or the social (e.g. in social shaping and
determinism). Instead of understanding technology as black-box with innate
qualities, social constructionists seek to understand why particular technologies
emerge and how they are adapted (Bijker, Hughes et al. 1987). They argue that the
success or failure of technological innovations is not just a matter of technological
attributes but dependent on the interpretative action from people in their social

context. Moreover, technologies continue to be (re)shaped during their use.

Critiquing social shaping and social determinism, Latour (1999b, p.198, original
italics) argues: “Society is constructed, but not socially constructed. Humans, for
million of years, have extended their social relations to other actants with which and
with whom they have swapped many properties and formed collectives.” He argues
for more consideration of the influence of (technical) nonhumans in human action,
since “humans are no longer by themselves” (ibid, p. 190). Technical artefacts,

constructed in other times and other places, influence our current actions.

However, “in artefacts and technologies we do not find the efficiency and
stubbornness of matter” (ibid, p.190, my italics), rather in the delegation to these
nonhumans it is that “an action, long past, of an actor, long disappeared, is still active
here, today” (ibid, p. 189). Of course matter has properties of its own (think of the
inherent physical properties of concrete in speed bumps, as seen in the example

below), but that does not “imprint chains of cause and effect onto malleable humans”
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(ibid, p.190). Rather, “society and matter exchange properties“ (ibid, p. 190), but not
deterministically. Some of the characteristics of nonhumans become human, and
some of the characteristics of humans become nonhuman. Resulting action is hot a
property of either the technical or the social, but rather of their association — a
‘property’ of the associated entities (in an actor network — which will be discussed

further in section 4.3).

Latour gives the example of two conflicting expressions: “Guns kill people” versus
“Guns do not kill people, but people kill people”. He argues it is neither the sole
properties of the gun, nor inherent bad qualities in the personalities of people that
account for the action of killing; rather it is the association of the gun and the person
which together (in a composite actor gun-person) are equally responsible for such
action. Another example shows that social actions or intentions can be delegated to
technical artefacts. Speed bumps slow down the speed of cars: concrete has been
delegated a program of action, that of policemen®. The speed bump translates the
driver’s goal from ‘slow down so as not to endanger pedestrians’ to ‘slow down and
protect my car’s suspension’. The action of slowing down the car no longer requires
a policeman to be present. Similarly, such delegated actions (from long ago and
disappeared actors) can be argued to be present in all non-humans around us. Latour
states: “I live in the midst of technical delegates; I am folded into nonhumans” (ibid,
p. 189).

Thus, the ontological belief is that reality is neither technologically determined nor
socially constructed (i.e. a shared construction formed by social groups), but a
collective of humans and nonhumans: a heterogeneous network of human and non-

human actors.

2.2.6 Conclusion on paradigms and theoretical approaches

In our discussion, we have highlighted three paradigms influential in academic
research, namely, the conventional, the constructivist and the critical paradigms. We
acknowledge that such models have an impact on the way research is conducted and
the results it finally yields. It is therefore important to be explicit about which models

are central to this thesis.

41



CHAPTER 2

In briefly discussing the different paradigms and theories about what is social and
technical and by contrasting them and displaying them as extremes we have gained a
means to position our research and its underlying assumptions. We assume that this
provides sufficient information to aid in understanding the background of this
research, given that we do not intend to apply mechanically one specific paradigm or

ignore completely the notions of other paradigms.

Though we do not regard the conventional paradigm illegitimate for research, we do
contend that it is not appropriate to our goal of developing an understanding of the
(social) dynamics involved in the employment of evaluation methods. In this sense,
we agree with Scherer (2003) that a researcher should not just follow one of the
different modes of explanation (be it conventional, constructivist, or other) which
might provide different but equally valuable insights, but rather should deliberately
pick a paradigm that coincides with his or her research interest; one that is more
appropriate to the research goals. For this reason, a constructivist interpretive
approach that allows interpretation, analysis and understanding of the phenomenon
of IT evaluation employment is adhered to in this research. The analysis part of our
research does touch upon ideas related to the critical paradigm, specifically when we
uncover taken-for-granted assumptions related to IT evaluation and its methods.
However, it is not our aim to explore in-depth where these assumptions stem from or
what interests they may serve, but merely to raise awareness that such commonsense
assumptions do exist and may be critiqued. We do, however, adhere to notions of a
pluralist view, acknowledging differences in the interests of social actors and

possible conflicts.

With respect to the social versus the technical debate, we acknowledge that both are
influential in the use and employment of IT evaluation methods. Adhering to neither
one of the extremes of determinism, we adopt a more central position. As we shall
see in Chapter 4, we employ the diffusion theory on the one hand, which can be

regarded a socio-technical approach’, and the actor-network theory on the other

¥ In French, speed bumps are actually called ‘sleeping policemen’.

® In its origin, the diffusion theory can be regarded as a theory applying a technologically
deterministic stance, focusing primarily on the technical qualities of an innovation. In later versions,
this theory encompasses more social aspects from an instrumental point of view.
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hand, to which the social construction of technology is central. As will become clear
in the subsequent chapters, our preference will go to the latter, which is more

compatible to the constructivist paradigm that is central to this thesis.

This section has laid the foundations of our research and leads us to an approach that
is considered appropriate for research: the interpretive research approach and the

case study as a research method.

2.3 RESEARCH APPROACH, METHOD AND CASE SELECTION

2.3.1 Introduction

Building on the foundations of the previous section, this section describes what an
interpretive research approach means to IS research. Furthermore, it elaborates on the
case study research as the research method we choose to provide valid data for our
analysis. Details are provided about which case is selected for study and how data are
gathered and analysed.

2.3.2 Interpretive research in information systems

Recent IS research is inclined more and more towards interpretive research
(Walsham 1993). It is based on the constructivist paradigm that social theory should
not be based solely on empirical observations stemming from general laws, but to
understand the social, one should understand the reasons for the action of an actor.
Interpretive research is considered more holistic (as opposed to reductionistic) by
acknowledging that there can be multiple interpretations of the same phenomenon.
Interpretive studies reject the possibility of an ‘objective’ account of events, opting
instead for a relativistic understanding of the phenomenon being studied (Orlikowski
and Baroudi 1991). To understand and be able to theorise about a phenomenon, the
interpretive research needs to get ‘inside’ the phenomenon; not observe it from a
distance. Valid knowledge is gained through an understanding of the different

interpretations and meanings people ascribe to their actions.

Though generalisation in a law-like cause-effect manner is not considered
appropriate, interpretative research can be used to inform other situations or

construct theories. Thus, Walsham argues that interpretive research can be
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generalised in four ways: either by the development of concepts (which can become
part of a theory), generation of theory, drawing specific implications in a particular

domain of action or contributing to the richness of insight (Walsham 1995).

Within the IS discipline, a number of interpretive approaches have been employed in
IS research such as phenomenology (Boland 1985), soft systems methodology
(Checkland 1981) and ethnography (Orlikowski 1989; Prasad 1997).

Though the interpretive approach has been criticised for lacking rigour, precision and
credibility, these criticisms have not taken into account that interpretive research is
based on a constructivist paradigm and erroneously judge interpretive research on the
criteria of conventional paradigm. Such criticisms include interpretive research as
being unable statistically to generalise, to falsify hypotheses and to exclude biases
from the researcher. From a constructivist paradigm these are not considered valid
critiques. A response to them is given in the discussion of the case study approach in

the next section.

Relevant critiques come from Orlikowski and Baroudi (1991, p.18), who show four
strands of criticisms with regard to interpretive research. First of all, interpretive
research does not examine the (often external) conditions that give rise to certain
meanings and interpretations. Secondly, it fails to explain unintended consequences
of action (Giddens 1979), since they cannot be understood by referring to the
intentions of humans concerned. Thirdly, it does not address the structural conflicts
within society. In other words, the interpretive perspective cannot account for
situations where actors’ accounts of action and intentions are inconsistent with their
actual behaviour. Individuals are not always in a position to give a full account of
their actions or intentions. More often, all they can offer are anecdotes of what they
did and the reasons for their actions (Giddens 1984). And lastly, interpretive research
does not explain how a particular social order historically came to be what it is and

how it is likely to vary over time.

These criticisms are (partly) addressed by employing an interpretive approach that
stems from the social construction of technology, namely the actor-network theory.

This approach, and its own criticisms, is discussed in Chapter 4.
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2.3.3 Case study strategy

A number of alternative approaches to IS research include laboratory experiments,
field experiments, surveys, case studies, phenomenological studies, longitudinal
studies and action research (Galliers 1985). According to Walsham (1993) case
studies are perhaps the most appropriate strategy for conducting empirical research
from an interpretive stance. It has been an accepted method for research in
information systems for some time (Benbasat, Goldstein et al. 1987). Case studies
are defined as an empirical enquiry that investigates a contemporary issue or event
within its real-life context, especially where the boundary between such issues or
events and its context is not clearly defined, and in which multiple sources of
evidence are used (Yin 1989). The case study allows for ‘thick description’, which
gives the researcher access to the subtleties of changing and multiple interpretations
(Walsham 1995) which otherwise would have been lost. The aim of case-study
research is not to say that the account given is what ‘really happened’, rather it is to

make an informed interpretation and analysis of the events available (Geertz 1973).

Many of the criticisms raised against the case-study strategy relate to the fact that
because it is specific to only a small number of cases, it is very hard to generalise
(statistically) to a wider range of situations. However, as Yin (1989) argues, case
studies are useful for analytical generalisations, where the researcher’s aim is to
generalise a particular set of results to some broader theoretical propositions.
Walsham (1993) argues that from an interpretive stance, the validity of the results is
derived from the plausibility and cogency of the logical reasoning in its analysis.
From that perspective, validity does not come from a large number of cases, but the
choice of a singular case study can as easily be justified (Lee 1989). In fact, given
limited time and resources, the interpretive approach gives more weight to an in-
depth case study with a thick description, rather than multiple case studies, which are
less detailed. Moreover, to do multiple case studies they should be analytically
justified (e.g. to show a remarkable resemblance or a distinction between the cases),
rather than statistically (e.g. do multiple case studies to demonstrate that results can

be generalised statistically). Our situation clearly calls for a singular case study.
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In addition, the case-study strategy has been criticised for failing to meet the
(conventional) criteria for rigorous and scientific adequacy, that being: construct
validity (and objectivity), internal validity, external validity and reliability (Yin 1989,
p. 41):

e construct validity: establishing correct operational measures for the concepts
being studied, including an objective and neutral, free from bias, free from
researcher prejudice;

e internal validity: establishing a causal relationship, whereby certain
conditions are shown to lead to other conditions, as distinguished from
spurious relationships;

e external validity: establishing the domain to which a study’s findings can be
generalised;

¢ reliability: demonstrating that the operations of a study can be repeated with

the same results.

These criteria are debated by Guba and Lincoln (1989) who claim that they may be
perfectly reasonable and appropriate within the framework of logical positivism
because they are grounded in the ontological and epistemological assumptions of the
conventional (positivistic) paradigm. However, within a constructivist (interpretive)
paradigm, these criteria are not meaningful and should be, according to Guba and
Lincoln , replaced by confirmability, credibility, transferability and dependability.
These can be described as follows:

e confirmability (instead of construct validity): establishing documentation in
which the root of data can be tracked down to its sources and the logic used
in the study is both explicit and implicit in the narrative of the case study;

e credibility (instead of internal validity): establishing a match between the
constructed realities of respondents and those realities as represented by the
researcher and attributed to the various respondents;

o transferability (instead of external validity): establishing the possibility (by
thick description) of checking the degree of similarity between sending and
receiving contexts;

o dependability (instead of reliability): establishing an audit, in which the

research process is traceable and documented.
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These criteria influence the selection of the case, the data gathering process and the

analysis of the case, as discussed below.

2.3.4 Case selection

The research was conducted at one of the largest insurance companies in the
Netherlands, which will be referred to by the anonym'® ‘International Insurance
Company (IIC)’. It is part of a group of financial organisations consisting of a variety
of banks and insurers, in this thesis referred to as the Financial Group United (FGU).
IIC was selected because of its experiences and on-going efforts to employ an IT
evaluation method. It has been involved in the employment process related to the IT
evaluation method since 1996 and this continued during 2001, the period in which
we conducted fieldwork. Actually being present while the dynamics still were going
on proved to be beneficial, since the respondents could tell their stories vividly —
their accounts had not yet been tarnished too much by the ravages of time. Moreover,
documents and other sources of information (e.g. intranet sources) were ready-at-
hand. On the downside, it is possible to argue that respondents were less detached
from the phenomenon and (still) had personal agendas that could lead to tainted and
partial views. However, this is considered endemic to interpretive research and thus

does not pose any more problems than other interpretive researches face.

The case is particularly interesting due to the comprehensiveness of the IT evaluation
method this organisation employed, which is not merely a financial accounting
technique, but a methodology specifically constructed for the evaluation of IT
investment proposals. Such cases are not widespread, as is discussed in section 1.1.4.
Its uniqueness is strengthened when we consider the on-going effort: this was not a
one-shot attempt, but a genuine effort to employ the evaluation method. The method,

as we shall see in the case description in Chapter 5, has had a real impact on the

! An anonym is chosen to preserve the identity of the organisation itself. The primary reason for this
was that the process, which was considered to be politically charged, was still very much on-going.
Even more so, it was likely to continue for some time. Publications were regarded as potentially
disrupting to this process. Moreover, past experiences with research having publicly spread
confidential material has made the organisation reluctant to be fully cooperative in this. Since having
an anonym was not considered to be a constraint for gaining the understanding this research
envisioned, both at the start of the case study and in hindsight after the analysis of the research, this
was considered to be acceptable.
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organisation. The case therefore offers a source of insight into the dynamics, richness

and complexity of the employment process to be studied.

Lastly, the insurance industry is considered information-rich and one of the most
progressive sectors in their use of information technology. It is argued that much can
be learned from organisations with relatively long experience with IT and IT
investment decisions, making the research interesting for informing other cases of IT

evaluation method employment.

2.3.5 Data gathering and analysis

Initial contact with IIC was made using the help of a consultancy company. Several
other possible case studies had been discarded for lacking in detail and dynamics
when compared to the one selected. To gain access to IIC several presentations and

discussions about the researcher were given.

Empirical evidence was gathered using multiple methods of data collection. The
main source of data was interviews that were carried out on site, typically lasting for
about 2 hours. They were conducted between April and September 2001.
Respondents were selected on the basis of their involvement in the design,
implementation, use or evaluation of the evaluation method. All fifteen interviews
were tape recorded, and extensive research notes were taken. The respondents were
provided with an initial overview of questions, but interviews were not required to
follow strict guidelines; they were more open and less structured. This flexibility
gave the opportunity to zoom in and out when necessary. In addition, some informal
(non-taped) discussions both with IIC as well as FGU employees took place during
the fieldwork. A large number of other sources include public and confidential
reports given to me by the respondents, the intranet of IIC and its Internet site. The
reports included public reports, consultancy reports, press reports, technical

documentation and annual reports. This allowed for triangulation (Jick 1979).

A heuristic approach was taken to determine the total number of interviews. Though
it was easy to acquire more IIC respondents for the research, when no new insights
were gained by interviewing and the gathered data was believed to be sufficient for a

thorough analysis, we decided to stop adding respondents. The respondents were
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chosen on the basis of involvement and use of the evaluation method and its
employment process. Consequently, the respondents worked in functional areas such
as finance, strategy, system development, program management and several

managers of various business units were also included.

All formal interviews were transcribed and analysed qualitatively. Analysis centred
on the events of construction of the evaluation method and the two applications of
the evaluation method. Typical issues identified were: the reasons and prior
conditions for the IT evaluation method to appear; the notion of rationality of the
evaluation method; the processes of justification, scoring, prioritising and decision-
making; the quality of evaluation results; politics in IT evaluation; the messiness of
the prioritisation rounds and the appropriation and changing of the method. These
and related issues were analysed by two strands of theories: the diffusion theory and

the actor-network theory. They reappear in Chapter 5 and 6.

2.3.6 Conclusion

In conclusion, the research approach and method around which this thesis is built are
the interpretive research and the case study. They match the constructivist paradigm
and are considered to provide appropriate data in order to give a better understanding
of the phenomenon of IT evaluation method employment. The case study provided a

valuable source of data on the process of IT evaluation method employment.

2.4 BACKGROUND OF THE RESEARCHER

By employing a constructivist paradigm to this research, the background of the
researcher is deemed relevant so that explicit and implicit ideas associated with the

researcher may find their origins.

The researcher has an academic background in Applied Informatics from the
University of Delft in the Netherlands, where a Master of Science title was attained
in 1999. This technical university can be seen to promote a paradigm related to the
socio-technical approach. The impact of that paradigm is clearly visible in the

Master’s thesis, which was on the topic of the life cycle IT evaluation at financial
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institutions, and in different publications by the researcher (e.g. Nijland 2000;
Berghout and Nijland 2002).

The researcher was employed as a management consultant during the duration of his
PhD research. As a consultant, the researcher was not only involved in numerous
projects related to the costs and benefits of IT in organisations, but also in projects
relating to the insurance sector. During these projects, in-depth knowledge was
acquired about practical problems in IT evaluation and its employment process,
common business processes in insurance organisations and IT developments relevant
to the insurance industry. Familiarity with both the topic of IT evaluation as well as
the insurance sector proved to be helpful during data gathering. Moreover, the
researcher’s background as a consultant helped to relate to respondent’s issues,

which supported the interviews in data gathering.

The academic environment of the London School of Economics has also been
influential. As Orlikowski and Baroudi (1991) argue, “research methods and
assumptions are not learned and appropriated in a vacuum. They are heavily
influenced by the doctoral program attended, the agendas of powerful and respected
mentors, the hiring, promotion, and tenure criteria of employing institutions, the
funding policies of agencies, the rules of access negotiated with research sites, and
the publishing guidelines of academic journals” (ibid, p. 24). Obviously, studying
Information Systems at the London School of Economics (LSE) and Political
Science, which promotes interpretive research, has influenced the choice of research
methods and assumptions — much like social developments effect acceptable
approaches to information systems research in general (Klein and Hirschheim 1987).
Research at the LSE involved the shift in paradigm from the researcher’s technical
background to an interpretive perspective, something which can be regarded as quite
radical. The change in research assumptions by the reseacher, influenced by the
doctoral program, is not considered a constraint. On the contrary, in hindsight this
can be seen to have opened up completely new perspectives and provided the
researcher with new insights. This applies not only to the research at hand, but also to
how organisations, society and academic research are perceived and to the problem

of understanding what constitutes reality. And that, apart from the research ambition
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to contribute to the field of IT evaluation research, has been one of the most

important reasons for undertaking this research.

2.5 CONCLUSION

In sum, this research can be seen to be located at the constructivist end of the
paradigm spectrum. Both social and technical issues are considered to influence the
phenomenon under study. The interpretive approach to conduct research is regarded
as appropriate and the case-study strategy has been chosen since it fits the
philosophical assumptions underlying this research. These choices are compatible
with the goals laid down in this research. A single case study has been selected
because it offers a unique opportunity to study the complexities of the employment

of an IT evaluation method in detail.

In the next chapter we continue our theoretical exploration by discussing the
literature on the topics considered relevant to our research. Both this chapter and the
next demonstrate with which background knowledge and beliefs we enter our

research.
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Chapter 3: Literature Review

3.1 INTRODUCTION

In this chapter, we review the relevant literature to establish a theoretical background
to understand the employment of IT evaluation concepts in organisations. We
thereby heed the warning of Weick (1984) that everybody has theories, but often
they are specific and implicit. They impede understanding and act as blind spots
since “believing is often seeing” (ibid, p.113). People see what they expect to see and
do not learn to see what they have overlooked. We will discuss the literature relevant
to our research and hope to make the current theories and their assumptions more
explicit and broader in order to widen our perspective in understanding and “enlarge
the set of events to look for” (ibid, p. 129) in our research. Whereas Chapter 2
focuses on the underlying beliefs, this chapter focuses directly on the topics relevant

to our research.

The research purpose is concerned with “understanding the employment of
evaluation methods in organisations™ (see section 1.2.2). This phrasing shows three
relevant parts: evaluation methods, their employment and organisations. Each part
will be examined in more detail in the following sections. We will start by examining
evaluation and its methods. We will review the literature on evaluation in general
and IT evaluation in particular. We will continue with a discussion about the
literature on the employment of evaluation processes, evaluation results and
evaluation methods and will end by discussing a selection of organisational
literature. From the literature on organisations, it will become apparent that a
particular view on organisations can shape the understanding of how they behave

with respect to the use and employment of evaluation concepts.

3.2 EVALUATION METHODS

3.2.1 Introduction

In this section we discuss the meaning of evaluation. What do we mean by
evaluation? In particular the evaluation of IT is addressed and why it seems

especially difficult. In addition, we discuss IT evaluation methods. Finally, two
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recent shifts in underlying perspectives (related to issues discussed in Chapter 2) on

IT evaluation are presented: the interpretive and critical perspective.

3.2.2 Understanding evaluation

To understand IT evaluation, it seems reasonable to first try to understand exactly
what evaluation means. However, constructing a definition of evaluation is difficult.
A first observation of the word evaluation shows that it can denote both a process
(e.g. the activity of evaluating) and a result (e.g. the findings or result of an
evaluation). This distinction is important since evaluation processes can have a
significant impact quite separate from the actual findings of an evaluation (Willcocks
1996b). For example, evaluation processes can be useful in helping people clarify
what they are doing, in establishing priorities, focusing resources and activities on
specific outcomes and identifying areas of weakness even before data are collected
(Patton 1987).

A common aspect in many understandings and definitions of evaluation is the
assessment of value or worth (Legge 1984; Willcocks 1996a). Legge argues: “We all
evaluate, that is assess, against implicit or explicit criteria, the value or worth of
individuals, objects, situations and outcomes, informally and often unconsciously
every day of our lives. The reasons we do this are a source of considerable
controversy, but it appears that we require a rationale for the choices that are
supposed to shape our actions” (Legge 1984, p. 3). As such, evaluation might even
be claimed to be a ‘natural human desire’ (Hirschheim and Smithson 1988). Beside
this informal evaluation, formal evaluation seeks to contribute by providing decision-
makers, directly or indi;ectly, with an objective and reliable information base to

facilitate decision-making (Legge 1984, p. 5).

In ex ante situations, evaluation often is related to the assumption of scarce
organisational resources (e.g. financial budget or IT personnel), which demands that
proposed investments be evaluated and resources allocated in the direction believed
to be most fruitful (Legge 1984; Parker, Benson et al. 1988; Berghout 1997). In
these situations, many researchers therefore link evaluation to organisational
processes such as organisational decision-making or policy making (Palumbo 1987).

By contrast, in ex post situations, evaluations are related to measuring how well
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something meets a particular expectation, objective or need (Hirschheim and
Smithson 1988). In general, researchers agree that an important function of
evaluation is to provide information for decision-making (Weiss 1972). The
assumption is that evaluation provides feedback about the products and processes of
a change (i.e. a project or investment proposal), which reduces uncertainty for the
decision-maker, and enables him or her to adopt a more controlling, proactive and

less ad hoc reactive position (Legge 1984).

Another complexity in understanding evaluation is its development through time.
Guba and Lincoln (1989) discuss three changed meanings that have been assigned to
evaluation in the area of education policy and practice in the United States for the
past hundred years. These three generations of evaluation are a generation of
measurement, where different variables were measured using developed
measurement instruments for students; a generation of description, where variations
from a stated objective (such as programs and strategies) were described; a
generation of judgment, where evaluators as objective outsiders were to judge their
findings against certain defined standards and intrinsic or contextual values. Each
subsequent generation represented a step forward, both in the range of substance as
well as in its level of sophistication. Guba and Lincoln themselves propose another
fourth generation of evaluation meaning in which the negotiation of different claims,

concerns and issues from various stakeholders is central.

Understanding evaluation related to its functions and purposes is intricate as well.
The IT evaluation literature shows that evaluation can serve many various objectives
(e.g. Kumar 1990; Farbey, Land et al. 1993; Ballantine and Stray 1998; Powell
1999):
1. To justify investments;
2. To enable organisations to decide between competing projects (which claim
the same resources);
3. To enable decisions concerning expansion, improvement or the postponement
of projects;
4. To gain information for project planning;
5. To act as a control mechanism over expenditure, benefits and the

development and implementation of projects;
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6. To act as a learning device enabling improved appraisal and systems
development to take place in the future;

7. To evaluate and train personnel responsible for systems development and
implementation;

8. To ensure that systems continue to perform well;

9. To enable decisions concerning the adaptation, modification or dismissal of
information systems;

10. To allocate (and distribute) costs and benefits to appropriate organisational

departments or business units.

In these different objectives, a certain life cycle concerning IT investments and
projects is discernable. A life cycle approach has been promoted by researchers,
stressing the importance of evaluation and actively managing the realisation of IT
benefits throughout the life cycle (e.g. ‘benefits management’ from Ward, Taylor et
al. 1996). In IS development and implementation there are various stages of the
system’s development in its life cycle where evaluation practices may take place
(Willcocks 1996a; Swinkels 1997): the proposal / feasibility stage, the development
stage, the post-implementation stage and the stage of routine operation. It is argued
that evaluation practices take place during the whole life cycle, though they might
vary in formality (Hirschheim and Smithson 1999) and extent to which they are

implemented.

During the proposal/feasibility stage, ex ante evaluations are performed to assess a
project proposal for its financial and non-financial acceptability. The term ‘appraisal’

may be used for this kind of evaluation (Ballantine and Stray 1998).

During development, IT projects are constantly being monitored and financially
controlled. Specific cost-estimation models, such as COCOMO, function-point
analysis and Putnam’s SLIM (see Tate and Verner 1991 for an overview) have been

developed to refine development cost estimates.

At implementation, assessments take place to see if the project is delivered according

to the agreements made before development (e.g. on time, with the agreed quality
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and functionality, within budget, etc.). Project management approaches (e.g.
PRINCE2) have been developed to assist in this.

Post-implementation evaluation concerns ex post evaluations of the completion of
the project and comparing the realised outcomes to the expected outcomes (e.g.
examining overspends, expected benefits, etc.). Or, in the case of radical changes in
the environment (Farbey, Land et al. 1999b), compare outcomes to the best
achievements possible in the new circumstances (e.g. unanticipated benefits and
adjusted costs and benefit expectations). One of the better known models to assess
the success of an information system is that of DeLone and McLean which considers
system quality, information quality, the user, user satisfaction, individual impact and
organisational impact as attributes of the success of a system (DeLone and McLean
1992). Different variations on this model have been proposed (e.g Garrity and
Sanders 1998; Ballantine, Bonner et al. 1998).

Finally, during routine operation, the everyday evaluation of operational information
systems is concerned with the ‘smooth’ running of the systems (e.g. performance

measures, operational time, conformity with service level agreements, etc.).

Most of the specific IT evaluation literature focuses on either or both ex ante and ex
post evaluation, covering only the proposal/feasibility and post-implementation
stage. The literature on evaluation during development and routine operation is
mainly located within the area of IT project management and quality management. A
notable exception is the work of Klompé (2003) who specifically addresses the

management and evaluation of benefits and burdens of operational IT.

Another view on evaluation is its classification as being either summative or
formative. Summative evaluation emphasises the performance and attainment of
objectives, judging if (closed) projects achieved their objectives — mostly for
purposes of accounting and control (Legge 1984). Formative evaluation is designed
for illumination and learning (Farbey, Land et al. 1999a) in order to improve on-
going efforts. The majority of the ten evaluation objectives mentioned above can be
said to be formative, whereas calculations like return on investment (ROI) and net

present value (NPV) can generally be viewed as summative.

56



CHAPTER 3

The list of objectives presented above suggests that evaluation in itself never is an
isolated goal, but that the results of an evaluation always serve some other goal
related to managing and controlling the impact of IT on organisational costs and
benefits. Besides these ‘overt’ goals, evaluation can serve ‘covert’ ones as well.
Covert goals are goals which one or more stakeholders in the evaluation consider
inappropriate to admit to publicly, mainly because they serve their own interests
above those of others (Legge 1984). These include rallying support/opposition for a
proposal, postponing a decision or evading responsibility. Moreover, evaluation can
serve various ritual goals which may include a symbolic expression of an image of
rational and accountable management (Symons and Walsham 1991; Carruthers
1995), or the fulfilment of an evaluation only as a requirement for financial funding
(Legge 1984), a procedural obligation to evaluate (Irani and Fitzgerald 2002) or a
disengagement device to denote the end of a project (Kumar 1990). Though
evaluations might serve symbolic or ritual goals, some researchers argue that they are
not to be abandoned blindly (Symons and Walsham 1991). Walsham (1999) states:
“Symbolism and ritual in human affairs are very important, not least in business
organisations, and ritualistic evaluation exercises should not therefore be condemned
out of hand” (ibid, p. 368). Through this symbolism and ritual, a sense of security
and reassurance is gained (Knights and Morgan 1991). However, due to the use of
methods in a covert or ritualistic manner, an important assumption held by many
researchers arguing for the use of evaluation methods proves to be false. Namely, the
assumption that performing an evaluation automatically translates into improved

management of IT costs and benefits (as would the list of ‘overt’ goals suggest).

Acknowledging the existence of a multitude of different goals, including covert and
ritual goals, we see that evaluation may serve multiple purposes simultaneously.
These purposes may be very dependent on the perspective of the stakeholder. For
example, those responsible for carrying out the evaluation may have very different
purposes than those utilising the results of the evaluation in decision-making or those
affected by the results of the evaluation. In the processes of evaluating, people may
wish to ‘play it safe’. They may also be inclined to provide partial information,
thereby conceivably preventing a project from living up to its full potential or leading

to the rejection of the evaluator findings (Legge 1984). This can be related to the
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different organisational roles responsible for IT. Griffiths (1994) argues that being
unclear or implicit about the separate responsibilities on decision-making in IT,
providing IT, using IT and the evaluation of IT may cause unwelcome effects in
managing IT, possibly leading to a too dominant role for either IT management or

business management.

In conclusion, evaluation is a complex phenomenon with its multiple meanings and
functions. Evaluation can be a process and a result; formal and informal; ex anfe and
ex post; summative and formative. Moreover, it can serve a variety of functions,
including overt, covert and ritual functions. The notion of value-pluralism and
differing purposes by different stakeholders make evaluation an inherently social and
political phenomenon. To understand evaluation means finding a way to cope with
all these different elements. Matters become even more complex when we consider

the topic of evaluation, in our case information technology and systems.

3.2.3 Evolution of evaluation practices

By focusing on evaluation in IT and IS, we can trace an evolution of evaluation
through time. This evolution is linked to the changing role of IT in organisations
which in turn is linked to the value attributed to IT. The evolution can be depicted in
a ‘stages of growth’ model (Nolan 1979) which assumes a process-based approach to
gaining understanding about how an organisation evolves with information
technology (Galliers and Sutherland 1991) and its evaluation (Reeken 1997 - see
Table 3.1; Farbey, Land et al. 1995).

The first applications of computers were in automation. The primary goal of these
investments was to attain efficiency benefits by substituting manual labour by
computer processors. These applications were followed by an informatisation type of
investments in the form of management and transaction information systems which
made new activities possible. No longer did mere substitution of existing work take
place, but new objectives could be attained more effectively. Related benefits were in

terms of attaining better, faster or more results.
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Informatisation was followed by alignment in which systems were developed to
support the whole business rather than partial functions or individual departments.
These types of IT investment allowed for improved business competition. More
advanced IT investments were geared towards transformation. To benefit more from
IT, organisations’ strategies were tuned to make better use of IT applications.
Organisations were transformed and organisational work processes redesigned with
the aim to provide customers with better quality and services. IT can thus be said to

provide new ways of thinking, working, organising and managing.

Whereas automation, informatisation, alignment and transformation were focused on
improving business processes by using IT, the anticipation type of IT investment is
aimed at providing the organisation with flexibility. By discarding rigid IT
components and infrastructures, these investments in flexibility were aimed at
benefiting the swiftness by which an organisation could cope with market changes.
Finally, the venturing IT investments allowed organisations to develop new products

and enter new markets, thus creating new business opportunities.

Types of IT Automation | Informatisation | Alignment Transformation | Anticipation | Venturing
investment
Result Automatic | New activities: | Strategic Redesign of Pro-active New
data transaction & | information business infrastructure | product/market
processing | management | systems processes and combinations
information networks (PMC)
Characteristics systems
Intention Substitution | Improvement | Strategic fit | Restructuring | Flexibility Marketing
Benefits Efficiency |Effectiveness | Competitive |Customer Reaction PMC
(cheaper) | (faster, better, | response satisfaction capacity profitability
more) Competitive ~ | (Quality)
advantage
Uncertainties | Technical | Specification | Organisational | Organisational | Strategic IS | Business
uncertainty | uncertainty uncertainty uncertainty architectural | uncertainty
uncertainty
Strategic IS
architectural IS
uncertainty infrastructural
uncertainty

Table 3.1 Typology of IT investments and their characteristics (Reeken 1997)

Through time, the use of IT has evolved dramatically and with it the nature of its
investments. Through the years, IT has offered an increase in potential benefits, but
also an increase in uncertainty and risks pertaining to outcomes as well as an increase
in the difficulty of communicating and demonstrating relevant benefits (Farbey, Land

et al. 1995). Though the framework is not intended to limit individual IT investments
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or impose a strict timeline, it does sensitise us to the fact that IT evaluations have
constantly experienced changes in the object under evaluation. Today, all of these
types of IT investments, including combihations of them, are the concern of IT
evaluation. IT evaluation methods should take into account all their various
characteristics; or as some propose, depending on the application of IT, appropriate

evaluation techniques should be chosen (Farbey, Land et al. 1992).

3.2.4 The uniqueness of IT evaluation

Why is the topic of information technology evaluation relevant separate from other
(organisational) evaluations? Is the evaluation of IT investments dissimilar to the
assessment of other investments that an organisation may wish to undertake? Why

should IT be approached with its own set of evaluation methods?

One could argue that IT investments are different because IT is different (Powell
1999). This perspective might be attributed historically to early researchers that have
technical rather than economic or managerial backgrounds. When later business-
related researchers entered the field of research, the myth that IT was actually
different had already been established. Some however argue that IT investments are
genuinely different, in that their costs and benefits are hard to quantify. Arguments
that favour this position stress the large portion of intangible elements, the
uncertainty and risks of IS projects, the greater impact on a larger number of
elements of the business, the immaturity of the IT industry, the unproven technology
of IT applications and the shorter life cycle than non-IT investments (Ballantine,
Galliers et al. 1995).

Serafeimidis and Smithson (1995a) argue from their case study that “while IT
resources ought to be treated no differently from other capital resources, all too often
in practice they were different. Much depended on what kind of IT was being
considered, what kind of benefits were expected and, no less significantly, what kind
of IT is even available.” (ibid, p. 225).

However, evaluation of education, hospitals, healthcare, research & development and

governmental programmes might be considered even more complex than IT
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evaluation (Guba and Lincoln 1989; Powell 1999; Nowak 1991; Mayne,
Bemelmans-Videc et al. 1992). The field of engineering can be seen to be confronted
with similar intangibles, high costs and a high degree of innovativeness (e.g. in the
construction of new factories) as in the field of IT, but despite those complexities,
engineering uses evaluation methods (Powell 1999)''. Moreover, problems inherent
in many types of investment consideration are often similar; all capital investments
can be seen to have the following facets (Ballantine, Galliers et al. 1995): a project
type (i.e. related to a particular area of the business); size of investment (i.e.
generally measured in terms of the amount of resources allocated to it); a level of
return and distribution over time; a source of funding (internal or external); a
relationship to a particular organisational function or sub-budget; a risk level; an
impact (e.g. strategic, operational); a method of appraisal and subsequent evaluation;
alternatives which compete for funding; timing in terms of estimated project life; and
a proposer (largely related to functional areas). So, what is so special about IT that it

requires specific evaluation methods?

One possible answer to this question maybe found in the innovative and new
applications of IT. Powell contends that in the contemporary network-based area for
IT evaluation practices it may not be “business as usual” (Powell 1999). Discussing
three cases, he demonstrates that investments related to network-based systems,
Internet and new types of (virtual) businesses require an IT-specific understanding of
risks, cost structures, benefits and timescales. Still, did the IT investments in
previous decades then not require such an evaluation? Maybe a more satisfying

answer lays in the oddity of the object under evaluation, in this case information.

IT evaluation is all about assessing, or (e)valuating, the value of information
technology. Some of the problems with evaluating IT are thus said to arise due to the
differences between information and physical goods. It is commonly asserted that
information has certain general characteristics which make it very difficult to assess
its value (e.g. Van Alstyne 1999; Berghout 1993). Information from this perspective
is a non-physical thing which is easy to duplicate, transport and manipulate at low

costs. It can also be said to have an abstract nature in the way information can

' The only difference Powell asserts with IT is that engineering through the years has acquired a large
databank of historical information on relevant costs and benefits.
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represent collection of ideas. In other words, the same information can be
represented at different levels of abstraction (e.g. condensed by a formula).
Furthermore, when information is sold or given away (through duplication), the
seller retains the same information. It can be sold again. Moreover, the value of
information drops quickly after the information has been made public. This attribute
of information is also accountable for the buyer’s inspection paradox: potential
buyers of information cannot assess the information without acquiring it during the
assessment process of assessment. In addition, the value of information is not
additive: additional copies of the same information are not necessarily worth more to
the possessor than the first copy. Finally, the value of information is dependent on its
use. It has no intrinsic value, but depends on its context to generate its value. Thus,

its value can only be measured in its use.

Though such a view on information seems appealing, a different perspective is
offered by Boland (1987; 1991). He argues that information is not some (non-
physical) thing, object, or structured data that can be transported free of
interpretation. Instead, he argues that the essence of information is ‘in-formation’:
the inward forming of a person due to an encounter with data. It involves a change in
the knowledge, beliefs, values or behaviour of that person. Therefore, information
only exists embodied in human beings and is found in the lived experience of human
condition. Through situated hermeneutic interpretation, information becomes
meaningful. “Information is not a resource to be stockpiled as one more factor of
production. It is meaning can only be achieved through dialogue in the human
community. Information is not a commodity but a skilled human accomplishment*
(Boland 1987, p. 377). From this perspective, information is far from easily
duplicated, transported or manipulated. This not only goes beyond the notion that the
value of information depends upon how it is used by its user, as argued above; it also
challenges the view that the value of information can be measured objectively. The
value of information can only be discussed meaningfully in casu and can only be
interpreted (socially), not measured. This relates to the notion of value described by
Legge (1984) who states the following propositions about value (ibid, p. 149):

1. Values derive from and are embedded in communities of people who share

experience and attributed meanings;
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2. Values are ideas about what ‘should be’ to produce the kinds of consequences
an individual or group desires;
3. An entity, such as a change programme or IT investment, has value if those

attributing value to it believe it has produced desirable consequences.

Thus, the argument is that due to the value of information being a social
construction, the evaluation of IT investments is a complex phenomenon. Though
other (non-IT) investments may be equally (or even more) complex, specific

attention to the valuing and evaluating of IT is (also) justified.

3.2.5 IT evaluation methods

The development sketched in the preceding section is reflected in the methods and
tools that have been developed through time to support the evaluation of IT
expenditures and investments. Rather than merely performing a cost analysis,
managers nowadays are required to make an investment appraisal. This means a shift
from cost management to return or benefits management. Cost management tools
have been exchanged for methods from accounting, such as net present value (NPV),
return on investment (ROI), internal rate of return (IRR) and payback period (Earl
1989). Whereas cost management tools only focus on controlling costs, these
methods encapsulate typical investment characteristics, taking into account both
financial costs and benefits, acknowledging the future impact of the investment and
considering the influence of time on financial value (discounted cash flow) as well as
the possibility of comparing different investments quantitatively. With this shift, IT

investments were acknowledged as strategic investments.

However, these accounting or discounted cash flow (DCF) methods have been
widely criticised on a number of points (e.g. Earl 1989; Willcocks 1994; Farbey,
Land et al. 1999a). One major point of critique is their disregard for non-financial
and intangible costs and benefits (Parker, Benson et al. 1988). In assessing financial
figures only, they disregard benefits common to certain IT investments, such as
quality improvement of products, better customer support and improved decision-
making. Also, indirect and hidden costs are overlooked (Keen 1991; Irani and

Fitzgerald 2002). Further criticisms include their disregard for project risks.
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Typically, an investment is concerned with future expectations and uncertainties.
Neglecting these uncertainties poses a risk to the investor. In addition, the methods
do not inherently show the risks of not performing an investment - i.e. the risks
associated with doing nothing (Powell 1999). Many IT investments are justified not
because they have financial benefits, but because, quite simply, it is necessary to
comply with them. Good examples are governmental regulations, or the need to cope
with external developments (e.g. the millennium bug at the end of the ‘90s or the
investments required to comply with the introduction of the euro currency in 2000).
Moreover, the methods favour cost reduction and short-term returns and disfavour
innovative organisational changes and strategic opportunities (Walsham 1999).
Discounted cash flow techniques used in the calculations of accounting figures value
short-term benefits higher than benefits that are long-term. The methods have also
been blamed for turning decision-making into a “numbers game” (Bacon 1992),
rather than help support decision-making based on a real understanding of a project.
Moreover, it is argued that their reduction to economic terms is too one-dimensional
for complex IT investments since they disregard human and social consequences
(Land 2000; Hirschheim and Smithson 1988). Their focus of evaluation is narrow,
concentrating on the technical system in itself, rather than the intervention as a
whole, of which the (new) system is just a part (Walsham 1999). Finally, these
traditional methods are aimed at project level while other levels, for example the IT
portfolio (considering the relationship to other projects), are neglected. The links
between this investment and other investments or developments are not an inherent
part of these methods (Farbey, Land ef al. 1999a).

Focusing on the deficiencies in traditional approaches to the value of IT, Parker,
Benson et al. (1988) in their influential book titled “Information Economics”
critique the traditional tools in cost-benefit analysis since they cannot easily be
applied to their six identified classes of value specific to IT investments: (1) return
on investment defines the financial effects from IT; (2) strategic match is the value
derived from supporting an existing business unit strategy; (3) competitive advantage
is the value derived from creating a new business strategy, new product or new
approach to overcoming a competitive force or hurdle; (4) management information
is the value derived from information support on organisational processes critical to

the success of the organisation; (5) competitive response reflects the value derived
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from IT projects intended to catch up with the competition; (6) strategic IS
architecture is the value derived from investments in IT that enabled other projects
to occur. Thus, Parker, Benson et al. redefine value of information to incorporate

these six elements.

Parker, Benson et al. do not discard the traditional financial techniques, but propose
additional techniques to account for both the values mentioned above and project
risks that might influence costs and benefits. To assess both the financial and non-
financial (intangible) impact of projects, they propose a multi-criteria approach. This
approach is one of many multi-criteria methods that have been developed through
the years to cope with the deficiencies of the traditional financial methods (Renkema
and Berghout 1997b). The multi-criteria methods share a common usage: they (1)
establish a set of criteria; (2) appoint relative weights to the different criteria; (3)
score all investment proposals on the criteria; and (4) calculate final scores for each
proposal by multiplying all given scores by the relative weights and adding them
together. According to these methods, the proposals that end up with the highest

score are the ones with the highest value.

Which criteria are used in IT methods to decide IT investments are significant for a
number of reasons (Bacon 1992). First of all, they significantly impact the
effectiveness with which IT investments are made. The criteria specify which
projects are the ‘right’ projects to be selected, and which projects will not be carried
out. From this viewpoint, if a ‘wrong’ set of criteria is selected, a wrong (less
effective) set of projects will be the outcome of evaluation. Secondly, they contribute
to the finance and management accounting function of the organisation by optimising
the return on investment through involvement in the cost / benefits analysis that may
precede an IT capital investment decision. Thirdly, they are responsible for
presenting the right ‘balance’ between quantitative and qualitative effects.
Quantitative measures are usually necessary to understand the financial details
involved in the investment and provide the possibility to track, evaluate and screen
the investment once it is being carried out. Qualitative measures generally
demonstrate the effects of the intangible costs and benefits. Critiquing the objectivity
of criteria, Legge (1984) argues that the selection of criteria will depend on the

desirable consequences the investments should have. What count as ‘desirable’ and
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which projects are ‘right’ will depend on the developers of the evaluation criteria (or
their sponsors); their overt and covert functions of the evaluation will undoubtedly
shape the method, possibly to the detriment of other functions and consequences
desired by others. Such a critical view on evaluation is further elaborated on below in
section 3.2.7. Despite the supposed significance of these criteria, Huerta and Sanchez
(1999) show that often such criteria are a mismatch to the actual goals of IT projects.
Many times only financial criteria are evaluated, whereas organisational IT strategy
is not focused on (merely) obtaining financial goals. In addition, they note that this
does not always lead to results that the related organisations find unsatisfactory. It
can thus be concluded that the influence of evaluation criteria on the outcomes of IT
investments is not always significant to success, but may be dependent on how strict
they guide the decision-making process and the implementation of the resulting IT

investments.

Elements typically assessed by IT evaluation methods are (e.g. Berghout 1997)
benefits such as developing new products, entering into new markets and improving
the relation with existing customers. In addition, benefits are seen in a more flexible
production, improved functionality of the information function regarding the
provision of internal information, improved external information provision,
improved quality of the information function and further extension of knowledge of
the information function. We also see savings in labour costs, assets, capital and in
improved working conditions. On the cost side, the negative effects of these elements
are considered. In addition, some methods take risks into account by using scenario
techniques (e.g. best and worst case), ranged estimates (e.g. minimal and maximum
value) or probability calculations (e.g. option theory), just to name a few. Other
elements typically assessed are based on an evaluation approach, called the Balanced
Scorecard (Kaplan and Norton 1992). It stresses a balanced approach, not focussing
solemnly on financial aspects, but also on internal business aspects (“What must we
excel at?”), innovation and learning (“Can we continue to improve and create
value? ") and the customer (“How do customers see us? ). This approach can also be

seen influential in the case study (see section 5.4).

A great number of IT evaluation methods have been designed over the last few
decades (see Renkema and Berghout 1997b and Wolfsen and Lobry 1998 for an
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overview), created both by academics as well as practitioners. These include more
advanced financial methods (e.g. methods based on option theory), multi-criteria
methods, ratio methods (e.g. return on management - Strassmann 1985) and portfolio
methods (e.g. the IT portfolio method by Renkema and Berghout 1997a). The list of
evaluation methods designed is continually growing. Recent additions to the list
include methods for IT evaluations in general (e.g. Hogbin and Thomas 1987;
Berghout 1997; Gunasekaran, Love et al. 2001; Irani and Love 2002) or specifically
tailored for certain industries or IT applications (e.g. Hoogeweegen, Streng et al.
1998; Shang and Seddon 2002; Murhpy and Simon 2002).

Although addressing some of the limitations associated with the discount cash flow
methods, a few additional critiques have recently been added to many of these newly
developed methods. One criticism is that in general, multi-criteria approaches are
intended for ex anfe investment evaluation only. They are used to appraise
investment proposals. However, evaluation should also be performed ex post. The
reasons for this are to ensure that planned benefits are in fact being delivered, to
identify unforeseen or unexpected benefits or costs and to acquire experience for
future proposals and projects (Farbey, Land et al. 1993). To include ex post
evaluation and other evaluation phases (see section 3.2.1), several researchers have
extended the scope to the life cycle of the investment (Farbey, Land et al 1993;
Willcocks 1996b; Swinkels 1997; Ward and Griffiths 1996) and propose a broader

life cycle approach to IT investments.

A more fundamental critique stems from the fact that most of these methods could be
classified as being derived from a conventional paradigm. When it comes to
evaluation, they display a tendency toward a measurement of reality. Though reality
may be perceived differently by different people, in the end their assumption is that
reality is singular and independent. Problems in perceptions of ‘true’ reality are
related to difficulties in assessing all consequences of a proposal (e.g. too costly, too
time consuming or too hard to obtain). A lack of quality of information (e.g. its
unavailability, unreliability and imprecision) and various cognitive ‘limitations’ (e.g.
bounded rationality, information overload, cognitive dissonance, group think, risk
aversive behaviour, preferences for simple and easy collectable data, an inclination to

favour first impressions and other psychological constraints — De Vries 1993; Mares
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1991; see also section 3.4.5) are elements that also influence an individual’s
perception of reality. Considering a multi-criteria IT evaluation method Berghout
(1997) talks about an ‘increase in subjectivity’ when subsequently assessed
consequences of an investment are connected to corresponding evaluation aspects,
and when these consequences are scored and finally an overall score is given by
multiplying the weights of aspects to the scores of consequences. The final score
seems to be highly subjective and far from the ‘real’ consequences. Another
illustration is the methodology of Applied Information Economics promoted by
Hubbard Ross Associates — Ross 1999). It states that every real phenomenon can be
measured; if it cannot be measured it is not real. Precisely this argumentation has
been critiqued by Weick (1984, p. 129), calling it illogic. He argues that omitting
attributes in a forecast or estimate that are obviously relevant to the result, since they
could not be objectively measured, is to value them zero. Though one might respond
that all attributes (including intangibles) may be measured, this goes beyond the
acknowledgement that inherently different people will hold different interpretations
of the same attributes; in fact they will have different social constructions of the
same phenomena. Therefore, such a response can be seen to be too connected to a

unitary rather than a pluralist view (see section 2.2.4).

In sum, conventional ontological standpoints are lodged in discount cash flow
methods, but in the newer sophisticated methods as well, specifically multi-criteria
methods. For this reason, these methods have been criticised for their limited
consideration of human, social and political aspects (Hirschheim and Smithson 1988;
Walsham 1999; Farbey, Land ef al. 1999a) and their lack of consideration of the
organisational context (Serafeimidis 1997). Moreover, they are criticised for their
limited perspective on the evaluation process that underemphasises the involvement
and commitment of stakeholders (Symons and Walsham 1991). These criticisms lead
researchers to propose an interpretive evaluation of IT as a way of gaining a deeper
understanding of the different interpretations of various stakeholder groups in an
organisation in an evaluation exercise. Thus, the purpose for an interpretive
evaluation is to deepen understanding and to generate motivation and commitment
(Walsham 1999).
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3.2.6 Interpretive view on IT evaluation

In taking an interpretive stance, which recognises information systems to be more
social systems than technical systems (see section 2.2.5), it can be concluded that
most IT evaluations concentrate on the technical rather than on the human and social
aspects of the systems (Hirschheim and Smithson 1988). By contrast, interpretive
researchers claim organisations are complex social and political entities that defy a
purely objective technical analysis. Because information systems are part of
organisations, they cannot be viewed in isolation, but should also be considered as
social systems. Interpretive researchers deny the ontological belief that information
systems are fundamentally technical systems. Many examples in the literature show
the success or failure of an information system to be determined by ‘people
problems’ and not by technical aspects (Lyytinen 1987; Symons and Walsham
1991). The socio-organisational impacts are frequently the most wide-ranging. Thus,
these researchers argue a comprehensive information system’s evaluation must be
significantly broader in scope than methodologies such as cost / benefit analysis,
value analysis and decision analysis. IT evaluation should take into account both the
technical and social aspects of a system. In order to incorporate these more
problematic social aspects into the evaluation, a deeper understanding of the nature
and the process of evaluation is required. Hirschheim and Smithson (1988) therefore
propose an interpretive IS perspective to understand IT evaluation. They criticise the
most current evaluation methods as treating individuals as though they are
deterministic to the extent that they respond to events in predictable and determinate
ways. And although this approach may be appropriate for studying a subject that
does not possess a free will, interpretivists argue that information systems are

fundamentally human and social entities and therefore require a different approach.

In sum, information systems are perceived to be social systems and an analysis
which treats them as distinct from their infrastructure and context will lose
correspondingly in richness of understanding. Historical, social and political issues
may be of equal or greater importance than the technical and economic dimensions —

for example, visible in the covert functions of evaluation (see section 3.2.1).

Discussing the three historical generations of evaluation (discussed in section 3.2.1),

Guba and Lincoln (1989) operating from an interpretive stance have noticed three
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major flaws in each of the generations. These are the tendency of the evaluation to
favour the manager who commissioned the evaluation, a failure to accommodate the
multiple values in evaluation and an over adherence to the scientific paradigm of
inquiry based on the conventional philosophical assumptions. To tackle these
deficiencies, Guba and Lincoln propose a fourth generation in which the different
claims, concerns and issues from various stakeholders about the subject under
evaluation are central. This fourth generation is linked to a constructivist perspective
which also can be termed as an interpretive approach (Walsham 1993) from which
the key dynamic is negotiation. The approach they call responsive evaluation seeks
to reach consensus among stakeholders on all various claims, concerns and issues. It
acknowledges the fact that different people may hold different values and ideas on a
certain phenomenon and therefore evaluate it differently; the approach therefore
accommodates value-pluralism. A perspective on evaluation as negotiation process

has also already been recognised earlier (Land 1976).

Adopting such a stance means quite a radical move away from the conventional
evaluation practices since it substitutes relativity for (alleged) certainty, since there is
no objective truth on which inquires can converge; empowerment for control, since
multiple (possibly conflicting) interests and values are taken into account; and /ocal
understanding for generalised explanation, since it denies the assumption that
(social) reality is based on well-established cause-effect relationships. But, Guba and
Lincoln argue this radical move is necessary if we accept the basic premises of the
constructivist paradigm'? in favour of the conventional paradigm; that is to accept
that no generic or universal solutions can be devised for social problems through
denial of generalisation and simple, linear cause-and-effect relationships. Responsive
constructivist evaluation instead argues that the constructivist paradigm can help to

find and support solutions for situated, local problems.

“[A]ll these fears — about the loss of absolutes on which to pin our hopes, about

intolerable ambiguity, about the loss of experimental and political control, about our

21t can even be argued that Guba and Lincoln (1989) adhere more to the critical paradigm in the way
they try to emancipate evaluators from their entrapment within the conventional paradigm. However,
their proposed responsive evaluation is based on negotiation to come to a shared understanding of the
evaluant, and thus leading to consensus, which is a different view from what a critical paradigm might
advocate in viewing evaluation as political instrument (possible as an instrument of domination).
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inability to find widely useful solutions to our pressing problems — are themselves
only constructions in which their constructors are trapped because of their rigid
adherence to assumptions that have patently outlived their utility and their
credibility. It is precisely because of our preoccupation with finding universal
solutions that we fail to see how to devise solutions with local meaning and utility. It
is precisely because of our preoccupation with control that we fail to empower the

very people whom we are putatively trying to serve” (Guba and Lincoln 1989, p.47).

As can be seen from Table 3.2 the shift to a constructivist paradigm also means a

radical break from the conventional beliefs on evaluation (also see section 2.2.3).

Theorem on CONVENTIONAL CONSTRUCTIVIST

Nature of Evaluation is a form of scientific inquiry | Evaluation is a form of constructivist inquiry

evaluation and hence has all the attributes of that and hence has all the attributes of that genre.
genre.

Values and Evaluation produces data untainted by Evaluation produces reconstructions in which

evaluation values. Values are intrusive to the “facts” and “values” are inextricably linked.
evaluation process and distort scientific Valuing is an intrinsic part of the evaluation
data by, for example, biasing them. process, providing the basis for attributed

meaning,

Accountability Accountability can always be assigned Accountability is a characteristic of a
because it is determinable via the relevant | conglomerate of mutual and simultaneous
cause-effect chain. shapers, no one of which or one subset of

which can be uniquely singled out for praise
or blame.

Objectivity of Evaluators can find a place to stand that | Evaluators are subjective partners with

evaluation findings

will support the objective pursuit of
evaluation activities.

stakeholders in the literal creation of
evaluation data.

Function of

Evaluators are the communication

Evaluators orchestrate a negotiation process

evaluators channels through which literally true data | that aims to culminate in consensus on better-
are passed to the audience of evaluation | informed and more sophisticated
reports. constructions.

Legitimacy of Scientific evaluation data have special Constructivist evaluation data have neither

evaluation findings

legitimacy and special status that confer
on them priority over all other
considerations.

special status nor legitimacy; they represent
simply another construction to be taken into
account in the move toward consensus.

Table 3.2 Contrasting theorems from conventional and constructivist belief systems

specific to evaluation, based on Guba and Lincoln (1989, p. 109 — 111).

An interpretive approach to IT evaluation is supported further by Serafeimidis
(1997), who employs the concepts of content, context and process of the evaluation
(Pettigrew 1990; Farbey, Land et al. 1993; Symons 1994). Thus the scope of
conventional evaluation methods is broadened to go beyond just the content of the

evaluation and to include also the context in which the evaluation takes place (e.g.
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external environmental and internal organisational factors) and the process by which
the evaluation is performed. Interpretive researchers thus claim that an interpretive
approach to evaluation would be more appropriate than the narrow traditional
evaluations, if the aim of the evaluation is to generate real understanding of the costs
and benefits of a computer-based system and its human and organisational

consequences (Walsham 1999).

So both from a practical point of view (e.g. hard to quantify intangibles, the
favouring of quick-return projects, the lack of consideration for typical
characteristics of IT projects, etc.) as well as from an ontological point of view
(information systems are primarily social systems, not technical systems which can
be evaluated in an unbiased, value-free and objective way), objections are raised
against applying traditional methods to evaluate IT. A critical theoretical perspective

adds still another critique.

3.2.7 Critical view on IT evaluation

Lyytinen and Klein (1985) propose applying the critical theory (based on the critical
paradigm) of Jurgen Habermas to information systems instead of the natural
scientific research theories which have dominated IS research. They stress the
importance of the social characteristics of information systems, the recognition of IS
development as social act, the emancipation of individuals and interest groups, the
participation of all stakeholders in IS development decisions and processes and the
need for achieving consensus in the goals of IS development through extensive
communication. Critical theorists argue that people cannot fulfil their potential owing
to constraints imposed on them by prevailing systems of economic, political, and
cultural authority, constructed both socially and by material conditions (Orlikowski
and Baroudi 1991; Ngwenyama 1991). Where interpretivism seeks understanding of
the phenomenon through description, critical studies consider inequalities and power
relations within organisations. They propagate emancipation of all individual
stakeholders from prevailing systems. In the case of IT evaluation this can, for
example, mean that all stakeholders are given a genuine chance to express their
arguments and views on the phenomenon under evaluation and that all of these be
regarded as equal partners. A joint understanding with a consensus between al/

stakeholders concerned with the phenomenon is the ultimate goal.
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Critical theory, in addition to the critique of an interpretive view, adds a critique
concerning the inability of the methods to capture an independent reality. Instead,
they create taken-for-granted images of the world. Critical theory argues that there is
no such thing as an independent economic reality, but evaluation and accounting
methods and practices are creating that reality (Power and Laughlin 1992). In their
simplification and representation of the world, they create an image of the world
which to decision-makers can become reality. Moreover, critical theory argues that
evaluators are not value-free or neutral, but exist in the broader social context of the
organisation. An evaluation is the reflection of the evaluator’s beliefs and
assumptions. It presents his or her point of view, values and criteria in a specific way
of capturing and describing reality. Furthermore, the evaluator is limited by his / her
mental inability to capture and understand the rich and complex context of the
situations and so is forced to simplify reality in models. Evaluation is therefore a
partial and subjective view of the reality of a situation as seen by the evaluator at a

specific point of time.

Since information from evaluations is used for decision-making purposes, critical
theory adds that it can become an instrument for organisational politics. Moreover, it
argues that evaluation practices and methods can obscure the actual personal
objectives pursued by decision-makers behind a rationalised myth and the overt
organisational goals (Knights and Murray 1994). Ritualistic use of discounted cash
flow methods can, by supporting powerful interests, become a device to suppress the
less powerful in organisational terms (Walsham 1999). It is however questionable, as
Carruthers (1995) demonstrates, who is suppressing whom through the rationalised
myth. For instance, is it the financial specialists who by their (institutionalised)
background adhere more to the methods, and let such methods influence their
worldview and actions? Or by contrast, is it the non-specialists who are fooled, and
the financial experts who through their experience appreciate the malleable,
ambiguous and political nature of the methods? Maybe both groups are by the formal
rational method decoupled from actual organisational practice and are only
maintaining appearances to the outside by symbolically reproducing rationality
(Meyer and Rowan 1991; Carruthers 1995) or maintaining their own sense of
security (Knights and Morgan 1991).
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McCabe, Knights et al. (1998) discuss from a critical perspective a case study where
the concept of Total Quality Management (TQM) is introduced in an organisation.
TQM is introduced by management to unite the organisation and secure employee
commitment. However, their main argument is that TQM can be used to transform
social relations. But it does so based on existing social relations. Consequently, while
addressing some problems, TQM reconstitutes organisational inequalities and
existing power relations. In doing so it (re)creates many of the problems it is
intended to resolve. TQM is usually depicted as a moral and politically neutral set of
techniques to manage an organisation more effectively by improving the quality of
its products and services. The researchers however argue that TQM does not remove
organisational politics. As it resolves older tensions, it in fact creates new political
anxiety and stress. TQM promises empowerment, but instead gives a rationale for

cost-cutting and labour-saving, thus resulting in employment insecurity.

In the case study of a medium-sized UK, Bank McCabe, Knights et al. (1998) show
that TQM is to blame for anxiety in job security because TQM goes hand in hand
with restructuring (and lay-offs). This results in tensions in the organisation, creating
an atmosphere where people (as understood from a critical political point of view) try
to survive and start blaming each other for inefficiencies. The case shows that TQM
only works in this company for the people who do not have to be afraid of
unemployment. The people who are in a more uncertain position try to make it more
secure by only doing the work that is demanded of them, and trying not to accept

extra responsibilities from the people who are in the better position.

A similar analysis of the concept of Activity-Based Management (ABM) has been
given by Armstrong (2002), which aims to treat staff activities in routine functions
for particular cost-objects, usually products. The framework encourages the
stripping-out of all staff work which cannot be accommodated within its defined
activities or the language of accountability imposed by ABM. This holds the threat of
limiting or downplaying non-routine initiatives aimed at competitive advantage, such
as human resource management or marketing. Moreover, due to its cost-cutting

focus, ABM can have negative consequences with regard to employment security.
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We argue that similar reasoning can be applied to the introduction of improved IT
cost/benefit management through the employment of a new IT evaluation method.
The introduction of a new IT evaluation method changes employees’ roles,
responsibilities and commitments and thereby disrupts the “secure identities and
positions they have created for themselves” (Knights and Murray 1994). It can also
be seen as an indirect threat to employment security, since improved cost
management can result in reductions of staff. Pfeffer (1981) argues that changing
monitoring and evaluation instruments in organisations can lead to changes in

existing power distributions leading to political unrest.

One could think that the politics practiced, owing to employment insecurity by the
employees in the TQM case, are undesirable and should somehow be eliminated.
This assumption is a very common one in managerial literature. For example, Boar
(2001) argues that “by far, the most difficult barrier to overcome is organisational
politics. [...] Politics is a hard reality for the strategic change agent. [...] Better to
protect and defend ‘what is’ rather than be at the mercy of the change agent, or
should we say the ‘annihilator.’ [...] To overcome politics and the inertia to action it
causes, persuasive arguments that transcend the ability of the factions to resist must
be developed” (ibid, p. 259 - 261).

But these politics are not unfavourable, so argue the critical researchers (McCabe,
Knights et al. 1998), but a rational and central activity “and beneficial for
organisations: it is through political manipulation and manoeuvring that individuals
are able to secure their sense of self and identity. In doing so individuals may derive
meaning from their work that could otherwise be absent. Critically, such expressions
of self may serve to curb more violent forms of resistance should management
attempt to remove them” (ibid, p. 123). The researchers conclude that TQM either
has to be accepted as a concept that will not deliver its promises and therefore should
not be employed, or TQM should be extended to take into account the issues of

power, structure, inequalities and (employment) security as well.
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