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A bstract

This thesis analyses the dynamics of firm profitability, growth, and exit across 

different industries.

Chapter 1 documents a striking empirical regularity in the joint distribution of 

firm profitability and firm size which varies systematically across industries: In

industries with a high intensity of R&D investments, there is a strong, systematic 

"negative tail" of small loss-making firms in the profits-size distribution, whereas 

this "negative tail" is much less pronounced in industries with low R&D intensity. 

The chapter also proposes a simple reduced form dynamic model which explains 

the main empirical features by combining two key mechanisms: a real option effect 

at the business level and a diversification effect at the firm level.

The second part of the thesis takes a structural approach. Its focus is on es­

timating the dynamic evolution of firm productivity which is an unobserved state 

variable in an underlying structural model. In this model, firms make exit deci­

sions and investment decisions in physical capital and in R&D. Chapter 2 extends 

the model in Olley & Pakes (1996) to include R&D decisions that stochastically 

affect future productivity realisations and proves that their invertibility approach 

still applies. It estimates the distribution of future productivity conditional on 

current productivity and R&D investments, which is the key stochastic primitive 

in theoretical models of firm dynamics.

Chapter 3 introduces knowledge capital as a second unobserved state variable 

into the model and extends the invertibility idea and the estimation strategy to 

the case of two unobserved state variables. Knowledge allows for lagged effects of 

R&D on productivity while simultaneously accounting for the stochastic nature of 

R&D. This reconciles the knowledge capital view in the tradition of Griliches (e.g. 

1998) with the stochastic approach in the recent literature on firm dynamics.
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Introduction

This thesis analyses different aspects of the dynamics of firm profitability, growth, 

and exit across different industries. It has two parts. The first part (Chapter 1) 

analyses a striking empirical regularity in the joint distribution of firm profitability 

and firm size and proposes a simple reduced form dynamic model that explains this 

feature by combining a real option effect with a diversification effect. The second 

part (Chapters 2 and 3) takes a structural approach and focuses on estimating the 

central primitive that drives idiosyncratic outcome paths across firms in theoretical 

models of firm dynamics: the stochastic evolution of firms’ productivity state

conditional on current productivity and research and development (R&D). Chapter 

2 does this by extending the techniques by Olley & Pakes (1996) to a structural 

model in which firms invest in physical capital and R&D. Chapter 3 further extends 

this approach by introducing an additional unobserved knowledge state into the 

model, which allows to capture lags in the R&D process.

The starting point of the thesis is a striking shape in the joint distribution of 

firm profitability and firm size: There is a strong "negative tail" in the profits-size 

distribution of small, highly unprofitable firms, many of which are reporting losses 

in the same order of magnitude as their asset values. Moreover, this tail disappears 

for bigger firms. Analysing and explaining the shape of this distribution is the 

central theme of Chapter 1.

The first part of the chapter provides a detailed empirical characterisation of the 

profits-size distribution across industries. As this distribution is an endogenous 

outcome of the underlying dynamics of firms, the chapter also derives stylized 

facts on firm dynamics in terms of firm profitability, growth, and exit. The focus 

here is on how the distribution and the underlying dynamics vary across different
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industries. Using Standard and Poor’s COMPUSTAT database on firms listed on 

North American stock markets across 42 4-digit SIC industries, the key empirical 

finding of the chapter is that the shape of the profits-size distribution and the 

dynamics of firms vary in a systematic way between industries with a high intensity 

of R&D investments and industry with low R&D intensity:

1. The "negative tail" in the distribution of small, loss-making firms is sys­

tematically more pronounced in industries with high R&D intensity than in 

industries with low R&D intensity.

2. The variance of the change in profit rates from year to year is increasing in 

R&D intensity.

3. Small, unprofitable firms in high R&D industries have lower exit probabili­

ties, higher probabilities to remain unprofitable, and higher probabilities to 

become profitable than their counterparts in low R&D industries.

The systematic variation of these features with industry R&D intensity indicates 

that there are underlying driving mechanisms that are common across industries. 

The key idea of the chapter is that the observed empirical regularities are due to a 

combination of two effects: an option value effect and a diversification effect.

The option value effect works as follows. Firms in high R&D industries face 

a high uncertainty about the future evolution of their profits. This is consistent 

with the fact that the variance in the change in profit rates is increasing in R&D 

intensity. Therefore, the option value of staying in the industry for a loss-making 

firm is higher in high R&D industries than in low R&D industries. Loss-making 

firms in high R&D industries are hence willing to face higher losses before they 

optimally decide to exit than their counterparts in low R&D industries. This 

option value effect generates the negative tail in the profits-size distribution of 

high R&D industries.

The second effect is a diversification effect. Larger firms tend to be more 

diversified than small firms implying that the profitability of large firms is an 

average across more (diversified) businesses than the profitability of small firms. 

This effect leads to a decline in the cross sectional variance of firm profitability
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with firm size and, crucially, to the disappearance of the negative tail in the profits 

size distribution for large firms.

The second part of Chapter 1 models these effects in a simple reduced form 

model of firm dynamics and shows that this model can generate the main features 

of the profits-size distribution. In the model, a firm consists of a number of inde­

pendent businesses which arrive randomly over time. At any given point in time 

each firm decides whether to continue or abandon each of its constituent businesses. 

The profit flow from each business follows an exogenous stochastic process which 

gives rise to a simple real option problem. When a business’ current profit flow 

is negative, the firm has to decide whether to abandon the business taking into 

account the option value that the business may become highly profitable in the 

future. This option value of continuation increases and the profit flow at which it 

is optimal to exit decreases with the variance of the stochastic process of the profit 

flow. At the firm level, this option value effect is combined with a diversification 

effect through the aggregation across the firm’s constituent businesses.

Based on analytical results for the real option problem for a single business, 

a simulation approach is used to generate profits-size distributions and intra dis­

tribution dynamics. The simulation results show that the model can reproduce 

the overall shape of the profits-size distribution remarkably well. Moreover, by 

varying a single parameter -  the variance of the underlying stochastic process for 

the evolution of profit rates of individual businesses -  the model can generate the 

qualitative differences in the empirical distributions between high and low R&D 

industries. That is, the notion supported by the second stylized fact that indus­

tries characterized by a high R&D intensity are high risk environments compared 

to low R&D industries is sufficient to generate the qualitative differences in the 

profits-size distribution in this model. The model fails, however, to reproduce the 

stylised fact on intra distribution dynamics that small unprofitable firms in high 

R&D industries are more likely to remain in this state than firms in low R&D 

industries.

The model of Chapter 1 is, of course, a reduced form model in that it treats 

the evolution of the profit flow of businesses and the arrival of new businesses as 

purely exogenous. Apart from the decision to shut down businesses, the model
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abstracts from all other decision variables such as investments in R&D or physical 

capital. These are clearly important decision variables of the firm so that the 

model is restrictive in this respect. However, while the model falls short of a fully 

structural behavioural model and is hence unable to identify structural parame­

ters, modelling industry dynamics by a simple reduced form model is a powerful 

short-cut that allows to focus on the effect of potentially important underlying 

mechanisms. This is particularly useful for cross industry studies where the aim 

is to focus on the mechanisms that are common across industries rather than on 

modelling any specific industry in great detail. The fact that the simple model 

is capable of reproducing the striking cross industry differences of the profits-size 

distribution indicates that the real option effect at the business level combined with 

a diversification effect at the firm level are two key mechanisms in explaining the 

observed empirical regularities. 2 -   ̂I

The second part of the thesis, consisting of Chapters 2 and 3, takes a comple­

mentary structural approach. It focuses on a subset of industries and models the 

dynamics of firms in these industries in more detail. In contrast to Chapter 1, the 

models in this part abstract from the diversification of firms. However, they are 

much richer in the modelling of firms’ decisions. In these models, profitability is 

driven by a productivity state that evolves stochastically over time and which firms 

can influence by investing in R&D. Firms grow by investing in physical capital, 

and can decide to exit if their expected net present value becomes negative. As in 

Chapter 1, the fact that the evolution of future profits is subject to uncertainty (via 

the stochastic evolution of productivity) gives rise to an option value of remaining 

active even if current profits are negative.

The models in Chapters 2 and 3 are in the spirit of the recent theoretical 

literature on firm dynamics (e.g. Hopenhayn (1992), Ericson & Pakes (1995)). In 

this literature, the success or failure of a firm in an industry and the dynamics 

of profitability and growth are typically driven by the stochastic evolution of a 

firm specific productivity state which may or may not be influenced through R&D 

investments. The stochastic evolution of productivity conditional on R&D is 

the key primitive that generates idiosyncratic differences in outcome paths across 

firms in this literature. The evolution of productivity and the effect of R&D on
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the future productivity distribution is therefore at the heart of understanding the 

dynamics of firms in R&D intensive industries and their incentives to invest in 

physical capital and R&D. Chapters 2 and 3 provide an empirical framework to 

estimate the distribution of future productivity conditional on R&D.

The question of the effect of R&D on productivity is, of course, also the theme of 

a much older and huge empirical literature initiated by Zvi Griliches (e.g. Griliches 

(1998) for a collection of papers in this tradition). This literature is concerned with 

estimating the average or expected (private or social) returns to (firm or industry 

level) R&D. To do so, this literature typically includes a knowledge capital stock 

in the estimation of a production function. This knowledge capital is constructed 

from observed R&D investments of firms and captures the effect of R&D on pro­

ductivity. While estimating the average effect of R&D on productivity is often 

the best one can do, an analysis of the effect of R&D on the entire distribution 

of future productivity at the firm level clearly provides a more complete picture^^ 

and makes explicit the stochastic nature of the outcomes of R&D. Investigating 1

this distribution provides information on the stochastic environment in the indus­

try under study and therefore forms the basis for a better understanding of the 

(private) incentives to invest in R&D.

The empirical approach in Chapters 2 and 3 to estimate this distribution builds 

heavily on the invertibility approach developed by Steven Olley and Ariel Pakes 

(1996). In their seminal paper on the Telecommunications Equipment industry, 

they propose a novel semiparametric method for controlling for unobserved pro­

ductivity differences across firms in the estimation of production functions. Their 

method overcomes well known biases in OLS production function coefficients due 

to the simultaneity of input choices with unobserved productivity differences across 

firms and due to selection through exit.

Their approach relies on the invertibility of the investment policy function gen­

erated by a structural single agent model for the dynamics of firms in the industry.

In their model, firms have two state variables, capital and productivity. Produc­

tivity evolves stochastically and follows an exogenous first order Markov process, 

while capital is accumulated deterministically through the firms’ investment deci­

sions. Firms maximise their expected discounted value by deciding on whether to

16



exit the industry and by choosing the level of investment in physical capital.

The key idea of the invertibility approach of Olley & Pakes (1996) is as follows.

If the marginal value of capital is increasing in productivity, then the optimal 

investment in physical capital conditional on the current capital stock will be in­

creasing in the level of the expected future productivity. Moreover, if expected 

future productivity is increasing in current productivity, i.e. if there is persistence 

in productivity realisations, then this implies that the investment policy function 

generated by the model (i.e. investment as a function of the state variables pro­

ductivity and capital) is increasing in productivity. This in turn implies, that the 

policy function can be inverted to express productivity as a function of investment 

and capital. Pakes (1994) proves that this property holds for their model.

This inverted policy function allows Olley & Pakes (1996) to control for the 

productivity state, which is unobserved by the researcher, in the estimation. As 

the policy function is generated by the dynamic structural model, its inverse de­

pends in a complicated way on all the primitives of the model. Therefore, Olley 

& Pakes (1996) treat unobserved productivity as an unknown function of invest- \  

ment and capital. This allows them to control for unobserved firm productivity 

nonparametrically without having to solve the structural model explicitly.

On the basis of this idea, Olley &: Pakes (1996) provide a semiparametric esti­

mation method to estimate production function coefficients (which are a subset of 

the parameters of the underlying structural model) in the presence of unobserved 

productivity differences across firms. Their method proceeds in two stages. The 

first stage yields consistent estimates of coefficients of variable factors of production 

as well as estimates of the joint effect of productivity and capital. The second stage 

then estimates the capital coefficient and, as a by-product, also produces estimates 

of the firm specific unobserved productivity state over time.

Chapter 2 extends the approach by Olley &: Pakes (1996) to a model in which 

firms can invest in R&D to improve the distribution of future productivity reali­

sations. In this model, firms have two state variables, capital and productivity, 

and make exit decisions and investment decisions in physical capital and in R&D. 

While the capital stock in the next period is a deterministic function of current 

capital and physical capital investments, R&D has a stochastic effect on the future
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evolution of unobserved productivity -  i.e. the Markov process for the dynamics 

of productivity in Olley & Pakes (1996) is partly endogenised in this model. This 

model forms the basis for analysing the effect of R&D on productivity dynamics. 

The main contributions of the chapter are as follows:

First, the chapter proves that, under certain restrictions on the model prim­

itives, the policy function for capital investments generated by the extended un­

derlying structural model is still monotonie in productivity, conditional on capital. 

The first part of the intuition for this result is the same as in Olley & Pakes (1996): 

provided the marginal value of capital is increasing in productivity, investment is 

increasing in expected future productivity. To complete the intuition, expected 

future productivity needs to be increasing in current productivity even allowing 

for the endogenous choice of R&D. That is, the model needs to generate some 

persistence in productivity realisations in the presence of R&D. The proof of the 

monotonicity property relies on results from the literature on monotone compar­

ative statics (e.g. Topkis (1978), Athey (1995)) which identifies supermodularity 

and first order stochastic dominance as key properties in generating monotonicity 

results.

As in Olley & Pakes (1996), invertibility of the investment policy function is 

a powerful result which implies that the unobserved productivity state can be ex­

pressed as a function of capital and investment even in the extended model includ­

ing R&D. The result is crucial for controlling for the unobservable productivity 

states in empirical work and forms the basis for jointly estimating the production 

function coefficients and the unobserved productivity states.

Second, the invertibility result for this model with R&D suggests an estimation ^

approach for production function coefficients and for the unobserved productivity «
A *

states along the lines of Olley & Pakes (1996). The first stage of the Olley-Pakes  ̂ ^ 

estimation method which estimates the production function coefficients for the 

variable factors of production follows directly. The second stage of the estimation 

procedure requires some further analysis. This is because of the need to control 

for the expectation of productivity conditional on past information and on survival 

to consistently estimate the coefficients of the quasi-fixed factors. In a model with 

R&D, this expectation not only depends on past productivity and on the survival

18



.
probability, but also on past R&D investments. Ignoring the impact of R&D 

may therefore lead to inconsistent coefficient estimates for the quasi-fixed factors. 

The chapter presents two alternatives to the stage two estimation equation of the 

Olley-Pakes algorithm. The first suggests using R&D data but is problematic if 

the level of R&D is endogenous in the sense that it is correlated with potential 

measurement error in the dependent variable. The second approach does not 

require any additional data and exploits the fact that we can control for the effect 

of R&D by estimating stage two as a fully nonlinear nonparametric function of 

past productivity and current capital. This second modification can be shown 

to be asymptotically equivalent to the second stage estimation equation originally 

proposed by Olley & Pakes (1996). This is because, in the context of our model, the 

survival probability is strictly increasing in capital conditional on productivity. As 

a result, both stages of the original Olley-Pakes procedure can be directly applied 

to our model with R&D.

While the proposed solutions depend on the setup of the structural model, 

the problem of controlling for R&D in the second stage of the estimation is more 

general: Whenever expected future productivity depends on R&D (i.e. R&D has 

some effect), one needs to think carefully about how to control for R&D to obtain 

consistent estimates of the quasi-fixed factors. This point applies independently 

of whether the approach to proxy for productivity relies on a property generated 

by an underlying structural model as in Olley & Pakes (1996) or not. Even if the 

rationale for the productivity proxy is not based on a structural dynamic model, 

such as the intermediate inputs approach recently proposed by Levinsohn & Petrin 

(2003), one still needs such a model in the presence of R&D to justify the second 

of the estimation procedure.

In fact, an alternative interpretation of stage two of the estimation procedure 

presents itself. Since productivity and capital are the state variables of the model, 

future realisations of output can be expressed as expected output conditional on 

productivity and capital plus an error term which is uncorrelated with the current 

state. This gives rise to a multiple index model with two arguments, productivity 

and capital, because the first argument, unobserved productivity, is an index of 

the nonparametric part of the first stage estimation and the observed capital state.
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Identification of the capital coefficient in this multiple index model requires some 

index restrictions. In the context of the model in this chapter, identification is 

achieved by replacing the second argument, capital, with the capital stock next 

period which is known in the current period and relevant for future periods.

It is interesting to note that this rationale not only holds for future output, 

but for all future variables (labour, investment etc.). While the thesis does not 

pursue this any further, additional estimation equations for these variables could be 

added to stage two of the estimation to improve efficiency. Since these additional 

equations would all be nonparametric multiple index models of the same indices, 

no additional assumptions on the model would be required.

The third and main empirical contribution is that the firm and year specific pro­

ductivity estimates from the production function estimation are used to analyse the 

distribution of future productivity conditional on current productivity and R&D. 

This forms a basis for testing whether the first order stochastic dominance as­

sumptions of the theoretical model (which are standard in the literature on firm 

dynamics) are satisfied and hence whether the model is accepted by the data. By 

providing a method of examining the effect of R&D on the entire distribution of 

future productivity and by quantifying this effect, the chapter also hopes to con­

tribute to the empirical literatures on firm dynamics and on R&D and productivity.

The study uses firm level COMPUSTAT data for the four 3-digit SIC industries 

"Pharmaceuticals (SIC 283)", "Computer Hardware (SIC 357)", "Telecommunica­

tions Equipment (SIC 366)", and "Software (SIC 737)". The sample spans the 

years 1980 to 2001 and is characterised by high levels of R&D spending and by 

a considerable degree of exit. In fact, the mean and median levels of R&D in­

vestments exceed the corresponding levels of investment in physical capital in each 

of these industries. This suggests that controlling for R&D as well as survival 

is potentially important. Estimates for the capital coefficient are sensitive to 

the specification of the stage two estimation equation. In particular, the point 

estimates for capital from our fully nonlinear specification are lower than those es­

timated from the original Olley-Pakes equation in all industries except "Software". 

While these differences are not statistically significant, it indicates that despite 

the asymptotic equivalence of the approaches, their finite sample performance may
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differ. » .JL ‘
9- f

Specification tests proposed in Olley & Pakes (1996) lead us to accept the model 

for "Pharmaceuticals" and "Telecom Equipment" but to reject it for "Computers" 

and "Software". Testing whether the future productivity distributions conditional 

on R&D and current productivity satisfy the first order stochastic dominance prop­

erty of the model leads to the same conclusion. For the industries "Computers" .

and "Software", this suggests that using investment as a proxy for productivity

does not adequately control for unobserved productivity differences across firms  ̂

and that the structural dynamic model does not adequately capture the dynamic 

features of these industries. However, the estimation approach and the model seem ^

to work well for "Pharmaceuticals" and "Telecom Equipment".

Further analysis of the future productivity distribution conditional on R&D and 

current productivity shows that productivity is more volatile in "Telecom Equip­

ment" than in "Pharmaceuticals" as shown by a higher dispersion of productivity 

increments. The average elasticity of next period’s productivity with respect to 

R&D is estimated to be around .02 for "Pharmaceuticals" and, depending on the 

specification, between .007 and .04 for "Telecom Equipment". These effects are 

low but significant and represent estimates of the short run returns to R&D in 

terms of productivity from one year to the next.

Chapter 3 takes the analysis a step further and explores an extension to the 

model and the empirical techniques of Chapter 2. In particular, this extension 

addresses the fact that the assumptions on the R&D process in Chapter 2 do not 

allow for lagged effects of R&D on productivity realisations that lie more than one 

period in the future. This is because the model in Chapter 2 makes an extreme 

assumption as to how R&D accumulates into productivity which is common in the 

theoretical firm dynamics literature (e.g. Ericson & Pakes (1995)): Conditional on 

the current productivity state, R&D investments improve the distribution of the 

next period’s productivity state and hence the next period’s payoff. The effect of 

R&D indirectly also transmits into more distant periods through its effect on next 

period’s productivity due to serial correlation in productivity. However, there is no 

direct effect of current R&D on productivity realisations beyond the next period.

This extreme view of how R&D accumulates raises the question of possible time
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lags between the R&D investments and the point in time when the outcome of 

the R&D process becomes pay-off relevant -  especially for some industries such as 

" Pharmaceuticals ".

At the other extreme, there is the view that R&D accumulates deterministically 

into knowledge capital in the tradition of Griliches. In this literature, knowledge 

capital becomes an input in the production function and there is no inherent differ­

ence in the accumulation of knowledge capital and that of physical capital. Both 

forms of capital accumulate through investments and depreciate in a deterministic 

way. This approach can deal with lagged effects of R&D on production to the 

extent that knowledge depreciates slowly. However, the researcher has to spec­

ify a depreciation rate for knowledge to construct the knowledge stock from past 

R&D investments, which is to some extent arbitrary. Furthermore, the determin­

istic accumulation approach neglects the inherently stochastic nature of the R&D 

process.

To reconcile these views. Chapter 3 introduces a knowledge state into the model 

of Chapter 2. Rather than being a direct input into the production function, the 

role of knowledge is to improve the distribution of future productivity. The firm’s 

knowledge state is the result of an accumulation process containing stochastic as 

well as deterministic elements. Knowledge in the next period depends determinis­

tically on the current knowledge state, on R&D investments, and on the stochastic 

realisation of productivity.

This combination of deterministic and stochastic elements in the accumulation 

process offers the advantage to allow for lags in the effect of R&D of more than one 

period while at the same time accounting for the stochastic nature of R&D which 

results in serial correlation in productivity realisations. In this way, the approach 

can integrate the advantages of the traditional Griliches view of deterministic ac­

cumulation of knowledge through R&D with those of the stochastic accumulation 

approach of the theoretical firm dynamics literature.

A direct implication of the role of stochastic realisations of unobserved produc­

tivity in the accumulation process is that knowledge itself becomes an unobserved 

state variable in the model. This complicates the theoretical and empirical analy­

sis, as it rules out the construction of knowledge capital from past R&D invest-
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merits. Therefore, estimation of the model requires techniques that do not rely on 

specifying a depreciation rate for knowledge to construct knowledge capital. When 

feasible, the lack of dependence on a depreciation rate for knowledge constitutes an 

additional advantage over the Griliches approach as this depreciation rate typically 

has to be chosen in an ad hoc manner.

Moreover, the fact that knowledge and productivity are both unobserved state 

variables in the model raises an interesting methodological issue as to how to control 

for these states. The invertibility result of Olley & Pakes (1996) and of Chapter 

2 applies in the context of a single unobserved state variable. Chapter 3 explores 

whether this invertibility idea can still be applied when there are two unobserved 

states in the model. As emphasised by Olley & Pakes (1996), the feasibility of the 

invertibility approach depends on the precise structure of the underlying model and 

needs to be examined on a case by case basis. This structure will be even more 

critical in the presence of two unobserved state variables. Therefore, Chapter 3 

can by no means offer a general answer to this question.

However, the chapter proves that under certain additional assumptions, the in­

vertibility approach can still be applied to the model with unobserved knowledge 

capital. Under these assumptions, the policy functions for investment and R&D 

can jointly be inverted to yield unobserved productivity as a unique unknown func­

tion of the observed capital state and observed investments in R&D and physical 

capital. This is a powerful theoretical result which provides a basis for controlling 

for unobserved state variables in empirical applications.

One example of an empirical application is, again, the semiparametric approach 

by Olley & Pakes (1996). Chapter 3 extend this approach to the model with two 

unobserved states and R&D by including R&D in the list of productivity proxies. 

As before, estimation proceeds in two stages. While conditions underlying the 

invertibility results are sufficient to identify the coefficients of the variable factors 

of production in the first stage, an additional condition is required for R&D to be 

a valid proxy in the second stage of the estimation which estimates the coefficients 

of quasi-fixed factors of production. Unfortunately, this is a condition on the 

second derivative of the expected future value of the firm, i.e. not a condition 

on the model primitives but the solution of the dynamic model. Therefore, this
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condition cannot be checked without specifying all the model primitives and solving 

the dynamic programme -  the difficult task the semiparametric approach aims to 

avoid in the first place. If one wants to follow the semiparametric approach, one 

can only hope that this condition is satisfied and proceed with the estimation.

Using the same dataset as for Chapter 2, the production function estimates 

for the model with unobserved knowledge change somewhat, but not dramatically 

compared to the estimates of that chapter. The labour coefficients in the model 

with unobserved knowledge tend to be a little higher than that of the previous 

chapter, while the estimated capital coefficients tend be a little lower. This in­

dicates that if the true model includes knowledge capital, the OLS biases in the 

labour coefficient due to simultaneity of the input choices may be quantitatively 

somewhat less important than suggested by the results of the previous chapter, 

even though they are still present.

Specification tests reject the model with knowledge capital for all industries 

except "Pharmaceuticals". In that sense, introducing knowledge in the model and 

including R&D in the list of proxies does not improve on the model rejections in 

the second chapter. In fact, for "Telecom Equipment" one of the estimation speci­

fication in Chapter 2 was accepted, while both knowledge capital specifications are 

rejected in Chapter 3. The rejections suggest that for these industries investment 

and R&D are insufficient to proxy for unobserved differences in productivity and 

knowledge. ^

Nevertheless, it is interesting to examine the effect of R&D and knowledge on 

productivity dynamics. The estimate for the short run elasticity of productivity 

with respect to R&D is around .016 in Pharmaceuticals and around .03 in "Tele­

com Equipment". These estimates are quite close to the estimates of Chapter

2. The elasticity of productivity with respect to knowledge is estimated to be 

around .4 in "Pharmaceuticals", while it is much lower in the other industries. As 

knowledge capital allows for lagged effects of R&D on productivity, this confirms 

the prior that there are typically long lags in the Pharmaceutical Industry between 

the innovation of a new drug and bringing it to the market. It also suggests 

that introducing unobserved knowledge capital is an important improvement for 

modelling this industry.
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The analysis in the second part of the thesis develops an empirical framework for 

the estimation of the evolution of productivity conditional on current productivity, 

R&D, and knowledge capital. This is the key stochastic primitive in the models 

in Chapters 2 and 3 that drives the dynamics of firm profitability, growth, and 

exit. The advantage of the semiparametric approach in these chapters is that it 

is relatively easy to implement and computationally not very intensive. It also 

does not require functional form assumption for the productivity distribution or 

for the other primitives of the model. Instead, all it requires are assumption on 

certain properties of primitives coupled with a functional form assumption for the 

production function.

However, since the approach falls short of estimating the full dynamic models, 

one cannot conclude on the basis of the estimates of Chapters 2 and 3 alone whether 

the dynamic structural models of these chapters can generate the profits-size dis­

tributions and the dynamics documented in Chapter 1. This would require the 

specification of all the primitives of the models and the (simultaneous) estimation 

of all the parameters. Such an estimation could, for example, be implemented 

using a nested fixed point approach. While the invertibility results of Chapters 

2 and 3 could be directly applied to deal with unobserved state variables such as 

productivity and knowledge in such a context, a nested fixed point estimation is 

very complicated and computationally very demanding and is beyond the scope of 

this thesis.
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Chapter 1 

Losses N ot Losers: 

The Profits-Size D istribution  and  

a Sim ple Real O ption M o d e l,

1.1 In tro d u c tio n

The starting point of this thesis is a striking regularity in the joint distribution 

firm profitability and firm size: Figure 1-1 shows a scatter plot of profitability (as « t  

measured by operating profits divided by the value of total assets) against firm size 

(measured by the base 10 logarithm of the value of total assets). Two main features 

are apparent from this scatter plot. First, the variance of profit rates decreases 

with firm size. Second, and more surprisingly, there is a long tail of small firms 

making very high losses -  some of them in the same order of magnitude as their 

asset values -  but there are almost no large loss-making firms.

This "negative tail" of small loss-making firms in the profits-size distribution 

immediately raises a number of questions: Does the shape of the distribution vary 

across industries? What are the underlying dynamics of firms driving this tail 

in distribution? How can these dynamics be modelled? This chapter investi­

gates these questions empirically and proposes a simple real option model that can 

rationalise the main empirical features.

The first part of this chapter provides an empirical characterisation using Stan-
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Figure 1-1: The joint distribution of firm profitability and firm size (pooled 1990- 
2002)
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dard and Poor’s COMPUSTAT database of the joint distribution of firm profitabil­

ity and firm size and of the underlying firm dynamics in terms of firm profitability, 

growth, and exit. The focus here is on how the profits-size distribution and the 

underlying dynamics differ across industries. The key empirical finding of this 

chapter is that the shape of the profits-size distribution and the dynamics of firms 

vary across industries in a systematic way:

1. The "negative tail" in the distribution of small, loss-making firms is system­

atically more pronounced in industries with a high intensity of investments 

in R&D than in industries with low R&D intensity.

2. The variance of the change in profit rates from year to year is increasing in

the R&D intensity supporting the idea that high R&D industries are "riskier" 

environments with respect to the future evolution of profits.

3. Small, unprofitable firms in high R&D industries have lower exit probabili­

ties, higher probabilities to remain unprofitable, and higher probabilities to 

become profitable than their counterparts in low R&D industries.

These stylized facts provide an interesting if crude characterisation of cross

industry differences in intra-distribution dynamics and the profits-size distribution.
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They also are also a good benchmark for any dynamic model trying to explain these 

statistical regularities. f c'^

The key theoretical idea in this study is that the statistical regularities are due 

to a combination of two effects: a real option effect and a diversification effect. ^ 

Compared to low R&D industries, high R&D industries are high risk environments 

with a high uncertainty about the evolution of future profits. This implies that 

unprofitable firms in high R&D industries have a high upside risk of becoming very 

profitable in the future and, therefore, a high option value of remaining active even 

if they are currently making losses. This effect explains the negative tail in the 

profits-size distribution and the difference in its length across in low and high R&D 

industries. The disappearance of the negative tail for larger firms and the decline 

in the cross sectional variance in profit rates with firm size is driven by a higher 

degree of diversification of big firms.

The second part of this chapter models these two effects in a simple reduced 

from dynamic model. In the model, a firm consists of a number of independent 

businesses which arrive randomly over time. The only decision a firm can make at 

any given point in time is whether to continue or abandon each of its constituent 

businesses. The profit flow from each business follows an^ exogenous stochas- 

tic process which gives rise to a simple real option problem. When a business’ 

current profit flow is negative, the firm has to decide whether to abandon the busi­

ness taking into account the option value that the business may become highly 

profitable in the future. At the firm level, this option value effect is combined 

with a diversification effect through the aggregation across the firm’s constituent 

businesses.

Based on analytical results for the real option problem for a single business, 

a simulation approach is used to generate profits-size distributions and intra dis­

tribution dynamics. The simulation results show that the model can reproduce 

the overall shape of the profits-size distribution remarkably well. Moreover, by 

varying a single parameter -  the variance of the underlying stochastic process for 

the evolution of profit rates of individual businesses -  the model can generate the 

qualitative differences in the empirical distributions between high and low R&D 

industries. That is, the notion supported by the second stylized fact above that
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industries characterized by a high R&D intensity are high risk environments com­

pared to low R&D industries is sufficient to generate the qualitative differences in 

the profits-size distribution in this model. However, the model fails to reproduce 

the most striking stylised fact on intra distribution dynamics that small unprof- \ 1

it able firms in high R&D industries are more likely to remain in this state than * q O  

firms in low R&D industries.

The model in this chapter is, of course, a reduced form model in that it treats the ^  lu  

evolution of the profit flow of businesses and the arrival of new businesses as purely 

exogenous. Apart from the decision to shut down businesses, the model abstracts 

from all other decision variables such as investments in R&D or physical capital.

These are clearly important decision variables of the firm so that the model is 

restrictive in this respect.^ However, while the model falls short of a full structural 

behavioural model and is hence unable to identify structural parameters, modelling 

industry dynamics by a simple reduced form model is a powerful short-cut that 

allows the researcher to focus on the effect of potentially important underlying 

mechanisms that are common across industries.

The true dynamics within an industry and the resulting profits-size distributions 

are certainly much richer and differ along more dimensions than the simple model 

can accommodate. However, the model goes a long way in explaining cross industry 

differences in the profits-size distributions. This is an indication that the real 

option effect at the business level combined with a diversihcation effect at the firm 

level are two key mechanisms in explaining the observed empirical regularities.

The "negative tail" in the profits-size distribution has, to my knowledge, not 

been previously recognised or modelled in this form. There is, however, a large 

body of related literature. On the empirical side, the dynamics of firm profitability 

and the persistence of profits is the subject of a long literature initiated by Dennis 

Mueller’s seminal book on firms’ long run profit rates (Mueller (1986); see also 

Mueller (1990) for a cross country collection of studies in this tradition). The 

typical finding in this literature is that there are persistent differences in long run 

profit rates across firms and that the adjustment process towards these long run

trt:

 ̂One interpretation would be that decision variables such as R&D have already been optimised  
out.
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rates is relatively quick.

Anita McGahan (1999) takes a different approach in that she analyses the evo­

lution of profit rates of businesses over time. She focuses on transition probabilities 

between high, medium, and low profitability states over an number of years and 

examines individual company histories to rationalise the observed transitions. Her 

study raises some interesting dynamic issues but fails to address what in the light 

of this chapter are important factors. In particular, her study does not address 

the question of industry specific factors or of the distribution of profit rates and 

fails to recognise the importance of the size dimension.

The recent theoretical literature on firm dynamics can be broadly classified in 

two major strands. The first strand, initiated by Boyan Jovanovic (1982) is a class 

of learning models in which firms are endowed with a time invariant productivity 

parameter which is unknown to the firms. Firms learn their own productivity over 

time through their profit realisations so that low productivity firms will exit over 

time. This theoretical literature is in the spirit of the empirical studies in the 

tradition of Mueller (1986) in the sense that firms are endowed with time invariant 

long run profit rates.

The second strand in the theoretical literature can be described as Markovian 

models. Here a firm’s state variable evolves over time and this evolution only 

depends on the current state and current decisions. In this class fall the contri­

butions of Hugo Hopenhayn (1992) for a single agent models and the papers by 

Richard Ericson and Ariel Pakes (1995) and their followers for multiple agent mod­

els with interactions and R&D investments. The stochastic model in this chapter 

is a simple Markovian single agent model in this class and can be interpreted as 

the reduced form of a richer model that explicitly models investment decisions.

The theoretical techniques employed in this chapter are very much motivated 

by the pioneering work on real options by Avinash Dixit and Robert Pindyck 

(see for example Dixit & Pindyck (1994)). While the tradition in the industrial 

organisation literature is to model firms in discrete time, the model proposed here 

is a continuous time Brownian motion model. The advantage of this approach 

is that analytical solutions to the firm’s decision problem are available for special 

cases.
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The approach of modelling firms as consisting of (approximately) independent 

businesses is relatively recent. John Sutton (1998) demonstrates that this leads 

to very accurate predictions on the minimum degree of skewness in the size distri­

bution of firms. The approach also proves very powerful in explaining the scaling 

relationship in the decline of the variance of firm growth rates with increases in 

firm size (Sutton 2002).

The chapter is organised as follows. The first part (section 1.2) documents 

the empirical regularities. First, the data is introduced. Then cross industry 

differences in the profits-size distribution are analysed visually and econometrically. 

The first part concludes with the derivation of a set of stylized facts on intra­

distribution dynamics. The second part of the chapter (section 1.3) introduces 

the model, derives analytical results for the firms’ real option problem and uses 

simulations to compare the models predictions with the stylized facts developed in 

the first part. Section 1.4 concludes.

1.2 Em pirics

1.2 .1  D a ta

This study uses an unbalanced panel of firm level data for 42 4-digit SIC industries 

in non-financial sectors over the period 1990 - 2002. The dataset is constructed 

from Standard and Poor’s COMPUSTAT database. COMPUSTAT contains ac­

counting data and stock market information on firms listed on North American 

stock markets that submit reports to the US Securities and Exchange Commis­

sion (SEC).^ Firms with total assets below 10 million US$ submit these reports 

voluntarily and are deleted from the sample to avoid selection issues.

Table 1.1 lists the industries in our sample and the number of firms and firm 

years in each industry. As the industry R&D intensity will turn out to be highly 

correlated with the negative tail in the distribution, industries are classified in 

two groups on the basis of their R&D intensity defined as the ratio of industry

^Detail on the selection of industries and the construction of firm and industry variables are 
given in Appendix A l . l .
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R&D expenditure to industry sales: There is an experimental group of 18 high 

R&D industries with R&D/Sales ratio exceeding 4%, and a control group of 20 

low R&D industries with R&D intensity below 1 % .  The table also reports the 

R&D intensity and the advertising to sales ratio for each industry as well as the 

percentage of non-missing observations on R&D and advertising expenditure.^

The main firm variables for this study are the book values of operating in­

come before depreciation, total assets, and total sales. These variables were in­

flated/deflated to constant 1996 USS."̂  Operating profits consist of the firms’ sales 

revenue net of costs of goods sold including overheads and R&D expenditure. We 

use three measures of profitability: Operating profits divided by assets ("prof­

its/assets"); operating profits divided by total sales ("profits/sales"); and operating 

profits gross of R&D expenditure divided by total assets ("gross profits/assets"). 

The size measures employed are the base ten logarithm of the firm’s total assets or 

sales (in real terms) respectively. Table 1.2 contains summary statistics on these 

variables for groups of high R&D and low R&D industries for the years 1990 to 

2002. Firms in the high R&D subsample are, on average, much smaller in terms 

of total assets, sales revenue and number of employees than firms in the low R&D 

subsample. While their mean and median values for profits/ assets are lower than 

for low R&D firms, their average gross profit rates are slightly higher.

Exit is a quantitatively important phenomenon in the data and firms exiting 

the dataset are assigned a reason for deletion by COMPUSTAT. The main exit 

reasons by number of occurrences are "merger and acquisition", "bankruptcy", 

"liquidation", and a category named "other reasons" which includes companies 

that have stopped reporting to the SEC. This last category is most prominent for

^The table also includes a column reporting the R&D intensity from the US Federal Trade 
Com m ission’s Line of Business data set of the 1970’s for manufacturing industries. The R&D 
data of this data set is of much better quality than the Com pustat data, but uses a slightly 
different industry definition. We only report numbers for which a reasonably close match of 
the industry definitions could be found. W hile the data cover different time periods and come 
from very different sources, the R&D intensity figures are remarkably close. In particular, with  
regards to our classification in high and low R&D industries, none of the industries for which the 
alternative figure is available would have been classified differently on the basis of the Line of 
Business R&D intensity with the exception of "Surgical and Medical Instrum ents and Apparatus 
SIC 3842" which would have fallen in the excluded set of medium R&D industries.

■‘W hile accounting profits are at best a noisy measure of economic profits, they are the only 
measure of current economic profits available. For a discussion of accounting profits versus eco­
nomic profits see e.g. Mueller (1990, Appendix to chapter 1)
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Table 1.1: Industries, R&D intensity and advertising intensity, 1990-2002.

R&D intensity Advert.int.

a. High R&D industries SIC # firms #obs R/S R/S rep. A/S rep.
(R/S > 4%) LoB rate rate

PHARMACEUTICAL PREPARATIONS 2834 286 1989 11.2% 10.2% 93.4% 3.7% 35%
IN VITRO,IN VIVO DIAGNOSTICS 2835 86 571 23.6% 98.7% 0.6% 29%
BIOLOGICAL PDS.EX DIAGNSTICS 2836 179 1100 37.4% 95.1% 0.5% 12%
ELECTRONIC COMPUTERS 3571 57 329 6.6% 8.9% 95.6% 1.4% 51%
COMPUTER STORAGE DEVICES 3572 50 356 8.0% 96.8% 0.6% 47%
COMPUTER COMMUNICATION EQUIP 3576 115 698 18.0% 96.8% 0.4% 46%
TELE & TELEGRAPH APPARATUS 3661 127 828 10.7% 4.9% 94.8% 0.1% 38%
RADIO, TV BROADCAST, COMM EG 3663 128 906 9.6% 4.9% 96.0% 0.2% 26%
SEMICONDUCTOR,RELATED DEVICE 3674 192 1318 12.5% 6.1% 98.0% 1.6% 27%
ELEC MEAS & TEST INSTRUMENTS 3825 67 480 12.3% 4.8% 94.9% 1.1% 38%
LAB ANALYTICAL INSTRUMENTS 3826 52 334 8.0% 4.8% 98.0% 0.5% 40%
SURGICAL,MED INSTR,APPARATUS 3841 98 578 6.7% 3.8% 97.8% 0.2% 20%
ORTHO,PROSTH,SURG APPL,SUPLY 3842 88 587 4.3% 89.3% 0.7% 32%
ELECTROMEDICAL APPARATUS 3845 138 864 10.0% 99.2% 0.4% 33%
CMP PROGRAMMING,DATA PROCESS 7370 356 1539 6.1% 53.2% 0.9% 36%
PREPACKAGED SOFTWARE 7372 724 3733 15.1% 92.9% 1.7% 42%
CMP INTEGRATED SYS DESIGN 7373 230 1291 6.6% 77.1% 0.2% 29%
COML PHYSICAL, BIOLOGCL RESH 8731 68 323 12.5% 72.6% 0.1% 13%

b. Low R&D industries SIC # firms #obs R/S R/S rep. A/S rep
(R/S<1%) LoB rate rate

GOLD AND SILVER ORES 1040 107 738 0.0% 5.2% 0.0% 3%
CRUDE PETROLEUM & NATURAL GS 1311 329 2195 0.3% 9.9% 0.0% 7%
OPERATIVE BUILDERS 1531 57 491 0.0% 5.7% 0.6% 46%
PETROLEUM REFINING 2911 69 577 0.5% 0.3% 49.2% 0.0% 8%
STEEL WORKS & BLAST FURNACES 3312 70 581 0.5% 0.4% 31.4% 0.0% 5%
TRUCKING, EXCEPT LOCAL 4213 65 517 0.0% 2.3% 0.0% 2%
AIR TRANSPORT, SCHEDULED 4512 61 458 0.0% 1.6% 1.2% 67%
RADIOTELEPHONE COMMUNICATION 4812 126 686 0.5% 17.7% 1.7% 49%
TELEVISION BROADCAST STATION 4833 66 437 0.4% 8.4% 1.9% 40%
ELECTRIC SERVICES 4911 184 1779 0.0% 0.0% 0.0% 0%
NATURAL GAS DISTRIBUTION 4924 59 603 0.0% 0.0% 0.0% 0%
ELECTRIC & OTHER SERV COMB 4931 83 867 0.0% 0.1% 0.0% 0%
COMPUTERS & SOFTWARE-WHSL 5045 61 387 0.0% 69.4% 0.0% 16%
GROCERY STORES 5411 82 621 0.0% 56.3% 0.6% 55%
EATING PLACES 5812 185 1304 0.0% 70.9% 2.8% 68%
CATALOG, MAIL-ORDER HOUSES 5961 98 523 0.5% 62.1% 5.4% 54%
HOTELS AND MOTELS 7011 72 442 0.0% 54.3% 1.1% 54%
HELP SUPPLY SERVICES 7363 65 452 0.1% 14.8% 0.2% 19%
MEDICAL LABORATORIES 8071 58 351 0.7% 34.5% 0.1% 16%
ENGINEERING SERVICES 8711 57 414 0.1% 16.0% 0.0% 3%

c. Medium R&D industries SIC # firms # obs R/S R/S rep. A/S rep
(1% < R/S < 4%) LoB rate rate

PERFUME,COSMETIC,TOILET PREP 2844 50 319 1.7% 2.5% 65.8% 7.6% 69%
MOTOR VEHICLE PART,ACCESSORY 3714 92 671 2.2% 1.0% 66.0% 0.1% 19%
PHONE COMM EX RADIOTELEPHONE 4813 277 1793 1.2% 16.7% 0.7% 23%
CABLE AND OTHER PAY TV SVCS 4841 89 482 1.2% 12.2% 1.3% 49%

"R/S" and "A/S" denote the industry R&D (resp. adverting) to sales ratios computed from Compustat.
The column labelled "R/S LoB” reports the corresponding industry R&D intensity from the FTC's Line of Business data. 
Columns labelled "rep.rate" give the percentage of nonmissing R&D (resp.) advertising data in Compustat.
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Table 1.2: Summary statistics by subsample, 1990 - 2002.

a. High R&D Industries

# obs. Mean Std.D. Min Max Median Units

Profits 17824 108.84 699.64 -5248.74 17626 2.06 10^6
Assets 17824 767.27 4106.72 9.04 103135 59.10 lO'̂ O
Sales 17824 635.33 3451.53 -6.06 83628 43.15 lO'̂ O
Employees 16254 3.14 14.95 0.00 373.82 0.30 10^3
R&D 16117 73.94 342.45 -0.15 5680.08 8.59 10^6
LoglO(Assets) 17824 7.93 0.71 6.96 11.01 7.77
LoglO(Sales) 17427 7.71 0.90 2.97 10.92 7.66
Profits/Assets 17824 -0.04 0.33 -5.42 4.78 0.05
Profits/Sales 17430 -4.68 100.78 -9918.00 26.63 0.06
Gross Profits/Assets 17430 -1.28 43.05 -5053.00 895.96 0.18

b. Low R&D industries

# obs. Mean Std.D. Min Max Median Units

Profits 14423 358.02 1297.87 -2411.89 31162 39.47 10^6
Assets 14423 2953.82 9343.40 9.23 233258 368.76 10^6
Sales 14423 2175.30 8189.34 -24.53 192801 312.87 10^6
Employees 13091 9.47 34.02 0.00 779.10 1.60 lO'̂ O
R&D 3329 23.08 96.30 0.00 1162.07 0.00 10^6
LoglO(Assets) 14423 8.62 0.89 6.97 11.37 8.57
LoglO(Sales) 14232 8.47 0.95 3.26 11.29 8.51
Profits/Assets 14423 0.09 0.19 -12.62 1.01 0.12
Profits/Sales 14236 -1.26 51.37 -3713.00 3.22 0.14
Gross Profits/Assets 14236 -1.25 51.35 -3713.00 3.22 0.14

T able 1.3: Exit rates for firms present in 1990

State by 2002
# %

Survivors 958 49.69
M&A 707 36.67
Bankr/Liqu 74 3.84
Other Exit. 189 9.8

1928 100
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small companies. For our purposes, exit reasons are grouped into three categories: 

"merger and acquisition", "bankruptcy and liquidation", and "other". While 

bankruptcy and liquidation are clearly events indicating the failure of a company, 

"merger and acquisition" can be a success or a failure. We believe that the reason 

"other" is also a failure category. Of the 1928 firms that were active in 1990, 37% 

exit through "merger and acquisition" by 2002, about 4% go bankrupt or liquidate, 

10% exit through other reasons and 50% survive (Table 1.3). Table 1.4 gives the 

number of firms, entrants, and exits by year for an augmented data set back to 

1980. A striking feature from this table is that the number of entrants and of 

merger and acquisitions has been much higher in the 1990s than in the 1980s.^

^The very low number of entrants and exiting firms in the years post 2000 may be due to lags 
in the updating procedure of the database for these firms as well as due to a slowdown of IPO  
activity in this period.
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Table 1.4: Entry and exit by year and exit reason

# Firms # Entrants Survivors M&A Bankr/Lqn Other
1980 1,154 1,154 1,106 35 5 8
1981 1,236 140 1,185 23 5 23
1982 1,425 246 1,372 26 5 22
1983 1,573 208 1,476 46 17 34
1984 1,590 124 1,468 55 15 52
1985 1,651 185 1,553 59 10 29
1986 1,731 191 1,621 73 9 28
1987 1,791 183 1,669 75 10 37
1988 1,797 141 1,679 64 14 40
1989 1,798 134 1,715 40 18 25
1990 1,861 154 1,771 45 19 26
1991 1,975 212 1,897 35 15 28
1992 2,163 268 2,086 31 8 38
1993 2,370 286 2,252 78 15 25
1994 2,534 311 2,377 121 9 27
1995 2,870 498 2,719 113 13 25
1996 3,154 436 2,926 174 24 30
1997 3,201 304 2,924 221 25 31
1998 3,362 478 3,059 241 21 41
1999 3,467 454 3,114 255 6 92
2000 3,331 257 3,081 203 2 45
2001 2,933 52 2,811 113 3 6
2002 2,291 19 2,276 14 0 1
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1.2.2 T h e cross section a l p rofits-size d istr ib u tion

The shape of the joint distribution of firm profitability and firm size in Figure 1-1 

has two striking features: A decline in the variance of firm profitability with firm 

size; and a long tail of small loss-making firms in the distribution. While the first 

feature is consistent with a standard diversification argument, the second is much 

more striking: There is a "negative tail" of small firms making very high losses

which disappears relatively quickly with increasing firm size and there are almost 

no loss making firms with asset values above US$ 1 billion (10^). This negative 

tail in the distribution is the central object of this study.

First, we briefly examine changes in the pooled distribution over time. We 

then move to the main empirical part of the chapter and analyse cross industry 

differences in the distribution graphically and econometrically using quantile re­

gressions.

The cross sectional distribution over tim e

Before investigating differences in the profits-size distribution across industries, it 

is instructive to analyse, whether the pooled profits-size distribution is stable over 

time. To do so, we use an augmented data set over the period 1980 to 2002. Figure 

1-2 shows scatter plots of the joint distribution of profits/assets and log assets for 

each year. It emerges that the negative tail in the distribution gets stronger over 

time. It is (almost) inexistent in the early 1980s, then slowly appears and grows 

strong in the second half of the 1990s.

There are two candidate explanations for this. The first is that the negative tail 

is present in the early years in this sample but that it cannot be observed because 

the real value of the nominal reporting threshold in assets declines over time. The 

nominal threshold of 10 million US$ has approximately halved over the extended 

sample period from 17.5 million 1996 US$ (or 10^^^) in 1980 to only 9.0 million 

1996 US$ (or 10®’̂ ®) by 2002. This suggests that the lack of a negative tail in the 

distribution in the 1980s may be partly due to this inflation induced change in the 

reporting requirements. However, it is unlikely that this effect fully accounts for 

the emergence of the negative tail in the 1990s.

A second candidate explanation is that the negative tail may reflect the fact
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Figure 1-2: The joint cross-sectional distribution of firm profitability and firm size over time
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that access to financial markets has become easier and more popular for small firms 1 

over the 1990s. This easing of access to finance for small firms is mirrored by the ‘ 

number of entrants into the dataset over time, where entrants are firms that enter 

the stock market through IPO’s or that for the first time exceed the reporting 

thresholds. While the average number of entrants in the data from 1981 to 1990 

is 182.5 per year, it increases to an average 364.4 per year form 1991 to 1998 (see 

Table 1.4 for the number of entrants by year). So the fact that access to financial 

markets has become easier and more popular for small firms over the 1990s may 

also have played a role in the emergence of the "negative tail".

The evolution of the cross sectional distribution over time constitutes an in­

teresting development. However, given the selection effect operating through the 

reporting threshold it is difficult to pin down the factors driving this pattern by 

reference to the present dataset. The focus of this study is instead confined to 

analysing the profits-size distribution across different industries, rather than over 

time. For this reason, we will restrict attention to the period after 1990 in the 

analysis that follows and treat the cross sectional distribution as being stable over 

this sample period.
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T he cross sectional d is trib u tio n  by in d u stry  ^

The key empirical finding of this study is that the joint distribution of profitability 

and size differs across industries in a systematic way. We argue that the negative 

tail is systematically stronger in industries with high R&D intensity than in low 

R&D industries. Figure 1-3 shows scatter plots of profits/assets against log assets 

by industry (pooled over time) for the subsample of industries classified as high 

R&D industries. A visual inspection of Figure 1-3 reveals that the joint distribu­

tions of profits over assets and log assets exhibit a long negative tail in practically 

all 18 high R&D industries. This negative tail appears particularly strong in the 

pharmaceutical and biotech industries (SIC’s 2834-2836) and in software industries 

(SIC’s 7370-7373).

Figure 1-4 shows the distributions for the set of low R&D industries. In contrast . ^  

to the high R&D distributions, most of these distributions do not show a clearly • 

discernible negative tail or, at least, the negative tail appears much weaker than 

for most high R&D industries. The exception seems to be "Catalog, Mail-Order 

Houses (SIC 5961)".G

Figures 1-5 and 1-6 show the corresponding scatter plots of the alternative per­

formance and size measures profits/sales and log sales. Although the dispersion of 

this measure of profitability tends to be higher, the general impression arising from 

the pictures is the same as before: While most high R&D industry distributions 

have a clearly distinguishable negative tail (Figure 1-5), only a few of the low R&D 

industries distributions exhibit this feature (Figure 1-6). There is a large num­

ber of highly unprofitable small firms in the low R&D industries "Gold and Silver 

Ores -  SIC 1040" and "Crude Petrol and Natural Gas Extraction -  SIC 1311", but 

this seems to be compensated by a much higher dispersion of profit/ sales in these 

industries than in others.

Finally, Figures 1-7 and 1-8 show the corresponding scatter plots for gross 

profits/assets. Using profit rates gross of R&D expenditure by the firms clearly 

shifts up the distribution of profit rates and has a stronger impact on high R&D

^"Catalog, Mail-Order Houses (SIC 5961)" includes a number of internet startups such as 
Amazon.com. However, screening out firms with ".com" in their names did not remove the 
impression of a strong negative tail in this industry.
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F igure 1-3: Profits/cissets against log assets by industry - High R&D Industries
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Figure 1-4: Profits/assets against log assets by industry - Low R&D Industries
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Figure 1-5: Profits/sales against log sales by industry - High R&D Industries
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Figure 1-6: Profits/sales against log sales by industry - Low R&D Industries
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industries than on low R&D industries/ However, a comparison of Figure 1-7 and 

1-8 suggests that the general phenomenon of a large number of small loss-making 

firms in high R&D industries compared to low R&D industries persists/

^Missing R&D expenditure data are treated as zeros and the percentage of m issing R&D  
observations is much higher for low R&D industries than for high R&D industries (Table 1.1).

®For com pleteness, Figure 1-9 shows the scatter plots for the group of excluded industries w ith  
R&D intensity between 1% and 4%.
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Figure 1-7; Gross profits/assets against log assets by industry - High R&D Industries
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Figure 1-8: Gross profits/sales against log assets by industry - Low R&D Industries
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F igure 1-9: Profits-size distribution for excluded medium R&D industries
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Estim ation o f cross industry differences in the distribution

This section characterises the cross industry differences in the profits size distri­

bution more formally using the semiparametric technique of quantile regressions. 

Quantile regression is a generalisation of median regression (Koenker & Basset (Jr) 

(1978), Buchinsky (1994)) and has several advantages over OLS: It is robust to 

outliers in the dependent variable; it is more efficient than OLS for many non­

normal error distributions; and it allows the researcher to estimate any conditional 

quantile of the distribution of the dependent variable, not just the mean.

The last point is of particular interest here, since it implies that quantile regres­

sions can be used to characterise the entire distribution of profitability conditional 

on size and industry characteristics. That is, rather than making assumptions 

about the distribution of the dependent variable conditional on observables, quan­

tile regressions provide a location model that allows the researcher to trace out the 

entire conditional distribution of the dependent variable. It can therefore be used 

to formally analyse whether the "negative tail" of small loss-making firms in the 

profits size distribution is systematically stronger in high R&D industries than in 

low R&D industries.

Assume that the q t h  quantile of the distribution of the dependent variable y  

conditional on the independent variables x  is given by the linear relationship x ' ^ ^ .  

The estimated coefficient vector bq for the conditional quantile q  is then the solution 

to the following programme:

bq  =  arg min g ^  n  -  (1 -  g) ^  n  where r i  =  y i ~

n>o n<o

Note that with g =  0.5 the problem reduces to minimising the sum of the absolute 

value of the residuals r  over the parameter vector i.e. to a median regression. 

When g is set to a different value e.g. g =  0.25, the objective function is a weighted 

sum of the absolute deviations giving negative residuals (corresponding to points 

below the regression line) a weight of 1 — g =  75%, and positive residuals (cor­

responding to points above the regression line) a weight of g =  25%. Giving a 

higher weight to negative residuals will "force the regression line down" and with

49



q  =  0.25, the solution provides an estimate of the 25% quantile of the distribution 

of the dependent variable conditional on the independent variables.

In the analysis that follows, we present results of quantile regressions of prof­

itability conditional on size and a dummy for industry R&D intensity. However, 

R&D intensity of the industry is clearly an endogenous outcome of underlying 

technological primitives that determine the effectiveness of R&D and hence the 

incentives to invest in R&D. We use R&D intensity at the industry level as a 

proxy for the differences in the stochastic environment and technology across in­

dustries.^ However, the use of an endogenous variable to proxy for technology 

calls for a careful interpretation of regression results. Significant coefficients on 

the industry R&D intensity in the regressions should not be interpreted as a causal 

relationship between R&D intensity and the conditional distribution as both the 

profits-size distribution and the R&D intensity are endogenous outcomes of under­

lying technological primitives. The aim here is simply to document a significant 

correlation between the conditional distribution of profitability and size and the 

R&D intensity which proxies differences in technology.
 ̂ JU

Differences in the conditional regression quantiles across the two subsamples are 

most easily analysed graphically. Figure 1-10 plots the predicted quantiles for a 

single year, 1994.^  ̂ The lines shown in the figure are predicted values from quantile 

regressions of profits/assets on a third order polynomial in log assets. Regressions 

were performed separately for the high and low R&D subsample on the 25%, 50%, 

and 75% quantile. The solid lines correspond to the predicted quantiles for the 

high R&D subsample, while the dashed lines trace the predictions for the low R&D 

subsample. The figure shows that the predicted 25% quantile and the median are 

lower for high R&D industries than in low R&D industries for small firms with 

asset values below US$ 100 million (10^). The dispersion is also higher for high 

R&D firms, as the 75% quantile for high R&D industries lies close to, but above

le

'^Sutton (1998, Theorem 3.3) proves in the context of a two stage model that in any industry 
equilibrium configuration a high observed industry R&D intensity implies that the technology  
parameter has to be such that R&D is effective in influencing future profits. In that sense, differ­
ences in the observed industry R&D intensity can proxy for underlying technological differences.

^"To avoid tim e effects, the graphs in Figures 1-10 to 1-12 are based on a single year, 1994. 
The conclusions are insensitive to the choice of year.
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Figure 1-10: Quantiles of the profits/assets distribution by R&D intensity, 1994
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that for low R&D industries. However, for bigger firms in the range of US$ 1 

billion to 10 billion (10  ̂ to 10^°) in assets the effect seems to be reversed as the 

quantiles for the high R&D subsample lie above those for low R&D industries. 

This confirms the visual impressions from Figures 1-3 and 1-4: The negative tail 

of small loss-making firms in the profits size distribution is systematically stronger 

for high R&D industries than for low R&D industries.

The same conclusion can be drawn from Figure 1-11, which shows the corre­

sponding predicted quantiles for regressions of profits/sales on a polynomial of log 

sales: The 25% quantile and the median profit rates for small firms are much lower 

in the high R&D subsample than in the low R&D subsample.

However, a different picture emerges from Figure 1-12, which uses gross prof­

its/assets as measure for profitability. Here, the predicted quantiles for the high 

R&D subsample are higher than those for the low R&D sample which contrasts 

the impression from Figures 1-7 and 1-8 that the negative tail is also robust to the 

choice of this measure.

Table 1.5 reports regression results for another set of quantile regressions. For 

each regression, there are three columns corresponding to the coefficient vector for
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Figure 1-11: Quantiles of the profits/sales distribution by R&D intensity, 1994
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Figure 1-12: Quantiles of the gross profits/assets distribution by R&D intensity, 
1994
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the 25%, 50%, and 75% quantile. Below the coefficients, bootstrapped standard 

errors are reported.^^ The regressions were run on the pooled sample from 1990 

to 2002 with time dummies. The dependent variable is profits/assets which is 

regressed on a third order polynomial of log assets and a dununy taking the value 

one for firms in high R&D industries (Regression 1). The coefficient on R&D for 

the 25% and 50% quantile is negative, as expected. As the standard errors suggest 

that these coefficients may not be significant, the p-values from the 50 bootstrap 

repetitions are also reported. These show, that the hypothesis of a non-negative 

coefficient for the R&D intensity can be rejected at a confidence level of 2% for 

the 25% quantile and 8% for the median. For the 75% quantile, the coefficient on 

R&D is insignificant.

The second regression in the table also includes an interaction term between the 

R&D dummy and log assets. While the dummy retains a significantly negative 

coefficient for all quantiles, the interaction term is significantly positive. This 

confirms, that in high R&D industries, the conditional profitability distribution is 

shifted down for small firms, but for firms with assets values above 1 billion US$, 

this effect is reversed.

Finally, Regression 3 also includes a (continuous) measure for the industry 

advertising intensity to control for this additional industry characteristic. The 

results with respect to R&D are robust to the inclusion of this measures.

Table 1.6 reports a quantile regression with profits/sales as the dependent vari­

able. The R&D dummy still has the expected negative sign, although the signifi­

cance is somewhat lower with a p-value of 8% for the 25% quantile and 6% for the 

median and the 75% quantile.

Table 1.7 reports the same regression with gross profits/assets as the dependent 

variable. As suggested by Figure 1-12, the negative tail in high R&D industries 

fails to emerge with this profits measure and the median and 75% quantile of profits

These are based on 50 repetitions. The bootstrapped sam ples are drawn w ith replacement 
from the set o f 38 4-digit SIC industries. The unit of observation is the industry and each industry  
is assigned equal probability to  be selected. For each sam ple, the random draws were stopped  
when the number of firm-year observations in the sam ple equalled or just exceeded the number 
of observations in the original sample.

i^The regressions also proved robust to  the use of the industry R&D intensity as a continuous 
measure and the inclusion of the a measure o f capital intensity (not reported).
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Table 1.5: Quantile regressions for profits/assets

Dep. Van Profits/assets 

Quantile

Regression 1 

25 50 75

Regression 2 

25 50 75

Regression 3 

25 50 75

log(assets) 8.926 4.993 2.792 6.209 4.075 2.235 6.463 4.055 2.155
SE 1.183 0.950 0.679 1.177 0.929 0.625 1.146 0.953 0.609

log^2(assets) -0.942 -0.534 -0.302 -0.657 -0.442 -0.249 -0.687 -0.440 -0.239
SE 0.124 0.103 0.078 0.128 0.103 0.072 0.124 0.106 0.070

log^3(assets) 0.033 0.019 0.011 0.023 0.016 0.009 0.024 0.016 0.009
SE 0.004 0.004 0.003 0.005 0.004 0.003 0.004 0.004 0.003

R&D-dummy -0.080 -0.022 0.009 -1.056 -0.604 -0.436 -1.073 -0.611 -0.408
SE 0.050 0.022 0.013 0.272 0.209 0.099 0.269 0.204 0.100

P-value 0.020 0.080 0.360
R&D-dummy 0.114 0.069 0.053 0.117 0.070 0.050
* log(assets) 0.029 0.023 0.011 0.029 0.023 0.012

Adv/Sales -1.112 -0.101 0.428
1.292 0.941 0.697

pseudo R-squared 0.208 0.075 0.021 0.227 0.088 0.033 0.229 0.088 0.034

# obs 32247 32247 32247

# industries 38 38 38

en►fi.

All regressions Include time dummies and an Intercept and cover the years 1990 to 2002.
Bootstrapped standard errors are reported below the coefficients and are obtained using 50 repetitions treating the Industry as a unit of observation 
and drawing Industries with replacement and with equal probability to be selected until the bootstrap samples contained as many or just over the 
number of firm-year observations as the original sample.



of high R&D industries in this specification lie higher than in low R&D industries.

Overall, the graphs on the industry distributions and the quantile regressions 

give strong evidence that the negative tail in the joint distribution for profits and 

size is longer in high R&D industries than in low R&D industries for the profitability 

measures profits/assets and profits/sales, but not for gross profits/assets.

M  ■
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Table 1.6: Quantile regressions for profits/sales 

Dep. van Profits/sales

Quantile 25 50 75

log(sales)
SE

223.184
57.007

94.448
26.247

42.486
14.508

log^2(sales)
SE

-25.687
6.836

-10.949
3.152

-4.950
1.733

log^3(sales)
SE

0.979
0.271

0.421
0.126

0.191
0.069

RD-dummy
SE

Pval

-0.113
0.078
0.082

-0.124
0.089
0.060

-0.157
0.101
0.060

pseudo R-squared
# obs
# Industries

0.155
31659

38

0.072 0.033

The regressions include time dummies and cover the years 1990 to 2002. 
Bootstrapped standard errors (based on 50 repetitions treating the industry 
as the unit of observation) are reported below the coefficients.

Table 1.7: Quantile regressions for gross profits/assets 

Dep. van Gross profits/assets

Quantile 25 50 75

log(assets) 5.200 4.307 2.922
SE 0.760 0.639 0.617

log^2(assets) -0.546 -0.464 -0.321
SE 0.083 0.070 0.070

log*3(assets) 0.019 0.017 0.012
SE 0.003 0.003 0.003

RD-dummy 0.025 0.067 0.115
SE 0.031 0.024 0.020

Pval 0.240 0.000 0.000

pseudo R-squared
# obs
# Industries

0.121
32247

38

0.047 0.078

The regressions include time dummies and cover the years 1990 to 2002. 
Bootstrapped standard errors (based on 50 repetitions treating the industry 
as the unit of observation) are reported below the coefficients.
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1.2.3 Intra d istribution  dynam ics

Differences in the profits-size distribution will, of course, be endogenously deter­

mined by differences in technological and stochastic primitives driving the under­

lying firm dynamics with respect to profitability and size. The cross sectional 

distributions are only a snapshot of the current profitability and size of firms, 

whereas firms will base their decisions, including entry and exit decisions, on their 

expectation of the future evolution of their profit flow. Sustaining losses without 

exiting will only be justified when the expected net present value of future profit 

flows is positive. The dynamics of profits and size over time are, therefore, crucial 

in determining exit decisions and hence the shape of the cross sectional distribution.

fn this section, we will develop some stylised facts on differences in the intra 

distribution dynamics across high and low R&D industries. We first examine the 

variation of profit rates and size from one year to the next. Then stylised facts of 

the evolution of firms over a given time horizon are derived by means of transition 

matrices. To do so, the support of the profits-size distribution is divided in three 

discrete states and we examine transition probabilities between these states and 

exit states. The stylised facts on intra distribution dynamics derived in this way 

will motivate modelling choices in the second part of the chapter and will provide 

a qualitative benchmark for the model.

Year on year changes in profit ra te s  |______  ^  ^

As a first cut on the intra distribution dynamics, we examine changes in profit 

rates. Figure 1-13 panel a (respectively panels b and c) shows scatter plots of 

profits/assets (respectively profits/sales and gross profits/assets) of firms in year t  

against profits over assets (sales) in year t 1 for 4 size classes corresponding to 

the integer of their base 10 logarithm of assets (sales) (i.e. up to US$ 100 million;

100 million -1 billion; 1-10 billion and above 10 billion). The fact that the points 

are clustered along the diagonal implies that there profit rates are persistent from 

year to year. The pictures also suggests that the dispersion of the change in profit 

rates, conditional on firm survival, decreases with the current profit rate and with 

firm size. The latter point is consistent with a diversification argument.

To confirm this impression and to investigate differences across high and low
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Figure 1-13: Year on year change in profitability by size class 
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R&D industries, we run another set of quantile regressions. We estimate the 

interquartile range of the change in profitability (i.e. the first difference in profit 

rates) in for each of the profitability measure (Table 1.8). The interquartile range 

is the difference between the 75% quantile and the 25% quantile and measures 

the dispersion of the change in profits rates. For the profits/assets regression the 

variance in the change of profit rates is significantly higher in high R&D industries. 

This is also the case for the gross profits/assets regression. However, the coefficient 

of R&D is insignificant and of the wrong sign for the profits/sales regression. This 

may be due to the very high dispersion in profit/sales measures for the "Crude 

petroleum and natural gas (SIC 1311)" industry which, with over 2000 observations 

is the biggest low R&D industry in our sample.

Apart from the profits/sales specification, it therefore seems that the (condi­

tional) dispersion of the change in profit rates is higher for high R&D firms, sup­

porting the view that the variance of future profits is higher in high R&D industries 

than in low R&D industries.

Transitions betw een discrete states in the distribution

A second approach to assess differences in the intra distribution dynamics is to 

discretise the support of the joint profits-size distribution into a number of discrete 

states and to examine differences across industries in transition probabilities be­

tween these states and exit states over a given time horizon. We use two different 

discretisations. Each divides the support of the profits-size distribution in three 

states. In both discretisations, one state contains big firms which are defined as 

firms with asset values exceeding US$ 1 billion. The two approaches differ with 

respect to the definition of states for small firms. The first distinguishes between 

small profitable and small unprofitable firms, i.e. is based on an absolute thresh­

old of zero profits. The second approach divides the set of small firms in firms 

with profits/assets above the median small firm in the industry and firms below 

the median firm, i.e. uses the position relative to the median small firm in the 

industry. We present transition probability matrices for the group of high and low 

R&D firms for each approach below for transitions over the years 1994 to 1998. 

The rows of each matrix correspond to the state in 1994 and the colunms to the
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Table 1.8: Quantile regressions on the change in profit rates

Profits/Assets(t+1 ) - Profits/assets(t) Profits/sales(t+1) - Profits/sales(t) Gross P/A(t+1) - Gross P/A(t)

Profits/Assets -0.313 Profits/saies -0.317 Gross P/A -0.087
0.027 0.091 0.029

log(assets) -0.021 iog(saies) -0.035 iog(assets) -0.024
0.003 0.043 0.005

R&D-dummy 0.060 R&D-dummy -0.019 R&D-dummy 0.067
0.008 0.065 0.009

Const. 0.556 Const. 0.556 Const. 0.270
0.032 0.401 0.046

# obs 26915 # obs 26377 #obs 26915

# industries 38 # industries 38 # industries 38

pR2 .75 0.166 pR2 .75 0.622 pR2 .75 0.120

pR2 .25 0.041 pR2 .25 0.071 pR2 .25 0.073

All regressions include an intercept and time dummies and cover the years 1990 to 2001.
Bootstrapped standard errors are reported below the coefficients and are obtained using 50 repetitions treating the industry as a unit of observation 
and drawing industries with replacement and with equal probability to be selected until the bootstrap samples contained as many or just over 
the number of observations as the original sample.



State in 1998:

"Absolute" states: Table 1.9 (panels a and b) report transition probability ma­

trices for high and low R&D industries on the basis of an absolute threshold of 

zero profits between the two states for small firms. The following stylised facts 

emerge:

• Small profitable firms in high R&D industries have

— a higher probability of becoming unprofitable (15.5%) than low R&D 

firms (8.5%) and

— a lower probability of going bankrupt or exit through "other reasons" 

(2.2%) over the 4 year horizon than low R&D firms (5.5%).

• Small unprofitable firms in high R&D industries have

— a much higher probability of remaining in this state (50.9%) than firms 

in low R&D industries (30.7%) and

— a lower probability of going bankrupt or to exit through "other reasons" 

(8.7%) than low R&D firms (23.8%).

An analysis of the transition matrices industry by industry (not reported here) 

shows, however, that within the group of high R&D industries, "Pharmaceutical" 

and "Biotech" industries (SIC’s 2384-2386) are outliers in the sense that they have 

huge numbers of firm in the small unprofitable state and that these firms have 

particularly high probabilities of staying in this state. Therefore, we present in 

panel c the transition matrices for high R&D industries excluding "Pharmaceuti­

cals" and "Biotech":

• small unprofitable firms in high R&D industries excluding "Phar­

maceuticals" and "Biotech" have

— a higher (but much closer) probability of remaining unprofitable,

— a higher probability of becoming profitable, and

— a lower probability of exiting through bankruptcy/liquidation or "other 

reasons" than low R&D firms in the same state.

61



Table 1.9: Transition probability matrices for ABSOLUTE states 

(Transition probabilities with SE's below - both in %)

Panel a: LOW R&D industries

ABSOLUTE STATE IN 1998
ABSOLUTE 
STATE 
in 1994

large small
prof.

small
unprof.

M&A Bkr/Lqn Other
exit

Total
exit

#firms

large TP 83.9 2.8 0.0 12.4 0.0 0.8 13.3 354
SE 2.0 0.9 0.0 1.8 0.0 0.5 1.8

small TP 7.1 57.0 8.5 ^ 21.9 1.9 3.6 27.4 686
prof. SE 1.0 1.9 1.1 1.6 0.5 0.7 1.7

small TP 2.0 19.8 30.7 23.8 10.9 12.9 47.5 101
unprof. SE 1.4 4.0 4.6 , 4.2 3.1 3.3 5.0

Total 30.5 36.9 7.8 19.1 2.1 3.6 24.8 1141

Panel b: HIGH R&D industries

ABSOLUTE STATE IN 1998
ABSOLUTE 
STATE 
in 1994

large small
prof.

small 
un prof.

M&A Bkr/Lqn Other
exit

Total
exit

#firms

large TP 84.1 1.2 0.0 14.6 0.0 0.0 14.6 82
SE 4.0 1.2 0.0 3.9 0.0 0.0 3.9

small TP 6.5 51.0 15.5 1 24.8 1.4 0.8 27.0 718
prof. SE 0.9 1.9 1.3 ] 1.6 0.4 0.3 1.7

small TP 1.0 20.8 50.9 \ 18.7 2.1 6.6 27.3 289
un prof. SE 0.6 L 2.4 2.9 ) 2.3 0.8 1.5 2.6

Total 10.9 39.2 23.7 22.4 1.5 2.3 26.2 1089

Panel c: HIGH R&D industries excluding "Pharmaceuticals" 
and "Biotech" industries - SIC 2834-2836

ABSOLUTE STATE in 1998
ABSOLUTE 
STATE 
in 1994

large small
prof.

small 
un prof.

M&A Bkr/Lqn Other
exit

Total
exit

#firms

large TP 85.2 0.0 0.0 14.8 0.0 0.0 14.8 54
SE 4.8 0.0 0.0 4.8 0.0 0.0 4.8

small TP 5.9 49.8 16.2 25.7 1.5 0.9 28.1 647
prof. SE 0.9 2.0 1.4 1.7 0.5 0.4 1.8

small TP 1.3 28.8 37.8 19.9 3.2 9.0 32.1 156
unprof. SE 0.9 3.6 3.9 3.2 1.4 2.3 3.7

Total 10.0 42.8 19.1 23.9 1.8 2.3 28.0 857

large:
small, profitable: 
small, unprofitable:

assets>US$ 1 billion
profits>0 and assets<=US$ 1 billion
profits<=0 and assets<=US$ 1 billion
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"Relative" states: Defining the states for small firms on the basis on the prof­

itability of the median small firm in the industry is a way of controlling for industry 

effects. (When using this relative state definition, excluding "Pharmaceuticals and 

Biotech" does not change the transition matrix for high R&D firms significantly). 

The two states "small, high (relative) profits" and "small, low (relative) profits" al­

low us to investigate how firms evolve within their relative distribution, i.e. relative 

to their peers. W ith this relative state definition, it seems that (Table 1.10):

• Transition probabilities for firms in the "small, high relative profits" state 

and for "big" firms are fairly similar for high and low R&D industries.

• Firms in the "small, low relative profits" state in high R&D industries 

are still

— more likely to survive in this state and are

— less likely to go bankrupt.

However, the differences across the two subsamples are much less pronounced 

than with "absolute" states.
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Table 1.10: Transition probability matrices for RELATIVE states 

(Transition probabilities with SE's below - both in %)

Panel a: LOW R&D industries

RELATIVE STATE IN 1998
RELATIVE 
STATE 
in 1994

large small 
hi prof.

small 
lo prof.

M&A Bkr/Lqn Other
exit

Total
exit

#firms

large TP
SE

83.9
2.0

2.0
0.7

0.8
0.5

12.4
1.8

0.0
0.0

0.8
0.5

13.3
1.8

354

small 
hi prof.

TP
SE

6.9
1.3

40.8
2.4

23.0
2.1

24.8
2.1

1.5
0.6

3.0
0.8

29.2
2.3

404

small 
lo prof.

TP
SE

6.0
1.2

19.3
2.0

43.9
2.5

19.3
2.0

4.7
1.1

6.8
1.3

30.8
2.4

383

Total 30.5 21.6 23.1 19.1 2.1 3.6 24.8 1141

Panel b: HIGH R&D industries

RELATIVE 
STATE 
in 1994

large small 
hi prof.

RELATIVE STATE IN 1998

small M&A Bkr/Lqn 
lo prof.

Other
exit

Total
exit

#firms

large TP
SE

84.1
4.0

1.2
1.2

0.0
0.0

14.6
3.9

0.0
0.0

0.0
0.0

14.6
3.9

82

small 
hi prof.

TP
SE

7.4
1.0

42.8
2.0

23.5
1.7

24.3
1.7

1.3
0.4

0.8
0.3

26.3
1.7

638

small 
lo prof.

TP
SE

0.8
0.5

20.3
2.1

50.4
2.6

20.9
2.1

2.2
0.8

5.4
1.2

28.5
2.3

369

Total 10.9 32.0 30.9 22.4 1.5 2.3 26.2 1089

large:
small, high profit: 
small, low profit.:

assets>US$ 1 billion
profits/assets>median profits/assets and assets<=US$ 1 billion 
profits/assets<=median profits/assets and assets<=US$ 1 billion
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1.3 A  sim ple stochastic  m odel for firm dynam ics

The systematic variation of the profits-size distribution and the firm dynamics with 

industry R&D intensity indicates that there are underlying driving mechanisms 

that are common across industries. The key theoretical idea of the chapter is 

that the observed empirical regularities are due to a combination of two effects: a 

real option effect explaining the existence and survival of loss-making firms; and a 

diversification effect leading to the decrease in the cross sectional variance of profit 

rates with firm size. In this section, we propose a theoretical reduced form model j  

for firm dynamics that combines these two effects by modelling firms as consisting of 

(approximately) independent businesses. We then investigate whether this model 

can generate the empirical regularities in the first part of the chapter by means of 

simulations.

The essence of the real option effect is as follows: When exit decisions are

definite (i.e. a firm cannot temporarily suspend its operations), loss-making firms 

will weigh current losses against the expected net present value of future profits 

(net of opportunity costs). With stochastic future profit flows, there is an option 

value of not exiting: Rather than exiting today and thereby limiting losses, the

firm can always wait for the next profit realisation and then make its decision on 

the basis of this updated information. Waiting provides the firm with the option 

to enjoy potentially high future profits should the profit flow develop favourably, 

while still leaving the option of exit (the ability to cut losses) if things get worse. 

The firm will weigh this option value of not exiting against the cost of waiting, 

i.e. the current losses. Only when the (flow of) current losses exceeds the option 

value of waiting, will the firm optimally decide to exit. This effect can explain 

why many loss-making firms do not exit immediately. It can hence generate a tail 

of loss-making firms in the profits-size distribution.

The crucial insight for generating the systematic differences in the length of 

the negative tail across high and low R&D industries is that, conditional on the 

current profit flow, the option value of waiting increases with the variance of the 

future profit flow. This is because the upside risk of high future profits increases 

with the variance of future profits, while the firm can always limit its downside risk
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of low future profits by exiting. As a result, firms with a higher variance in future 

profits are willing to suffer higher current losses before they optimally decide to exit. 

This provides a rationale for why the negative tail in the profits size distribution 

is stronger in high R&D than in low R&D industries: If R&D intensity is a proxy 

for a higher variance or higher uncertainty about future profits, firms in high R&D 

industries will find it optimal to stay in the market at negative profit levels at 

which their counterparts in low R&D industries will long have decided to exit.

To generate a rationale for a decline in the cross sectional variance in firm prof­

itability with firm size, the diversification effect will come into play. For firms 

consisting of a number of businesses, aggregate profitability will be a weighted av­

erage across the profitability of the constituent businesses. If bigger firms tend 

to consist of a larger number of businesses, and if these businesses evolve indepen­

dently from each other, a law of large numbers effect will drive the decline in the 

cross sectional variance of aggregate firm profitability with firm size.

While independence across the firm’s businesses is a strong assumption, it is 

a useful limiting case that provides a benchmark for evaluating the performance 

of any model where firms consist of business units that has proved to be very 

successful in recent work (Sutton (1998, chapterll), Sutton (2002)).

1.3.1 D escr ip tio n  o f th e  m od el

Consider a single agent model for a risk neutral firm in continuous time. The firm 

consists of one or more businesses. New business opportunities arrive randomly 

over time. At any point in time, the firm can decide to shut down each of its 

businesses. Once shut down, a business opportunity cannot be reopened, so that 

temporary suspension of the business is ruled out. The firm exits, when it abandons 

the last of its businesses.

The profit flow from business i is a function of this business’ state w%, which 

evolves stochastically over time. The only decision available to the firm with 

respect to each business is whether to continue the business or to abandon it.^^ 

The abandonment decision is costless and final and results in a zero payoff.

^^One interpretation is that this is a reduced form of a m odel where all other decision variables 
have already been optim ised out.
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To keep the model as simple as possible, two additional assumptions are in­

troduced. These assumptions will imply additive separability of the firm’s value 

function across business units and independence of the shut down decisions of the 

number and states of the active businesses. The first assumptions is that the state 

of each business evolves independently from the state of all other businesses. This 

ensures that the shut down decision for a business is a function of this business’ 

state only and does not depend on the states of the firm’s other active businesses.

The aim of the second assumption is to ensure that the exit decision for the 

f i r m  (shutting down the last business) is no different from the decision to shut 

down any other b u s i n e s s .  To achieve this, assume that there are no fixed costs 

of operation at the firm level and that the expected value of future businesses F 

is equal to the value of the firm’s outside option 0. One interpretation of this 

assumption is that the entrepreneur can always costlessly re-enter with a new firm 

should new business opportunities arise.

the value of its businesses.

With these assumptions, the firm’s value function can be written as the sum of

y (w) = max{0, ^  u(w^) T F}, (1.1)
l e i

where w denotes the state vector of the firm, i.e. a vector containing the states 

of all the firm’s active businesses, I  denotes the set of the firm’s active businesses,

and v { u j i )  is the value function for business i .  As discussed above, the expected

value of the firm’s future business opportunities F is assumed to equal the value of 

the firm’s outside option 0  for simplicity.

The value function for each of the constituent businesses is given by the Bellman 

equation

=  max{0, n { u j i ) d t  +  -— —̂ — E [ v {lJ i + d u J ^ ) \ L ü i ] } .  (1.2)
1 + p a t

The firm can guarantee itself a profit flow of zero by abandoning the business. 

Continuing the businesses over the short time interval d t  results in a profit flow of

^'*The value of future businesses is a constant F and is independent of firm’s state uj. Below, 
this will be achieved by assuming that new businesses arrive with a constant arrival rate A and 
with initial states drawn from an iid distribution.
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' ï ï [ ü ü i ) d t  and an expected value of the business after the time interval d t o î  E [ v { u j i  +  

d u j i ) \ u i ] ^  appropriately discounted by { l - \ - p d t ) ~ ^  where p  denotes the discount rate. 

The expectation is taken over the stochastic increment of the state variable d u j i  over 

the time interval d t  conditional on the current state and conditional on making 

optimal decisions in the future (the Bellman principle). The firm will continue the 

process if the second argument of the right hand side of (1.2) exceeds the first.

Under mild regularity restrictions, equation (1.2) satisfies Blackwell’s conditions 

for a contraction mapping implying that there is a unique solution to the value 

function in (1.2). The solution will be the value function as well as a shut down 

rule for the business of the form

X i ^ i )  =  <

0 (shut down) if w* G S, 

1 (continue) otherwise.

Abandonment of the business is optimal if and only if the state of the businesses 

u j i falls in the shut down region Z which is a subset of the state space Ct . In 

the following, the boundary between the continuation region Q \ E  and the shut 

down region Z will be denoted w*. Once a solution to the value function and the 

shut down rule %(w*) is found, it can be combined with an arrival process for new 

businesses to generate profits-size distributions and intra-distribution dynamics 

through simulations.

Analytical solutions for the value function and the shut down rule will only be 

available for some combinations of the stochastic specification of the evolution of 

the state variable uJi and the instantaneous profit function 7r(w*). To find analytical 

solutions, two additional conditions which hold at the boundary u j *  between the 

continuation region and the stopping region are useful:

v { u j * )  =  0 and —^— - =  0 (1.3)
O U J

The first is the value matching condition: At the optimal stopping point, the value 

of the business equals the value of stopping (zero). If the value of the business were 

positive (negative) at the optimal stopping point, it would be optimal to stop the 

process at a lower (higher) value of the instantaneous profit flow. The second is a
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higher order "smooth pasting" condition which says that the value function and the 

value of stopping must meet tangentially at the optimal stopping point. Similarly, 

it can easily be shown -  for the class of stochastic processes we will consider here -  

that it is either worthwhile waiting a little longer or stopping earlier if the smooth 

pasting condition is not satisfied (Dixit & Pindyck 1994, p 130). The argument is 

tha t if the condition is violated, the expected payoff of waiting an infinitesimal time 

interval d t  exceeds the abandonment payoff so that shut down cannot be optimal.

Equipped with these general considerations, we will now consider two simple 

specification for the evolution of the state variable and the instantaneous profit 

function.

1.3 .2  T h e sim p lest specification: T h e profit flow  follow s a  

B row nian  m otion

Consider first the simplest specification, where w* is one dimensional and 7 r { u j i )  =  

Lüi . W ith a one dimensional state, the boundary c j *  between the continuation 

region and the shut down region becomes simply a threshold value. If the state 

falls below this threshold value, it is optimal to shut down the business, i.e.

0 (shut down) if <  w*,
xK) = <

1 (continue) otherwise.

Because of this property, the threshold value c j *  will be called the "optimal stopping 

point" for the state of the business. When the process for w, hits this value, it is 

stopped.

Assume that follows a Brownian motion with drift and variance parameter 

f i  and a :

d u i  =  ( i d t  +  crdz,

where d z  is the increment of a standard Wiener process, i.e. E { d z )  =  0, E [ d z ^ )  =  

d t .  In the continuation region, the Bellman equation (1.2) then becomes:

v{üüi) =  Uidt +   ̂ +  dwi)\uji\.
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Expanding terms, using Ito’s lemma, rearranging, dividing by d t ,  and letting d t  ^  0  

yields the second order differential equation (see Appendix A 1.2), where primes 

denote derivatives:

— p v { ü J i )  +  + — a ^ v " { u j i )  =  — uJi . (1-4)

Imposing the value matching and the smooth pasting condition (1.3) and the ad­

ditional condition 0 < lim^.^oo < oo^ ,̂ yields the solution for v ( u j i )  and cu*

(see appendix A1.2):

1  1
f , t -  - I —

,2v{uJi) = -----+ -w, + 4
r p  ______^

with r =  < 0, and
2

w" = -------- 4    -  < 0. (1.5)
p  + + 2(7^ p  P

The main interest here lies in the threshold value to* for the shut down rule as a 

function of the variance parameter a .  In this simple case where the state variable 

is also the profit flow, u *  is the profit level at which the firm would optimally 

abandon the business. Hence, u j *  implies "how bad things can get" before the 

firm optimally decides to abandon the business and gives a lower bound on the 

support of the profits distribution of a single project. It is easy to show that the 

exit threshold u j *  is indeed decreasing in the variance parameter Figure 1-14 

plots the optimal stopping point w* as a function of the variance parameter <j of 

the underlying process for ^ = 0 and p = .1. As expected, the option value effect 

embedded in the dynamic programme for the business can therefore explain, why 

the negative tail in the distribution of profits (for firms with one business with

^'^This additional condition is required to elim inate one of the parameters in the general solution  
to the differential equation. It says that in the limit, an increase in will still increase v,  while 
the slope is less than oo. This is intuitive: W hen u)i gets very high, the process is very far
away from the optimal stopping point cu* (which is some negative number). A change Acui in 
Ui will then change the value of the project in expected terms approximately by  ̂Acu*, i.e. by 

the annuity value of the present change. So lim^.-^cx) ti'fcuj <  oo.
^^The exit threshold cu* is also increasing in p  and decreasing in p. The less patient the firm 

is, the lower the (option) value it attaches to future payoffs making it optim al to exit at a higher 
threshold value. The higher the drift rate of the process, the higher the expected future payoffs, 
which increases the option value of waiting and decreases the optim al exit threshold.
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Figure 1-14: Optimal stopping point when the profit flow follows a simple Brown­
ian motion
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constant size) gets longer as the variance in the stochastic evolution of profit flows 

increases.

Next, it is useful to examine the distribution of the profit flow of a business 

over time conditional on survival. To do so, note that the optimal stopping point 

w* acts as an absorbing barrier for the diffusion process of the state variable: if

the state hits w*, the process is stopped. Figure 1-15 shows the distribution of 

conditional on survival for the parameter constellation (wo =  0, ^ =  0, cr = .5) for 

three points in time t  =  (10,20, 30}. The optimal stopping point at this parameter 

constellation is w* =  —1.118. The solid line corresponds t o t  =  10, the dash-dotted 

line to  ̂ =  20, and the dotted line to t =  30.^  ̂ It is clear from Figure 1-15 that the 

distribution of the profit flows conditional on survival gets flatter as t  increases, 

even though the underlying process has zero drift.

The following conclusions can be drawn from Figures 1-14 and 1-15: While

^^When the profit flow follows a Brownian motion with an absorbing barrier in the form of 
the optim al stopping point at, the distribution of the profit flow conditional on survival can be 
derived as a mixture of two normal distributions (Cox & Miller 1965, p219-221). W ith starting 
point at Wo and an absorbing barrier at w*, the density of w at tim e t is given by

— e ■) if w >  w" 
if w <  w'
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Figure 1-15: Distribution of a simple Brownian motion with absorbing barrier
over time
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there is a negative tail in the distribution (and while this tail gets longer with 

increases in a), the "positive tail" is even longer. What is more, over time the 

positive tail increases in length as there is no mechanism keeping the process from 

"wandering off towards infinity". Also, the mode and the expectation of the 

conditional distribution moves up over time. This is a consequence of keeping the 

process alive if it proves profitable ("preserving the upside risk"), while killing the 

project if it becomes too nnprohtable ("limiting the downside risk"). While these 

properties are quite natural upon reflection, they are unfortunate as they imply 

that this simple process will not be able to qualitatively reproduce the shape of 

the empirical profits-size distributions which suggests that if anything, the negative 

tail should be longer than the positive tail.^^

i^One may think that introducing a negative drift in the process may keep it from warndering 
off towards infinity. However, a negative drift will also have the effect to shift the optimal 
stopping point w* upwards. Overall, the desired properties could not be generated with this 
simple specification.
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1 .3 .3  A  b e tte r  alternative: "Costs" fo llow ing a geom etric  

B row nian  m otion

To address the shortcomings of the simplest Brownian motion specification, an 

upper bound on the profit flow is required. To do so consider the following speci­

fication which places an upper bound of unity on the profit flow:

7 r{ uJ i )  =  1 +  cjj, where cui  e (—00; 0].

One interpretation of this specification is that the business generates a constant 

revenue stream of unity whereas — uJi measures the operating costs of the business.

The stochastic evolution of the profits will then be due to random fluctuations 

in operating costs. As costs are non-negative and can potentially grow without 

bounds, it is convenient to formulate their evolution as a geometric Brownian mo­

tion, i.e.

=  f i d t  -f a d z
- U ) i

with drift rate variance <7̂ . d z  denotes the increments of a standard Wiener 

processes { E { d z )  =  0, E { d z “̂)  =  d t ) .

This specification of the profit function and the evolution of costs has two 

immediate consequences, (i) It will impose an upper bound on the profit flow 

of unity, which is ad hoc, but which can be motivated by interpreting the profit 

flow as operating margin on sales, (ii) Modelling operating costs as a geometric 

Brownian motion implies that the variance in the change of the profit flow over a 

given time horizon increases, the lower the profits get (i.e. the higher the costs). 

This seems to be in line with the empirical observation about year on year profit 

rates (see Section 1.2.3 and Figure 1-13).

In the continuation region, the Bellman equation (1.2) now becomes^^:

=  (1 +  Lüi)dt +   ̂ ^  ^^^E[v[uji +  dcüi)\uji]

Using Ito’s Lemma, rearranging, dividing by d t ,  and letting d t  0  now yields

D etails o f the derivation of th is m odel are given in Appendix A1.3.
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the second order partial differential equation:

p v  +  p U J i V '  —  (1.6)

The value matching and smooth pasting conditions (1.3) still have to be satisfied 

and, as before, one additional condition is required to eliminate one parameter in 

the general solution for (1.6). This condition is derived by realising that when 

u j i  reaches zero, it remains there and the value of the business becomes just the 

annuity value of of a unity profit flow each period. This implies the additional 

condition

u(0) =  —.

Solving the differential equation (1.6) subject to these three conditions yields 

the value function v { u j i )  and the optimal stopping point for the state variable u j *:

with r , =  — 2/i +  \/(cr^ — 2/i)^ +  8ct̂ />̂  > 0, and

^  P -  -  2/i +  2//)^ +  8 (jÿ
P  — —  2 p - \ -

When the state variable of the business w* reaches the critical level u j *  , the firm 

optimally decides to abandon the business, i.e. is forgoes the option of waiting for 

potential future improvements in the profit flow. Note that this translates into an 

optimal stopping point in terms of the current prohtabihty of the business as:

Figure 1-16 shows the optimal stopping point for the profit level a(/z, cr, p) as a 

function of <j for /i =  0 and p =  .1. The optimal stopping point clearly decreases 

as cr increases. The intuition is the same as before: The higher the variance of the 

process, the higher the upside risk for future profits, i.e. the higher is the option 

value of delaying the shut down decision.

The distribution of the profits of a business given its initial state u q  now evolves
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F igu re  1-16: Optimal stopping for the geometric Brownian motion model
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as a diffusion process with an absorbing barrier at a .  Another insight from the 

simple Brownian motion model in the previous subsection carries over. Even 

when the expectation of a change in costs of the "unconstrained" process is zero, 

the expected profit flow of a business conditional on survival increases -  even if it 

is bounded from above by unity with this specification.

1 .3 .4  S im ulations

The analytic solution of the previous section for the optimal stopping point of the 

profit flow a ,  can now be used to simulate the stochastic evolution of firms in 

our model along the two dimensions of profitability and size by allowing for both, 

random arrival and optimal abandonment of businesses. We model the arrival of 

new business opportunities as a Poisson process with arrival rate A. The simu­

lations will combine the option value mechanism with respect to the shut down 

decision of a single business with the diversification effect arising from averaging 

across constituent businesses. This will then serve to generate profit-size distrib­

utions reflecting the interactions of these two effects. The primary interest here 

is on whether varying the variance parameter cr, will be sufficient to reproduce the 

qualitative differences between high and low R&D industries with respect to the 

profits-size distributions and the intra distribution dynamics.
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Firm size in the simulations will be measured by the number of constituent 

businesses of a firm. Firm profitability is simply the average profit flow across the 

constituent businesses. This implicitly assumes that all constituent businesses of 

a firm are of the same size -  regardless of whether size represents asset values or 

sales revenue. In the asset interpretation businesses would generate different profits 

from sets of assets of the same value. When size is interpreted as sales revenue, the 

assumption is that each business generates the same revenue but that the operating 

margin on this revenue differs across businesses. While this assumption is clearly 

violated in practice, it is the simplest possible specification. The "fit" of this size 

measure with the empirical data will be discussed below.

To run the simulations, it is necessary to approximate the continuous time 

process by a discrete time process. We chose a time increment of 1/12 so that each 

yearly observation in the simulation consists of 12 discrete steps. (The managers 

of the firms decide on a monthly basis which businesses projects they want to 

shut down). Two simulations are run, one with a high variance of the underlying 

process and one with a low variance. All parameters are to be understood as 

yearly values. However, since the focus here is on seeing whether the model 

can qualitatively generate the features of the profits-size distribution and of the 

intra-distribution dynamics, no attention is paid whether these values are plausible 

empirically (beyond generating the desired distributions). Apart from the variance 

parameter <7, all parameters are held constant across the two simulations. After a 

few experiments the parameters were set to the following values:

Arrival rate of new business: A =  .2

Initial profit flow of new business: ttq =  0, i.e. u q  =

Discount rate: p =  .05

Drift rate for geometric BM: /x =  0

Time increment for simulation: d t  =  1 / 1 2

Number of firms : n  =  1500

Maximum age of firms in years: m =  50

The variance parameters were chosen so that the locations of the optimal stop­

ping points were in the correct order of magnitude:
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High Variance Low Variance 

Variance parameter g  .3 .15

Optimal stopping point for profit flow a; —1.5 —.6

After each simulation, the monthly observations for size and profitability are 

averaged into yearly values. As a result, non-integer values for size arise if the 

number of businesses of a firm changes within the year.

To generate a population of firms of different ages we draw a year s  for each 

firm from a uniform distribution from 1 to 50. In the results presented below on 

the cross sectional distribution, only observations on simulated firms with t >  s  are 

included. The transition matrices in the next subsection are based on the years s  

and 5 +  4, i.e. a four year horizon as in the empirical transition matrices

Simulation results 1: The cross sectional distribution

Figure 1-17 shows the scatter plots resulting from the two simulations (top two pan­

els), and the empirical scatter plots for profits/assets (second row), profits/sales 

(third row), and gross profits/assets (bottom row) as a reference. The left hand 

side panels correspond to the high variance simulation (respectively the high R&D 

subsample) and the right hand side panels to the low variance simulation (respec­

tively the low R&D subsample).

An important remark is in order at this stage. While the size dimension in the 

empirical scatter plots is based on the logarithm of assets (respectively log sales) 

which implies that movement along this axis represents growth in assets/sales over 

orders of magnitude, the size dimension in the simulations is a mere count of the 

number of businesses. That is, the scale is logarithmic in the empirical scatter 

plots, whereas it is linear in the number of businesses in the simulated plots. This 

is clearly a major point of disagreement between the simulated and the empirical 

distributions. We believe that this is partly due to the simplicity of the theoretical 

model, which might be overcome by alternative specifications such as allowing for 

growth of individual businesses. While not within our modelling specification, it 

is plausible that, on average, bigger firms not only consist of more businesses, but 

also of bigger businesses. (Microsoft consists surely of more businesses than a
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F igure 1-17: Simulated and empirical profits-size distributions
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small software company, but its businesses (Windows, Office, Xbox, etc.) certainly 

also operate at a scale which is on average orders of magnitude larger than the 

businesses of small rivals. As our simple model does not account for the fact that 

individual businesses differ in terms of size, we abstract from this feature.

However, apart from the different scaling on the size axis, the simulated scatter 

plots reproduce the empirical scatter plots remarkably well. The strong negative 

tail in the high variance simulation is strongly pronounced for firms with few busi­

nesses and disappears quickly as the number of businesses increases. This mimics 

the shape of the empirical negative tail in the high R&D subsample. In com­

parison, the negative tail in the low variance simulation is significantly shorter (as 

implied by the endogenously higher value of the optimal stopping point a) and the 

overall dispersion is lower. This shortening of the negative tail and the decrease in 

the dispersion as one moves from the high variance (Figure 1-17, top left panel) to 

the low variance simulation (top right panel) reproduces quite well the qualitative 

difference between the profits/assets - log assets scatter plots (second row). The 

low R&D scatter plot for profits/sales - log sales (third row, right panel) looks 

puzzling as there are surprisingly many dots with very high profits over sales. A 

look at Figure 1-6 suggests, that this is due to the high dispersion of profits/sales in 

the "Crude Petrol and Natural Gas" industry (SIC 1311). Finally, the simulated 

scatter plots also look also relative similar to the empirical scatter plots for gross 

profits/assets (bottom row).

To investigate the fit of the simulated distribution with the empirical distribu­

tions a little further. Figures 1-18 and 1-19 present histograms for profits for small 

and big firms across all the settings. The top panels in each figure show histograms 

on simulated profitability, the second row panels on profits/assets, the third row 

panels on profits/sales, and the last row for gross profit s/assets. The left hand 

panels pool over all small firms and the right hand panels over large firms. "Small" 

is defined as having up to 6 businesses for the simulations and below 1 billion US$ 

in assets/sales for the empirical graphs.

Figure 1-18 shows the high R&D/variance settings and Figures 1-19 the low 

R&D/variance settings. These pictures show that, while the qualitative differences 

in terms of dispersion between small and large firms and low and high variance firms
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Figure 1-18: Histograms on profitability for HIGH variance/R&D group
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Figure 1-19: Histograms on profitability for LOW variance/R&D group
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are roughly generated by the model, the mode of the histograms is higher in the 

simulations than in the empirical histograms. The simulated profit rates of the 

median firms are too high. This feature might be due to the property of the 

diffusion process with an absorbing barrier that, conditional on survival, the mode 

of the profits distribution of a single business "shifts up" over time.
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^  /V-» ^  {
Sim ulation resu lts  2: Stylised in tra  d is trib u tio n  dynam ics ^

The simulated paths of firms can also be used to compare the differences in the ^
X r  ^

intra distribution dynamics across the two simulations with the stylised qualitative { \ n

differences between the distribution dynamics for high and low R&D industries \

r tdiscussed above. Tables 1.11 and 1.12 present transition probability matrices for 

the high and the low variance simulations over 3 active states and one exit state.

As with the empirical transitions, two different definitions for the active states are ^

examined -  an absolute definition and a relative definition. In both cases, "large 

firms" are defined as having more than 6 businesses. The absolute definition ^

further distinguishes between small profitable and small unprofitable firms. The 

relative definition divides the set of small firms in firms with profits over assets 

above the median small firm in the simulation and firms below the median firm, 

i.e. it uses the position relative to the median small firm.

"A bsolute" sta tes: The striking feature in the empirical transition matrices

based on absolute states is that small, unprofitable firms in high R&D industries 

are more likely to remain in this state over the given time horizon, and less likely 

to exit and to become profitable than firms in low R&D industries. The model 

fails to reproduce this feature (Table 1.11):

• High variance small unprofitable firms are significantly more likely to become 

profitable than low variance firms,

• they are significantly less likely to^,)$kc%e remain unprofitable, and

• there is little difference with respect to exit rates

The first point is the only feature that is in accordance with the empirical 

transition matrices and which only becomes significant in the empirical transition 

matrices once the Pharmaceutical industries have been excluded.

"R elative" sta tes: The qualitative differences in the simulated transition prob­

abilities between high and low variance firms with "relative" states are also some­

what at odds with the empirical differences across the two subsamples (Table 1.12):

83



Table 1.11: Simulated transition probability matrices for ABSOLUTE states

(Transition probabilities with SE's below - both in %)

Panel a: LOW variance simulation

ABSOLUTE STATE IN t+4
ABSOLUTE 
STATE 
in t

large small
prof.

small
unprof.

exit #firms

large TP 92.8 7.2 0.0 0.0 208
SE 1.8 1.8 0.0 0.0

small TP 10.6 83.9 5.5 0.0 886
prof. SE 1.0 1.2 0.8 0.0

small TP 0.7 50.3 43.0 6.0 149
unprof. SE 0.7 4.1 4.1 2.0

Total 23.2 67.0 9.1 0.7 1243

Panel b: HIGH variance simulation

ABSOLUTE STATE IN t+4
ABSOLUTE 
STATE 
in t

large small
prof.

small 
un prof.

exit #firms

large TP 95.5 4.5 0.0 0.0 314
SE 1.2 1.2 0.0 0.0

small TP 11.3 82.9 5.6 0.2 852
prof. SE 1.1 1.3 0.8 0.2

small TP 2.9 64.8 25.2 7.2 139
unprof. SE 1.4 4.1 3.7 2.2

Total 30.7 62.1 6.4 0.9 1305

large: # businesses > 6
small, profitable: profits>0 & # businesses <= 6
small, unprofitable: profits<=0 & # businesses <= 6
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Table 1.12: Simulated transition probability matrices for RELATIVE states

(Transition probabilities with SE's below - both in %)

Panel a: LOW variance simulation

RELATIVE STATE in t+4
RELATIVE 
STATE 
in t

large small 
hi prof.

small 
lo prof.

exit #firms

large TP 92.8 6.3 1.0 0.0 208
SE 1.8 1.7 0.7 0.0

small TP 14.2 66.5 19.3 0.0 471
hi prof. SE 1.6 2.2 1.8 0.0

small TP 5.0 24.7 68.8 1.6 564
lo prof. SE 0.9 1.8 2.0 0.5

Total 23.2 37.4 38.7 0.7 1243

Panel b: HIGH variance simulation

RELATIVE STATE in t+4
RELATIVE 
STATE 
in t

large small 
hi prof.

small 
lo prof.

exit #firms

large TP 95.5 2.9 1.6 0.0 314
SE 1.2 0.9 0.7 0.0

small TP 14.5 63.9 21.7 0.0 415
hi prof. SE 1.7 2.4 2.0 0.0

small TP 6.9 28.5 62.5 2.1 576
lo prof. SE 1.1 1.9 2.0 0.6

Total 30.7 33.6 34.9 0.9 1305

large: # businesses > 6
small, high profit: profits > median small firm & # businesses <= 6 
small, low profit.: profits <= median small firm & # businesses <= 6
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• The only quantitatively significant difference in the two simulated transition 

matrices is that high variance, low profits firms are less likely to stay in this 

state and more likely to become high profits firms. This is, if anything, the 

opposite of what emerges from the empirical transition matrices.

Summary

Overall, the simple model with independent businesses of constant size and inde­

pendent shut down decisions for each business captures the key features in the cross 

sectional profits-size distributions for high and low R&D industries. There are, 

of course, a number of points where the model is at odds with the data: While 

reproducing the "negative tail" and its disappearance and the differences in the 

profits-size distribution between low and high R&D (by means of varying a single 

parameter for the variance of the stochastic process driving the profit flow for a 

business), the mode of the implied profit rates is generally higher than that of the 

empirical distributions. Moreover and more importantly, the scale along the size 

dimension differs in the simulated distributions and the empirical distributions. 

With respect to the intra distribution dynamics, the simulations also show that 

the model fails to reproduce most "stylised facts" on empirical intra distribution 

dynamics.

However, given the simplicity of the model which combines only two basic effects 

of optimal stopping and diversification, the shortcomings may not be surprising and 

the fact that it generates the qualitative differences in the profits size distribution 

quite well is an indication that the option value and the diversification effect are 

the major mechanisms driving this empirical phenomenon.
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1.4 C onclusion

This study documents a striking regularity in the cross sectional distribution of firm 

profitability and firm size: In a group of 18 high R&D industries there is a long 

negative tail of small loss-making firms in the cross sectional distribution, whereas 

this tail is much weaker in a control group of 20 low R&D industries. Moreover, 

the cross sectional variance in profit rates declines with firm size in both groups of 

industries. We believe that these distributional features are due to a combination 

of two effects: A real option effect explaining existence of a large number of small 

loss-making firms in high R&D industries; and a diversification effect explaining 

the decline in the variance of profit rates with firm size.

We propose a simple stochastic reduced form model for firm dynamics that 

combines these two effects and show that this model can generate the qualitative 

features of the profits-size distribution and the variation across high and low R&D 

industries by varying the variance in the underlying stochastic process. However, 

the scale of the size dimension in the model does not agree with that in the data. 

Unfortunately, the model also fails to reproduce the most interesting stylized facts 

about intra-distribution dynamics. In particular, it does not generate the empirical 

observation that small unprofitable firms in high R&D industries are more likely 

to remain unprofitable than firms in low R&D industries.

Given the simplicity of the model and its reduced form nature, this is perhaps 

not surprising. Industry dynamics are certainly more complex than the simple 

model in this chapter which, because of its reduced from nature, abstracts from 

many firm decisions such as investments in physical capital and R&D. Modelling 

these firm decisions and estimating underlying stochastic processes driving them 

is a challenging task to which we will turn in the next chapter. However, we 

believe that this simple model proves that the observed qualitative differences in 

the profits-size distributions are due to differences in the riskiness of the economic 

environment and to a combination of a real option and a diversification effect.
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C hapter 2 

R & D  and th e  D ynam ics o f  

P rod u ctiv ity

2.1 Introduction

This chapter provides an empirical framework for the analysis of investments in re­

search and development (R&D) on the entire distribution of a firm’s future produc­

tivity conditional on its current productivity. The approach builds on a structural 

model for firm dynamics in which firms invest in R&D and in capital. We show 

that the investment policy function generated by this model is invertible. This 

allows us to use a production function approach similar to Olley & Pakes (1996) to 

estimate the firm’s unobserved productivity states. The main empirical focus lies 

on using these estimates to determine the evolution of productivity conditional on 

current productivity and R&D.

The conditional distribution of future productivity is at the heart of understand­

ing the dynamics of firms in research and development (R&D) intensive industries 

and the incentives to invest in R&D as well as in physical capital. In theoretical 

models of firm dynamics (e.g. Ericson & Pakes (1995), Hopenhayn (1992)), the suc­

cess or failure of a firm in an industry and its dynamics along other characteristics 

is typically driven by the stochastic evolution of a firm specific productivity state 

which the firm may or may not be able to influence through R&D investments. In 

these models, the distribution of a firm’s future productivity state conditional on



its current productivity state and its R&D investments is therefore the key sto­

chastic primitive driving firm dynamics, investment incentives, and idiosyncratic 

differences in outcome paths across firm. The framework in this chapter allows 

us to estimate an empirical counterpart of this central primitive of the theoretical 

literature of firm dynamics.

The question of the effect of R&D on productivity is, of course, the theme of a 

much older and huge empirical literature initiated by Zvi Griliches (for an excellent 

review see e.g. Griliches (1998)). This literature has largely been concerned with 

estimating the average or expected (private or social) returns to (firm or industry 

level) R&D. While estimating the average effect of R&D on productivity is often > *

the best one can do, an analysis of the effect of R&D on the entire distribution 

of future productivity at the firm level clearly provides a more complete picture 

and makes explicit the stochastic nature of the outcomes of R&D. Investigating 

this distribution provides explicit information on the stochastic environment in 

the industry under study and therefore provides a better understanding of the 

private incentives to invest in R&D. Although the literatures on firm dynamics 

and on R&D and productivity are closely related from this perspective, this link 

has received relatively little explicit attention.

In their seminal paper on the Telecommunications Equipment industry, Steven 

Olley and Ariel Pakes (1996) propose a new semiparametric method for the esti­

mation of production functions in the presence of unobserved, serially correlated 

productivity differences across firms. Their approach overcomes well known bi­

ases in the parameter estimates of the production function which are due to the 

simultaneity of input choices and selection through exit.

The approach of Olley and Pakes relies on a structural single agent model for the 

dynamics of firms in the industry. In their model, firms maximise their expected 

discounted value by deciding on whether to exit the industry and on how much to 

invest in physical capital. The state variables of the firm are the capital stock and 

an unobserved productivity state. While the firm can control the capital stock 

through its investment decisions, the evolution of the unobserved productivity state 

is driven by an exogenous first order Markov process. The key feature of their 

model (proven in Pakes (1994)) is that it generates an investment policy function
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that is increasing in the unobserved productivity conditional on the firms capital 

stock and which is hence invertible.

The invertibility of the policy function allows them to control for the unobserved 

firm productivity nonparametrically without having to solve the structural model 

explicitly. Olley & Pakes (1996) provide an estimation algorithm that yields con­

sistent estimates of the production function parameters (which are a subset of the 

parameters of the underlying structural model) and, as a by-product, also produces 

estimates of the firm specific unobserved productivity state over time. They use 

their estimates to analyse the evolution of the aggregate industry productivity over 

time and find that productivity increases were primarily a result of a reallocation 

of capital towards more productive establishments.

The present study extends this approach by exphcitly allowing for R&D in­

vestments by firms. This is an important step: In many industries (including

Telecommunications Equipment) firms engage in regular and often heavy R&D 

investments with the aim of improving future productivity. Without an explicit 

model, it is unclear whether the Olley-Pakes approach can be applied if one believes 

that the true underlying model for firm dynamics should include R&D investments.

We make three main contributions; First, we add an R&D investment decision 

to the controls of the theoretical model and let the stochastic evolution of the 

unobserved productivity state be influenced by R&D investments as well as by the 

firm’s current productivity state -  i.e. we partly endogenise the Markov process for 

the productivity dynamics. We show that, under certain restrictions on the model 

primitives, the policy function for capital investments generated by the extended 

underlying structural model is still invertible. This is a powerful result as it implies 

that the unobserved productivity state can still be expressed as a function of capital 

and investment even if the model includes R&D. This is crucial for controlling for 

the unobservable state variable in empirical work.

Second, the invertibility result suggests that the estimation approach of Olley 

& Pakes (1996) for the estimation of production function coefficients can be ap­

plied even if the true underlying model includes investments in physical capital as 

well as in R&D. This follows immediately for the first stage of the Olley-Pakes 

approach which estimates the production function coefficients for variable factors
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of production. However, the second stage of the estimation procedure which yields 

coefficient estimates for the quasi-fixed factors requires some further analysis. This 

is because of the need to control for the expectation of productivity conditional on 

past information and on survival to consistently estimate the coefficients of the 

quasi-fixed factors. In a model with R&D, this expectation not only depends on 

past productivity, but also on past R&D investments. Ignoring the impact of 

R&D may therefore lead to inconsistent coefficient estimates for the quasi-fixed 

factors. We present two alternative modifications of stage two of the Olley-Pakes 

algorithm that address this problem. The first suggests using R&D data but is 

problematic if the level of R&D endogenous in the sense that it is correlated with 

potential measurement error in the dependent variable. The second approach does 

not require any additional data and exploits the fact that we can control for the 

effect of R&D by estimating stage two as a fully nonlinear nonparametric function 

of past productivity and current capital. A further analysis of our second modi­

fication shows that it is asymptotically equivalent to the second stage estimation 

equation originally proposed by Olley & Pakes. This is because, in the context of 

our model, the survival probability can be shown to be strictly increasing in capital 

conditional on productivity. As a result, both stages of the original Olley-Pakes 

procedure can be directly applied to our model with R&D.

While this equivalence result is specific to the setup of our structural model, the 

problem of controlling for R&D is more general: Whenever the expected future

productivity depends on R&D (i.e. R&D has some effect), one needs to think 

carefully about how to control for R&D in stage two of the estimation procedure 

to obtain consistent estimates of the quasi-fixed factors. This is independent of 

whether one uses investment to proxy for productivity differences as Olley & Pakes 

(1996) or whether one employs alternative proxies such as intermediate inputs as 

proposed by Levinsohn & Petrin (2003). The intermediate input approach in 

Levinsohn & Petrin (2003) is attractive because it does not require a monotonicity 

property derived from a structural dynamic model to derive a proxy for unobserved 

productivity. However, if the underlying model includes R&D, one still has to 

write down the candidate structural model to explore how to adequately correct 

the estimation procedure to yield consistent estimates for the quasi-fixed inputs.
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Our third, and main empirical, contribution is that we use the firm and year spe­

cific productivity estimates from the production function estimation to analyse the 

distribution of future productivity conditional on current productivity and R&D. 

We can test whether the estimated conditional distribution satisfies the first order 

stochastic dominance assumptions of the theoretical model (which are standard 

in the literature on firm dynamics) and hence whether the model is rejected by 

the data. By providing a method of examining the effect of R&D on the entire 

distribution of future productivity and by quantifying this effect, we also hope to 

contribute to the empirical literatures on firm dynamics and on R&D and produc­

tivity.

We use firm level COMPUSTAT data for the four 3-digit SIC industries "Phar­

maceuticals (SIC 283)", "Computer Hardware (SIC 357)", "Telecommunications 

Equipment (SIC 366)", and "Software (SIC 737)". The sample spans the years 

1980 to 2001 and is characterised by high levels of R&D spending and by a con­

siderable degree of exit. In fact, the mean and median levels of R&D investments 

exceed the corresponding levels of investment in physical capital in each of these 

industries. This suggests that controlling for R&D as well as survival is potentially 

important. Estimates for the capital coefficient are sensitive to the specification 

of the stage two estimation equation. In particular, the point estimates for capi­

tal from our fully nonlinear specification are lower than those estimated from the 

original Olley-Pakes equation in all industries except "Software". While these 

differences are not statistically significant, it indicates that despite the asymptotic 

equivalence of the approaches their finite sample performance may differ.

Specification tests proposed in Olley & Pakes (1996) lead us to accept the model 

for "Pharmaceuticals" and "Telecom Equipment" but to reject it for "Computers" 

and "Software". Testing whether the future productivity distributions conditional 

on R&D and current productivity satisfy the first order stochastic dominance prop­

erty of the model leads to the same conclusion. For the industries "Computers" 

and "Software", this suggests that using investment as a proxy for productivity 

does not adequately control for unobserved productivity differences across firms 

and that the structural dynamic model does not adequately capture the dynamic 

features of these industries. However, the estimation approach and the model seem
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to work well for "Pharmaceuticals" and "Telecom Equipment".

Further analysis of the future productivity distribution conditional on R&D and 

current productivity shows that productivity is more volatile in "Telecom Equip­

ment" than in "Pharmaceuticals" as shown by a higher dispersion of productivity 

increments. We estimate the average elasticity of next period’s productivity with 

respect to R&D to be around .02 for "Pharmaceuticals" and, depending on the 

specification between .007 and .04 for "Telecom Equipment". These effects are 

low but significant and represent estimates of the returns to R&D in terms of 

productivity from one year to the next.

The chapter is organised as follows. Section 2.2 presents the model, assump­

tions, and theoretical results that form the basis of the empirical approach. Section 

2.3 then discusses the Olley-Pakes estimation approach and proposes modifications 

of it that account for the model with R&D. Section 2.4 introduces the data. In 

section 2.5, we present and discuss production function estimates, whereas section 

2.6 empirically investigates the conditional productivity distribution. Section 2.7 

concludes. The appendix contains proofs and details on data construction.

2.2 T h eo re tica l fram ew ork

2.2.1 S tructure o f th e  m odel

We use a stochastic dynamic single agent model for the industry and assume that 

firms maximise the expected discounted value of future net cash flows. Firms have 

two state variables: productivity u j  and the capital stock k .  At the beginning 

of each period, each firm observes its state and makes a discrete decision whether 

to exit or continue in operation. If it exits, it receives a termination value 0 . \

Otherwise, it earns current period profits 7r(w, /c) and decides how much to invest 

in physical capital and in R&D.

Capital investment has a deterministic effect on the future capital stock, while 

R&D influences future productivity stochastically. Instead of formulating the 

firm’s decisions in terms of capital investment and R&D expenditure, we will 

setup the model such that the firm directly chooses the next period’s capital stock
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(through its capital investments) and the distribution of next period’s productivity 

(through its R&D spending).

Capital k  accumulates deterministically according to the usual equation

k '  =  { 1  —  5 ) k  +  i ,

where k '  denotes next period’s capital stock, 5  the rate of capital depreciation and 

i  the investment choice of the firm. In choosing the amount of investment i ,  the 

firm therefore effectively chooses the next periods capital stock k ' .  The cost of 

physical capital investment of achieving this k '  depends on the capital state of the 

firm and is denoted c { k ' ,  k ) .

The productivity state w evolves stochastically over time according to a con­

trolled Markov process, where the distribution of next period’s productivity is 

increasing (in the first order stochastic dominance sense) in the current produc­

tivity state w and in the amount of R&D expenditure: Conditional on R&D,

higher current productivity states result in better future productivity distributions 

so that there is a degree of persistence in productivity over time. Similarly, con­

ditional on current productivity, the distribution of next period’s productivity will 

be increasing in the amount of R&D investments.

Rather than modelling this idea as a choice of R&D investments, we let the 

firm choose the distribution of its future productivity from a menu of distributions. 

The distribution of next period’s productivity l o '  is a member of the family of 

distributions

which are stochastically increasing in i p '  in the first order stochastic dominance 

sense. In each period, the firm chooses a distribution 'ip' for next period’s produc­

tivity from this family. The choice of distribution i p '  will require R&D investments 

of r [ ' i p \ u ) ) ^  which are increasing in ' ip '  and decreasing in u j . So in each period, the f 

firm "buys" its desired distribution for next period through its R&D expenditure, 

where better distributions come at a higher price but the price of a given distrib­

ution is decreasing in current productivity. In this way, we capture the idea that 

conditional on R&D the future distribution is increasing in productivity w, and
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that conditional on u j  the distribution is increasing in the amount of R&D.

By introducing a single index i p '  for the distribution F  rather than writing the 

distribution as F(w^|w,R&D), we have imposed an important restriction which im­

plies that productivity u j  and R&D both affect the distribution for u j '  only through 

I p ' . The members of the family of distributions F  are completely ordered (in the 

first order stochastic dominance sense) by i p ' .  This excludes the possibility that 

R&D and productivity affect F  in qualitatively different ways which could lead to 

a crossing of two distribution functions. A consequence of this restriction is that 

R&D and u j  can be traded off against each other (at least at the margin) in the 

sense that two firms with different productivity states can have exactly the same 

distribution for u j '  (i.e. the same i p ' ) ,  provided the firm with the lower productivity 

sufficiently outspends the high productivity firm on R&D. Although severe, the 

theoretical payoff of this restriction is substantial and will become apparent below.

With these specifications in hand, we can formulate the Bellman equation of 

the dynamic model with discount factor /5:

V (w, k )  =  max < 0 , sup 7T{ u j , k )  —  c { k ' , k )  —  r { i p ' , u j )  ^  J  V { ( j j ' , k ' ) d F { u j ' \ i p ' )

(2 1)

At every point in time, the value function V { u j , k )  is a function of the firm’s 

current state vector. The firm’s controls are a discrete exit decision, and continuous 

choices of next period’s capital stock k '  and next period’s productivity distribution 

I p ' .  The maximum expected discounted value of a firm, V { u j , k ) ,  is the larger of 

two values, the sell-off value 0  and the best possible expected discounted value of 

continuation. Conditional on choosing the capital stock k '  and the next period’s 

distribution i p '  optimally, the continuation value consists of current period profits 

7 r { u j , k ) ,  reduced by the cost of investment c { k ' ,  k )  and by R&D expenditure r { i p ' ,  u j )  

plus the expected discounted value from the next period onwards.

The solution of the model will yield policy functions for the discrete exit decision 

and for the continuous capital and distribution choices. The latter can easily be 

translated into the "conventional" policy functions for physical capital investment
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and R&D:

{ 1 (continue) if w > u ( k )
(2 .2)

0 (exit) otherwise 

Capital choice : k '  =  k { u j ^  k )  (2.3)

Distribution choice : ' i p ' = ' i f j { u ^ k )  (2.4)

The particular form of the exit rule in equation (2.2) results from the fact 

that the profit function is increasing and the R&D function decreasing in w -  

assumptions which we will formally introduce in the next subsection. They imply 

that the continuation value must be increasing in current productivity w. Since 

the termination value 4> is constant, the exit rule has the form of a simple exit 

threshold: For each k ,  there exists an exit threshold productivity c j { k ) .  If the

productivity realisation is below u { k )  the firm exits, otherwise it stays in operation.

Note that this model with R&D and capital investments nests the Olley-Pakes 

model without R&D. If the choice of distribution is replaced by the current pro­

ductivity state (i.e. -0' =  '^(w, k )  =  u j )  and the R&D cost function is set to zero 

(i.e. r { ' i l ) \ u j )  =  0), one obtains the Olley-Pakes model.^

The empirical work in this study relies on the fact that the productivity state /  

UJ (which is observed by the firm but unobserved by the econometrician) can be 

recovered from the observed investment behaviour of the firms. This requires that 

the policy function for capital investment (2.3) be strictly increasing and hence 

invertible in productivity on a known subset of the { k \ k )  space. A formal proof 

of this property requires additional assumptions and relies on the supermodularity 

of the value function. The intuition for the monotonicity of the capital choice in 

productivity is that the marginal value of capital increases in productivity and that 

firms with higher productivity states are more likely to have better productivity 

realisations in the future.
^E.g. firms could be "forced" to set ijj' =  w, by an R&D function r(w, w) =  0, r(%̂% w) =  oo 

for Ip' ^  UJ.
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2.2 .2  A ssu m p tion s on th e  m od el p rim itives

This subsection formally introduces the assumptions needed for the theoretic results 

in the next subsection. The assumptions are presented separately for each model 

primitive. However, they can be classified in four types of assumptions that are 

necessary for different parts of the proofs below: Assumptions on boundedness are 

labelled (Al). Assumptions on the monotonicity of the primitives with respect 

to their arguments are labelled (A2). (A3) refers to supermodularity assumptions^ 

and (A4) to differentiability. (AO) are general assumptions on the state space and 

choice sets.

The state space and the choice sets satisfy:

(AO) { u ,  k )  e ^ X  K Ç R X  R+, and

6  A  X ^  X { 0 , 1 }  Ç  R +  X M X { 0 , 1 } .

The single period profit function 7r(w, k )  is 

(Al.a) bounded from above,

(A2.a) increasing in productivity w and k ,

(A3.a) strictly supermodular in (w, A;), and 

(A4.a) continuously differentiable.

The cost of physical capital investm ent c { k ' ,  k )  is 

(Al.b) bounded from below,

(A2.b) either of the following two

i. increasing in k '  and decreasing in A;, or

function f { x , y )  w ith  real valued argum ents x  and y  is supermodular in ( x , y )  if it has 
increasing differences, i.e if for any xi  >  x^ and y\  >  1/2 ,

/(a î.yi) -  f{xi,y2) > f{x2,yi) -  f{x2,y2),

and strictly superm odular if the inequality holds strictly. W hen f { x , y )  is twice continuously  

differentiable, /  is superm odular iff >  0 and we shall adopt that strict superm odularity  

implies >  0. Finally, / ( x ,y )  is subm odular if —f { x , y )  is supermodular.

97



ii. convex in k '  with min^/ c { k ' ,  k )  nonincreasing in k  and arg min^/ c { k ' ,  k )  <

K

(A3.b) submodular in { k ' , k )  (i.e. — c { k \ k )  is supermodular), and

(A4.b) continuously differentiable.

The R& D function w) is

(Al.c) nonnegative,

(A2.c) decreasing in productivity u  and increasing in 'ijj',

(A3.c) submodular in and strictly submodular on the set w) >

0}, and

(A4.c) continuously differentiable on the set w)|r(?/;% w) > 0}.

The distribution of future productivity is

(A3.d) strictly stochastically increasing in 7/;' in the first order stochastic dominance 

sense

(A4.d) differentiable in -0', and invertible in u ' .

T h e  d is c o u n t  fa c to r  (5 Eind t h e  s e ll -o f f  v a lu e  0  sa tis fy :

(Al.d) 0 < / ) <  1,

(Al.e) |0 | < 00.

The assumption that 7r(w, /c) is increasing in both its arguments is standard in 

this literature. It is required to ensure that the value function is supermodular, 

which is key for the monotonicity proofs. Supermodularity of the profit function 

implies that the marginal profitability of capital is increasing in productivity, which 

provides the main intuition for the monotonicity results. While it is easy to find 

examples of profit functions that satisfy the supermodularity assumptions, it is also 

easy to find counter examples that do not.
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We allow for two cases for the investment cost function in assumption (A2.b).

While the first one is the more straightforward, assumption (A2.b.ii) accommo­

dates the case of adjustment costs which imply that the investment cost function 

has a minimum at some value of future capital stock which lies at or below the 

current capital stock. The supermodularity assumption implies that the cost of 

a given increment in the future capital stock from k [  to k '2 is decreasing in the 

current capital. These assumptions are satisfied for most empirical investment 

cost functions such as quadratic adjustment costs.

That the amount of R&D required is increasing in the future distribution and 

decreasing in productivity is intuitive and has been discussed above. Submodu­

larity of the R&D function implies that an improvement of the future productivity 

distribution from to is more costly for low productivity firms than it is for 

high productivity firms. We assume strict submodularity only on the subset where 

R&D expenditure is positive. This is intended to deal with the fact that a firm 

may choose not to invest in R&D at all, in which case the firm will- chose the best 

distributions available at zero cost.

An important simplifying assumption is that the R&D function does not depend 1

on capital. This rules out the possibility that firms’ R&D expenditure has to be I

somehow proportional to their size (i.e. capital stock) to achieve a given effect o n  ^  ^  o
,  ^  ^  ^

the future distribution of productivity. ^  / y . ^ y '

The distribution of future productivity is stochastically increasing m the single 

parameter xjj '. The complete ordering of distributions in this family by •0' excludes 

the possibility that R&D has a qualitatively different effect on the distribution from 

the effect of current productivity, as discussed above. A further restriction is that 

the distribution does not depend on the capital stock and hence the size measure 

of the firm. As with the R&D function, such a dependency would be desirable but 

would destroy the proofs.

2.2.3 P rop erties o f th e  value and p olicy  functions

We now turn to the analysis of the properties of the value and policy functions.

To make empirical use of the model, strict monotonicity of the investment policy 

function (2.3) on a known subset is required. To prove this property, we will
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use results from the literature of monotone comparative statics and lattice theory 

(e.g. Topkis (1978), Topkis (1998), Athey (1995)). This literature identifies super­

modularity and its derivatives as a key property in generating robust monotonicity 

results. While supermodularity is in general a sufficient but not a necessary con­

dition for these results (Milgrom & Shannon (1994)) it easier to work with than 

quasi-supermodularity which is both necessary and sufficient.

The literature on robust comparative statics is mostly focused on finding con­

ditions on the objective functions under which the argument maximum will be 

monotonie in a parameter of the objective function. In the present context, the 

aim is to prove that the optimal future capital stock k '  is increasing in the "pa­

rameter" productivity cj (for fixed k ) .  However, since our problem is a dynamic 

programme, the value function enters the objective function through the expecta­

tion term in (2.1). Properties of the policy function will therefore naturally also 

depend on the properties of the value function.

Therefore, we proceed as follows. First, we prove certain properties of the 

value function in Lemma 2.1 that are useful for the monotonicity results. The 

monotonicity argument for the capital choice in productivity is then broken down 

into two steps. The first is the monotonicity of the optimal capital choice in the 

choice of distribution (Lemma 2.2). We then prove the monotonicity of the distri­

bution choice in productivity (Lemma 2.3). Together, these results yield the weak 

monotonicity of the investment policy function in Theorem 2.4.

Assumptions (AO) to (A3) are sufficient to prove supermodularity of the value 

function and weak versions of the monotonicity results below. For strict monotonic­

ity results, the assumptions on strict supermodularity and continuous differentia­

bility (A4) are also necessary.

L em m a 2.1 T h e  value function V ( ( j u , k )  o f  t h e  m o d e l  i n  e q u a t i o n  ( 2 . 1 )  i s

1 .  b o u n d e d  u n d e r  ( A O ) , ( A l ) ,

2 .  n o n d e c r e a s i n g  i n  p r o d u c t i v i t y  u  a n d  k  u n d e r  ( A 0 ) , ( A 2 ) ,

3 .  u n i q u e  u n d e r  ( A 0 ) , ( A 1 ) ,  a n d

4 . s u p e r m o d u l a r  u n d e r  ( A O )  t o  ( A 3 ) .
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Proof. S e e  A p p e n d i x  A 2 . 1 .  ■

The significance of the introduction of -0' becomes apparent in the proof of 

supermodularity, as is key in showing that the expectation term in equation 

(2.1) is supermodular if V { u j \ k ' )  is supermodular. The introduction of i j j ' also 

has a huge payoff for the monotonicity results, as it allows us to break down the / 

argument into the monotonicity of the capital choice k ’ in the choice of future 

distribution i j j ' (Lemma 2.2) and the question whether more productive firms will 

choose better distributions (Lemma 2.3). Lemma 2.1 puts us in a position to 

attack these questions.

First, we examine properties of the optimal capital choice conditional on the 

choice of next period’s distribution. Note that, conditional on the optimal choice 

of k '  does not depend on w, as w only enters the profit and the R&D function.

Lem m a 2.2 T h e  o p t i m a l  capital choice conditional o n  t h e  c h o i c e  o f  d i s t r i b u ­

t i o n  t p '  a n d  c a p i t a l  k  o f  t h e  m o d e l  i n  e q u a t i o n  ( 2 . 1 ) ,

k { tP ' ,  k )  =  arg sup
k'

— c

1 .  i s  n o n d e c r e a s i n g  i n  'tp' u n d e r  ( A O )  t o  ( A 3 ) ,  a n d

2 .  n o n d e c r e a s i n g  i n  k  u n d e r  ( A 0 ) , ( A 1 ) ,  ( A 3 . b ) .

Proof. 1 .  N o n d e c r e a s i n g  i n  'ip' : F o r  a n y  g i v e n  k ,  t h e  o p t i m a l  c h o i c e  k '  w i l l  

b e  n o n d e c r e a s i n g  i n  ' ip ' ,  p r o v i d e d  t h e  o b j e c t i v e  f u n c t i o n  i s  s u p e r m o d u l a r  i n  ( k ' , i p ' )  

( T o p k i s  ( 1 9 7 8 )  , T h e o r e m  6 . 1 ) .  T h e  i n t e g r a l  i s  s u p e r m o d u l a r  i n  [ k ' ^ i p ' )  b e c a u s e  

V { u j ' , k ' )  i s  s u p e r m o d u l a r  a n d  F { u j ' \ ' i p ' )  i s  s t o c h a s t i c a l l y  i n c r e a s i n g  i n  ' ip ' ,  s o  t h a t  

t h e  r e s u l t  f o l l o w s  ( s e e  t h e  a r g u m e n t  i n  t h e  p r o o f  o f  L e m m a  2 . 1 ) .

2 .  N o n d e c r e a s i n g  i n  k ' : F o r  i p '  f i x e d ,  n { ' i p ' , k )  i s  i n c r e a s i n g  i n  k  a s  — c ( k ( k )  i s  

s u p e r m o d u l a r  i m p l y i n g  t h a t  t h e  o b j e c t i v e  f u n c t i o n  i s  s u p e r m o d u l a r  i n  { k ' ,  k ) .  ■

Part (1) of Lemma 2.2 corresponds to Lemma 3 in Fakes (1994) and nicely 

illustrates the intuition behind the monotonicity of the policy function in Olley k ,  

Fakes (1996): If the marginal value of capital is increasing in productivity, firms
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with better future productivity distributions will, all else equal, invest more in 

capital.

In the model in Olley & Pakes (1996) without R&D, having a better distribution 

for is equivalent to having higher productivity w today. In the model with 

R&D, Lenuna 2.2 reflects only the optimal choice for an intermediate problem, 

which helps reducing the complexity of the subsequent analysis. The second step 

is provided in Lemma 2.3 which says that more productive firms today will also 

choose better productivity distributions.

L em m a 2.3 T h e  p o l i c y  f u n c t i o n  i n  e q u a t i o n  (2.4) f o r  t h e  choice o f distribution

7T(uj ,k)  -  c { K { i j ' , k ) , k )  -  r { ' i p \ ü ü ) 13 j  V{uj',K,{'il;\k))dF{uj'\'ip')

1 .  i s  n o n d e c r e a s i n g  i n u ,  u n d e r  ( A 0 ) , ( A 1 ) ,  ( A 3 . c ) ,  a n d

2 .  s t r i c t l y  i n c r e a s i n g  i n  u j  o n  t h e  s e t  {(cu, /c)|r(?/;(w. A;), w) > 0}, u n d e r  ( A O )  t o

P r o o f .  1 .  N o n d e c r e a s i n g :  A g a i n ,  b y  s u p e r m o d u l a r i t y  o f  t h e  o b j e c t i v e  f u n c t i o n  

i n  T h e  r e l e v a n t  t e r m  i s  — r [ ' i j j ' , u j )  w h i c h  i s  s u p e r m o d u l a r  b y  a s s u m p t i o n .

2 .  S t r i c t l y  i n c r e a s i n g :  S e e  A p p e n d i x  A  2 . 1 .  ■

Strict monotonicity obtains only on the subset of the state space where R&D 

spending is positive and plays a crucial role in the proof of the strict monotonicity 

result in Theorem 2.4. This theorem is the empirically powerful result, as it implies 

that the policy function for next period’s capital choice can be inverted to yield 

the unobserved productivity state l j :

T heorem  2.4 T h e  p o l i c y  f u n c t i o n  f o r  t h e  c a p i t a l  c h o i c e  k { o j ,  k )  =  k ) ,  k )

i s

1 .  n o n d e c r e a s i n g  i n  u j  u n d e r  ( A O )  t o  ( A 3 ) ,  a n d

2 .  s t r i c t l y  i n c r e a s i n g  i n  u j  o n  t h e  s e t  { { u j , k ) \ k { u j , k )  >  k  A  r { ' i p { u j , k ) , u j )  >  0}

u n d e r  ( A O )  t o  ( A f ) .
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P r o o f .  1 .  N o n d e c r e a s i n g :  T h e  r e s u l t  f o l l o w s  d i r e c t l y  f r o m  L e m m a  2 . 2  a n d  

L e m m a  2 . 3  a s  ^(w, k )  i s  n o n d e c r e a s i n g  i n  u j  a n d  k )  i s  n o n d e c r e a s i n g  i n  i p .

2 .  S t r i c t l y  i n c r e a s i n g :  S e e  A p p e n d i x  A 2 . 1 .  ■

The fact that the strict monotonicity result obtains on a known subset of the 

state space implies that on this subset the investment policy function can be in­

verted:

C oro llary  2.5 u { k \ k )  = k ~ ^ { k ' ^ k )  e o c i s t s o n t k e s e t { { u j , k ) \ k { u j , k )  >  k A r { ' t p { u j , k ) , u )  >  

0}
P r o o f .  F o l l o w s  d i r e c t l y  f r o m  t h e  s t r i c t  m o n o t o n i c i t y  r e s u l t  i n  t h e o r e m  2 . f .  ■

This corollary says, that the unobserved productivity state u j  can be expressed 

as function of the current and next periods capital stock on the subset of the data 

with positive investments in R&D and physical capital. The fact that this function 

only exists on a subset of the state space is empirically unproblematic. This is 

because this subset is independent of the parameters of the empirical model and 

is defined by a combination of choices and states that are observable. Hence the 

estimation can be conditioned on the subset of the data with observed k '  >  k  and 

r  > 0, as the function u j { k \ k )  exists on that subset and the unobserved productivity 

state can be recovered independently of the parameters of the model. This key 

insight allows us to turn to the empirical work.

2.3 E stim ation

The strict monotonicity of the optimal capital choice in current productivity in 

the presence of R&D in Theorem 2.4 allows us to follow along the lines of Olley 

& Pakes (1996) to obtain estimates of production function parameters and of the 

unobserved productivity states.

The key insight in this section is that, if the true underlying model includes 

R&D, one has to control for the effect of R&D on the future productivity dis­

tribution when estimating the coefficients of the quasi-fixed factors. This raises 

the question of whether the estimation approach of Olley & Pakes (1996) needs to
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be modified. We present an alternative to the estimation specification in Olley 

& Pakes (1996) that addresses the effect of R&D directly. Due to monotonicity 

properties of the model, we can show that the original Olley-Pakes approach is 

asymptotically equivalent to this alternative. This implies that, in the context of 

the theoretical model in this study, the original Olley-Pakes method is valid even 

in the presence of R&D -  as is our alternative.

However, while the asymptotic equivalence result in this section is specific to 

the dynamic model, the problem is more general: The problem is present whenever 

the expected future productivity depends on R&D (i.e. R&D has some effect) and 

is independent of whether one uses investment to proxy for productivity differences 

(Olley & Pakes 1996) or whether alternative proxies such as intermediate inputs 

are employed as proposed by Levinsohn & Petrin (2003). The intermediate input 

approach in Levinsohn & Petrin (2003) is attractive because it does not require a 

monotonicity proof for a structural dynamic model to derive a proxy for unobserved 

productivity. However, if the underlying model includes R&D, one still has to write 

down the candidate structural model and explore how to adequately correct the 

estimation procedure to yield consistent estimates for the quasi-fixed inputs.

This main point will now be developed in more detail. First, the production 

function is introduced and expected biases that arise if one fails to control for 

unobserved productivity differences across firms are discussed. We then present 

different variants of the estimation algorithm originally proposed by Olley & Pakes 

(1996), that apply in different settings with or without a selection problem and 

with or without R&D.

2 .3 .1  P ro d u ctio n  fu n ction  and OLS b iases

Following Olley & Pakes (1996), assume that firms in the industry produce a homo­

geneous product using a Cobb-Douglas production technology and that productiv­

ity differences result in Hicks neutral efficiency differences across firms i  and time

L

V i t  =  û;o +  O i ih t +  O i k k i t  +  CÜÜ +  T]^^ (2.5)
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where y  represents the log of a measure of output (value added or sales), I the 

log of the labour input (e.g. number of employees), k  the log the capital stock, 

ÜJ the productivity state (unobserved by the econometrician but observed by the 

firm), and y  an error term which represents either a serially uncorrelated addi­

tional productivity shock or measurement error (which can be serially correlated). 

Labour I is assumed to be a completely variable factor of production (i.e. not a 

state variable in the underlying model), while the capital stock in period t  was 

chosen in the previous period through the investment decisions according to the 

capital accumulation equation^. To simplify notation, we will drop the subscript 

i  in the following discussion but output, input factors, productivity and the error 

terms are understood to be firm and time specific whereas the production function 

coefficients are constant across time and firms.

The timing of the investment and input decisions is important. In line with the 

theoretical model, we assume that at the beginning of period t ,  firm i  observes its 

productivity state u j t  and capital stock k t .  If the firm decides to continue operations, 

it decides how much of the variable factor labour to employ and chooses the levels 

of investment in physical capital and in R&D. The additional shock r]^ is realised 

only after these choices are made. So while the input choice k  responds to and 

is hence correlated with the productivity state I t is uncorrelated with the error 

term 77̂ . The same applies for the capital stock k t .  Even though capital k t  is 

predetermined by last periods capital stock and investment, it is correlated with 

u j t  to the extent that uJt is correlated with u j t - i ,  as the investment decision in t — 1 

was made on the basis of the distribution of U t  conditional on U t - i  (and R&D 

expenditure in t  —  1). The^assum pti^s on 77 ensure that k t  is uncorrelated with 

77̂ or previous 77’s.

The fact that unobserved productivity U t  is correlated with the inputs I t and k t  

results in two well known biases in the OLS estimates of the parameters in equation

(2.5) when one does not control for unobserved productivity l j . The first is due 

to the endogeneity of the input choices and has been recognised at least as early

^With slight abuse of notation, lower case letters now denote the logs of variables. T he only  
instance where this makes a difference is for the capital accum ulation equation. W ith lower case 
letters denoting the logs of the respective variables, the capital accum ulation equation should  
read exp(k' )  =  (1 -  (5) exp(/c) +  exp (i).
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as Marschak & Andrews (1944). Conditional on capital, more productive firms 

have a higher marginal product of labour in (2.5) and will, therefore, employ more 

labour. Similarly, highly productive firms will invest more in physical capital 

and so the next period’s capital stock is positively correlated with productivity 

LÜ. Levinsohn & Petrin (2003) show that in the two input case, this endogeneity 

leads to an upward bias in the OLS estimate of the labour coefficient and to a 

downward bias in the estimate of the capital coefficient, provided there is a higher 

contemporaneous correlation between labour and productivity than between capital 

and productivity and provided labour and capital are positively correlated in the 

data -  conditions which are likely to be satisfied.

The second bias is due to the selection of firms through exit and has been 

discussed in the literature at least since Mansfield (1962) and Wedervang (1965). 

The form of the exit rule (2.2) implies that a firm optimally decides to exit if its 

productivity state falls below the exit threshold which is a function of the capital 

stock of the firm (i.e. firm size). If the exit threshold is decreasing in capital (which 

will be the case if profits are strictly increasing in capital), the lower bound on the 

range of productivity realisations for the surviving firms that is observed in the data 

is decreasing in capital. If this translates into an average productivity among the 

survivors that is decreasing in the capital stock (which is not necessarily the case 

in the model with R&D), this leads to a downward bias in the capital coefficient.

2.3.2 E stim ation  approach

Numerous approaches to overcome the biases in the production function estimates 

have been proposed in the literature most notably OLS, fixed effects, and the 

Blundell & Bond (2000) instrumental variables approach (see Olley & Pakes (1996) 

and Levinsohn & Petrin (2003) for a discussion). The virtue of the estimation 

method proposed by Olley & Pakes (1996) is that it overcomes the problem of 

firm specific, time varying unobserved productivity in the estimation of production 

functions. Their method crucially relies on the monotonicity of the investment 

policy function in unobserved productivity (conditional on current capital) of the 

underlying structural dynamic model. The key insight is that this policy function 

can be inverted to express unobserved productivity as a function of the capital

106



stock and investment (or, equivalently, as a function of capital at t  and capital at 

t +1). The Olley-Pakes estimation algorithm exploits this fact in two stages. The 

first stage yields a consistent estimate of the production function coefficients of the 

variable factors of production (labour). The second stage estimates the coefficients 

of the quasi-fixed inputs.

The estimation approach followed in this study is almost identical to the Olley- 

Pakes algorithm. In fact, the key theoretical result in Corollary 2.5 of the invert- 

ibility of the investment policy function in the model with R&D implies that the 

first stage of the Olley-Pakes algorithm can be directly adopted to yield coefficient 

estimates for the variable factor(s) of production. However, the fact that the dis­

tribution of future productivity depends not only on current productivity but also 

on the amount of R&D investment requires a careful analysis of the second stage 

of the Olley-Pakes algorithm which estimates the parameters of the quasi-fixed in­

puts. We develop an alternative approach for the stage two estimation to address 

this issue and show that it is asymptotically equivalent to the original specification 

in Olley & Pakes (1996).

Stage one: Estim ation o f the coefficients o f the variable input(s)

The first stage of the estimation approach is identical to the Olley-Pakes method 

and yields estimates of the coefficients of the variable factor(s) of production (in 

our case labour). The estimation strategy here is to control for the unobserved 

productivity nonparametrically exploiting the monotonicity property of the invest­

ment policy function.

According to Corollary 2.5, unobserved productivity can be expressed as a 

function of the current and future capital stock

u j t  — w(Aj(_)_i, Â t), (2.6)

where the functional form of w(-, -) is unknown and depends in a complex way on 

all the primitives of the structural model. Substituting (2.6) in the production
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function (2.5) and rewriting yields:

y t  =  a i k  +  0(/Cf+i, k t )  +  77t, where (2.7)

(pt =  4 > { k t + i T k t )  =  O i o O i k k t c o { k t - \ - i , k t ) .

W ith the functional form of w(-, -) and hence of 0(-,-) unknown, equation (2.7) 

is a partially linear semiparametric model (Robinson 1988). Semiparametric es­

timation of this equation yields an estimate of a i  and estimates of the unknown 

function 0(-, •). Note that for the identification of a/, some variation in I t tha t is 

uncorrelated to k t + i  and k t  (and hence c o t )  is required. This variation could e.g. 

be due to (serially uncorrelated) shocks in the wage rates.'*

Stage two: Estim ation o f the coefficients o f th e quasi-fixed input(s)

The second stage of the estimation recovers the capital coefficient. The difficulty 

lies in separating the contribution of capital k t  to the term (j)^ in equation (2.7) from 

the contribution of ŵ . The idea to identify cuk is that the current period’s capital 

stock was chosen in  ̂— 1 and will therefore only be correlated with the expectation 

of productivity based on information available in t — 1 but not with the productivity 

innovation. Identifying a k  then hinges on whether one can control for expected 

productivity conditional on past information. The correct way to control for this 

expectation depends on whether self-selection of firms through exit is a concern 

and whether a model with or without R&D is considered. The general strategy 

for stage two is again identical to the approach in Olley & Pakes (1996), but we 

will depart from their approach in the way we control for expected productivity.

Rearranging the production function (2.5) to define a transformed dependent 

variable y *  yields

Vt — Ut ~  Oiilt =  « 0  +  C^k^t +  +  T]f

The expectation of y l  conditional on information at t — 1 and survival until t  is

^With production function f {uj t , kt , l t ) ,  the optim al labour input conditional on capital, pro­
ductivity and the real wage wt  is =  argmax/^ f {uJt ,kt , l t )  — Wtexp{ l t ) .  So random
shocks to the real wage w ill lead to fluctuations in the labour input that are uncorrelated w ith  
cjt and kt and uncorrelated w ith the error terms in equation (2.7)

108



then

E [ y t \ h - i , X t  =  1] =  Oio Oikkt E[cüt\'ipi.,Xt = 1], (2.8)

where I t - i  denotes the information set in t — 1 and where the choice of distribution 

-0̂  in t — 1 is sufficient to characterise the distribution of W( by assumption. Since 

the Markov assumption for the productivity process implies that productivity con­

ditional on survival can be rewritten a s c j t  =  E [ u t \ i p t ^  X t  ~  1] the second stage 

estimation equation becomes

y *  =  «0 +  o ^ k h  4- E l c u t l i ^ t ,  %( =  1] +  (2.9)

where the productivity innovation is uncorrelated with k t .  To estimate a k  

consistently from this equation, we have to control for the expected productivity 

conditional on survival. Since the expectation term is again an unknown func­

tion we will have to take a similar approach as in stage one and control for the 

expectation nonparametrically. The key feature of the model with R&D is that 

F(.|.) depends on the choice variable 'ipt =  ^ { ^ t - \ , k t - i )  and therefore on L J t - \  and 

k t - \  whereas in the Olley-Pakes model without R&D, this distribution is a function 

of the state W(_i only (i.e. in our notation). This dependence of the

expectation on k t - \  in the model with R&D introduces an additional problem in 

the identification of a^.

N o selection

To illustrate this and to keep this point transparent, assume for the moment

that self-selection of firms through exit is not an issue.^ The expectation term in

(2.9) then becomes

E [ u J t \ i > t ^ X t  =  1] =  E [ u t \ ' i l j t ]  = J  u j ' d F { u ' \ ' i p t )

=  y i i ’t )  ~  0̂ 0- (2.10)

^The results reported in Levinsohn & Petrin (2003), for exam ple, abstract form selection issues 
although the authors report that their results are insensitive to  the inclusion of a selection stage.
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For reasons that become apparent below, the function g { i p t )  in this equation is 

defined to capture the expectation term and the constant in equation (2.9).

N o R& D : In the Olley-Pakes model without R&D, the firm cannot infiuence

the distribution of productivity, i.e. -0̂  =  o j t - i -  As a result, the second stage 

estimation equation without R&D and without selection becomes

vl = aiçkt + g { u j t - i ) Vf (211)

Since u j t - i  =  — a k h - i  — Oq by equation (2.7), this equation can be estimated

semiparametrically where the unknown function g ( u j t - i )  can be approximated by a 

nonparametric function in — a k h - i .  Note that in this estimation equation a k  

enters both the linear term a k h  and the nonparametric function in —  a k h - i ,  

making the right hand side of the equation nonlinear in a k -

R& D : In the context of a model with R&D, is a choice which depends on

the states in t — 1 via the policy function (2.4). Identifying ajt in this case is not as 

straightforward: In particular, a k  is not identified if we approximate the function 

^(0(w^_i, /c^_i)) in (2.10) by a nonparametric function in — a k h - i  and k t - i .  

This is because k t  itself is an unknown function of c j t - i  and k t - i  via the policy 

function (2.3), implying that the entire right hand side of (2.8) is an unknown 

function of ( p t - i  and k t - \ .  To solve this identification problem we need to find 

an alternative way to proxy for 0^ without having to use k t - \ .  Two approaches 

suggest themselves:

The first uses data on R&D investments. The R&D function of

the model is increasing in ^|J^ for fixed u j t - i  (because a better distribution requires

higher R&D expenditure), so R&D can be inverted to yield

=  r"X n-i,W (_i), (2.12)

where r t - i  denotes the observed R&D spending of firm i  in period t — 1. Us­

ing equation (2.12) to control for the distribution in period t ,  the second stage
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estimation equation then becomes

y *  =  a k k t - \ - g { r ~ ' ^ { r t - u u j t - i ) ) +  (2.13)

=  a k h  +  g { r t - i , ( f ) i _ i  —  a k h - i )  +  +  77̂.

Equation (2.13) can now be used to obtain estimates for a k  replacing g { r ~ ^ { ' ,  •))

by a nonparametric function g { ’ , ' )  in —  a k k t - \  and r t ~ \ .  This approach is, 

of course only available if R&D data is available. However, it also requires that 

lagged R&D be uncorrelated with the error terms in (2.13). This can be violated 

if R&D is used in the construction of the value added measure y as is the case with 

our data (see below).

The second approach does not rely on R&D data but exploits another property 

of the structural model in the previous section, namely that the choice of distrib­

ution -0̂  in t — 1 can be expressed as a function of the optimal choice k t  and the 

state variable W(_%. This is because conditional on the optimal capital choice in 

t  —  k t ,  the choice of distribution in t — 1, only depends on the productivity 

state o j t - i i

=  ' i p { u j t - i , k t )  =  argm ax-r(o ;t_ i, V̂) / 3 E V { u j t , k t \ ' i p ) .  (2.14)

The dependence of on k t - \  in the policy function therefore arises only indirectly 

through the link of k t  to k t - \ .  Using this fact, the stage two estimation equation 

of the R&D model without selection becomes

= akkt+g{'ip{ut-i,kt))+ t̂ + 'nt 
=  f { < t > t - \ — O L k k t - \ , k t )  +  i t ~ ^ V f  (2.15)

This equation is no longer a partially linear semiparametric equation, but is now 

"fully" nonlinear. However, we can identify a k  from this equation even though 

/( . , .)  is an unknown function. Identification of a k  now purely comes the fact that 

the parametric specification of the production function provides the functional form 

of the first argument for the unknown function /(•,•)•

Three remarks are in order:
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(1) Equation (2.15) is a multiple index model with only one index parameter, 

—Oïfc, to be estimated and the others restricted to zero or unity in the obvious 

manner.

(2) Note that this approach does not require the production function to be

"obb-Douglas. All that is required is that u J t - \  is a parametric function of 4 > t - \  

and the quasi fixed factors and that the parameter(s) of interest can be identified 

from this parametric function.

(3) Similar to the monotonicity proof which is the basis for the productivity 

proxy, this approach to identification of the parameters of the quasi-fixed factors 

depends delicately on the structure of the model in the previous section. It relies 

on the equation (2.14), i.e. on the fact that the choice of distribution can be 

expressed as a function of productivity state and the capital c h o i c e  rather than the 

capital s t a t e .  This property of the model is not necessarily robust to even slight 

modifications of the setup. So even if alternative ways to proxy for productivity are 

available that do not require a full structural model (e.g. intermediate inputs as in 

Levinsohn & Petrin (2003)), one still needs to write down a structural model that 

makes explicit how R&D affects the expected productivity and therefore justifies 

the approach to proxy for the expectation (i.e. equation (2.14), equation (2.12), or 

a similar equation).

So when selection is not an issue and the true model is our model with R&D, 

there are two possibilities: When R&D data is available and uncorrelated with 

the error terms, the system (2.7) and (2.13) can be estimated using the first stage 

estimates of q/ and in the second stage. Alternatively the system (2.7) and 

(2.15) can be estimated again using first stage estimates in stage two. The second 

alternative does not require R&D data. In both cases, estimation in two stages 

is necessary as the innovation in productivity, is correlated with I t so that a i  

could not be estimated consistently from equation (2.13) or (2.15).

Selection

Now consider the case where self-selection of firms through exit is of concern. 

In this case, the expectation of productivity conditional on past information and
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survival becomes

u'>UJt

w'>Wt
=  ~  ^ 0 -  (2.16)

Again, the function w j is defined to capture the expectation term and the 

constant in the production function. The only difference between equation (2.16) 

and the expression in Olley&Pakes (1996) is the choice '^p^ which replaces the past 

state U t - i  in their paper.

N o R&D: Let us first discuss the Olley-Pakes approach to control for selec­

tion in the model without R&D. To obtain a proxy for the second index Olley 

& Pakes exploit a separate estimate of the survival probability. Rewriting the 

survival probability yields

Pr(Xt =  =  Pr(x(^t,/Cf) =  l \ u { k t ) , ^ { u J t - u k t - i ) )

=  p { k t , k t - i )  =  P t ,

where the second line follows because u j t ~ i  is a function of k t  and k t - i  by equation

(2.6). Note also that k t  is chosen i n  t  —  1 and is observable in t — 1 (through 

investment i t ~ i  and k t ~ i ) .  Estimates for the survival probabilities P t ,  can therefore 

be obtained by regressing survival in t  on k t  and k t - i  in a suitably fiexible way.

Provided the density of uJt (conditional on has positive support around 

the probability of survival will be strictly decreasing in the exit threshold U f  This 

in turn implies that the survival probability P t  can be inverted to obtain

~  Pt)

which forms the basis to control for in (2.16). Combining these facts, the second

113



stage estimation equation as proposed by Olley & Pakes becomes

=  akkt +  g{(j)t-i — OLkkt-i^Pt) +  Vf (2.17)

because =  u j t - \  in their model and because u ) t - \  =  — a k h - i  —  ao- This

equation is again a partially linear semiparametric model from which a* can be 

estimated.

R& D : Controlling for in the model with R&D is slightly more complicated.

As before we can express either as a function of u J t - \  and r t ~ \  through (2.12) or 

as a function of u J t - i  and k t  through (2.14). In what follows, we will only discuss 

the second possibility. ®

Note that the form of the optimal policy and the assumptions on the policy 

function imply that the exit threshold is a function of k t ,  i.e. =  c j { k t ) .  Combin­

ing this with equation (2.14), we can rewrite the second stage estimation equation 

as

y l  =  a k k t  +  p(^(w(_i, k t ) , u { k t ) )  +  & +  ??(

=  f { ( t > t - i ~ ^ k k t - i , k t )  +  ^ t P V f  (2.18)

This estimation equation for the R&D model with selection is identical to the 

estimation equation (2.15) for the model without R&D. This implies that by using 

equation (2.14) to control for ' |̂Ĵ  one also implicitly controls for selection. Both 

cases lead to the same "fully" nonlinear estimation equation (2.18).^

To understand why this is the case, consider the following alternative interpre­

tation of equation (2.18). Since productivity and capital are the state variables 

of the model, output in the current period can be expressed as expected output

®Deriving an estim ation equation using the first option is straightforward. Following Olley and 
Pakes’ approach to control for ul̂ , we could e.g. rewrite — a k k t - i ) ,
which can used to estim ate the param eters of interest.

^Of course, the functions / ( )  and g{)  are different in each case but always unknown. So the  
estim ation equations are identical in term s of the arguments entering the unknown functions and 
will therefore yield identical estim ation results for a given estim ation technique.
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conditional on the lagged state variables plus an error term which is uncorrelated 

with the lagged state. To identify a k ,  we have shown that instead of conditioning 

on the lagged capital state, we can also condition on the lagged capital choice, i.e. 

on current capital. This gives rise to the multiple index model in equation (2.18).^

So whether selection is a problem or not, production function coefficients in the 

model with R&D can be estimated from the system in (2.7), and (2.18). Stage one 

yields estimates for o/ and (|)^ from (2.7) which can then be substituted for the true 

values in the estimation of (2.18). Again, estimation in two stages is necessary, 

because is correlated with

A sym ptotic equivalence o f the Olley-Pakes approach and the fully 

nonlinear specification:

While the motivations for the estimation equation (2.17) in Olley & Pakes and 

equation (2.18) for the R&D model with selection are different, they are similar 

in the sense that in each equation the nonparametric function has two arguments. 

The question is whether the inclusion of an estimate of the survival probability in 

equation (2.17) in the Olley & Pakes version is also sufficient to control for the 

joint effect of R&D and selection. In this case, estimates from the two approaches 

should be asymptotically identical.

This will clearly be the case if the survival probability can be inverted to yield 

k t  a s  a  function of U t - i  and P t .  Recall that the survival probability is strictly 

increasing in the distribution 'ipt and strictly decreasing in the exit threshold 

The assumption on the profit function imply that u { k t )  is nonincreasing in k t -  

Furthermore, an Euler equation argument for the optimal choice of 'ipt conditional 

on U t - \  and k t  shows that ' i p { u j t - i , k t )  is strictly increasing in k t -  Together, these 

two monotonicity properties imply that the inversion of the survival probability is

®It is interesting to note that this rationale not only holds for output, but for all variables 
(labour, investm ent etc.) in the model. W hile this study does not pursue this any further, 
additional estim ation equations for these variables could be added to  stage two of the estim ation  
to improve efficiency. Since these additional equations would all be nonparam etric m ultiple index  
m odels of the sam e indices, no additional assum ptions on the m odel would be required.

^The sam e remarks as in the no selection case apply.
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possible. Therefore, the two approaches are asymptotically equivalent and using a 

nonparametric function in u j t - i  and P t  to proxy for the expected productivity con­

ditional on survival should asymptotically yield the same results as a nonparametric 

function in U t - i  and k t  even in our model with

In practice, whether the two approaches produce similar estimates for the co­

efficients of the quasi-fixed factors is an empirical question.

2.4 D ata

We use firm level data over the period 1980-2001 for four "3-digit" SIC industries. 

The industries under study are "Pharmaceuticals (SIC 283)", "Computer Hard­

ware (SIC 357)", "Telecommunications Equipment (SIC 366)", and "Software (SIC 

737) ". The data is an unbalanced panel constructed from the COMPUSTAT data­

base. COMPUSTAT contains accounting and financial market data and covers 

publicly traded companies on North American stock markets that submit reports 

to the Securities and Exchange Commission (SEC).

Table 2.1 reports the number of firms and number of firm-year observations by 

3-digit industry and constituent 4-digit industry included in the estimation sample. 

With almost 700 firms and 4550 observations, "Software" is the biggest industry in 

our sample followed by "Pharmaceuticals" with 461 firms, "Telecom Equipment" 

with 253 firms and "Computers" with 259 f i r m s . T a b l e  2.2 lists the 10 biggest 

firms in each industry in terms of sales revenue in 2001. The prominent suspects 

appear on this list.

For the estimation sample, we only include firms that contribute at least one 

observation to stage 2 of the estimation, i.e. firms for which at least one lag 

is available. We also exclude all firm year observations with negative or zero 

reported investment as the monotonicity proof of the investment policy function is 

not available for these observations.^^ Since our estimation equations are in logs.

^"An advantage of the fully nonparametric approach in equation (2.18) is that its logic directly 
carries over to a model with two or more quasi-fixed inputs (such as separate capital stocks for 
property and equipment).

Details on how these industries and the constituing 4-digit industries were selected are given 
in Appendix A2.2.

^^As in Olley & Pakes (1996), weak m onotonicity of the policy function holds everywhere, while
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Table 2.1: Number of firms and firm years by 3-digit and 4-digit SIC industry 

a. Pharmaceuticals (SIC 283)
SIC # firms # firm years

PHARMACEUTICAL PREPARATIONS 
IN VITRO,IN VIVO DIAGNOSTICS 
BIOLOGICAL PDS.EX DIAGNSTICS

2834
2835
2836

245
87

129

2245
781
975

Total 461 4001

b. Computer Hardware (SIC 357)
SIC # firms # firm years

ELECTRONIC COMPUTERS 
COMPUTER STORAGE DEVICES 
COMPUTER TERMINALS 
COMPUTER PERIPHERAL EG. NEC

3571
3572 
3575 
3577

73
58
28
94

617
534
242
849

Total 253 2242

c. Telecom Equipment (SIC 366)
SIC # firms # firm years

TELE & TELEGRAPH APPARATUS 
RADIO, TV BROADCAST, COMM EG

3661
3663

134
125

1129
1321

Total 259 2450

d. Software (SIC 737)
SIC # firms # firm years

COMPUTER PROGRAMMING SERVICE
PREPACKAGED SOFTWARE
CMP PROCESSING,DATA PREP SVC

7371
7372 
7374

38
606

49

302
3842
406

Total 693 4550
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Table 2.2: Biggest firms in terms of sales revenue 2001 by industry

Company

a. Pharmaceuticals (SIC 283)

SIC Sales 2000
(billion US$)

MERCK & CO 2834 40.36
PFIZER INC 2834 29.57
JOHNSON & JOHNSON 2834 29.14
GLAXOSMITHKLINE PLC 2834 27.27
NOVARTIS AG 2834 22.10
AVENTIS SA 2834 21.43
ROCHE HOLDINGS LTD 2834 18.78
BRISTOL MYERS SQUIBB 2834 18.22
PHARMACIA CORP 2834 18.14
ASTRAZENECA PLC 2834 15.80

b. Computer Hardware (SIC 357)
NEC CORP 3571 42.93
COMPAQ COMPUTER CORP 3571 42.38
DELL COMPUTER CORP 3571 31.89
CANON INC 3577 24.19
XEROX CORP 3577 18.70
SUN MICROSYSTEMS INC 3571 15.72
GATEWAY INC 3571 9.60
EMC CORP/MA 3572 8.87
APPLE COMPUTER INC 3571 7.98
SEAGATE TECHNOLOGY 3572 6.45

c. Telecom Equipment (SIC 366)
MOTOROLA INC 3663 37.58
NORTEL NETWORKS CORP 3661 30.29
ALCATEL 3661 29.49
ERICSSON (L M) TEL 3663 29.22
NOKIA CORP 3663 28.52
SHARP CORP 3663 16.36
MARCONI PLC 3661 9.85
THOMSON 3663 8.54
AVAYA INC 3663 7.68
TELLABS INC 3661 3.39

d. Software (SIC 737)
MICROSOFT CORP 7372 22.96
ORACLE CORP 7372 10.86
AUTOMATIC DATA PROCESSING 7374 8.37
FIRST DATA CORP 7374 5.71
COMPUTER ASSOCIATES INTL INC 7372 4.20
COMPUWARE CORP 7372 2.01
SIEBEL SYSTEMS INC 7372 1.80
PEOPLESOFT INC 7372 1.74
SUNGARD DATA SYSTEMS INC 7372 1.66
FISERV INC 7374 1.65
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we will also loose all observations with negative value added estimates. Finally, 

some companies grow very rapidly through acquiring other firms. Even though 

this may be a natural way to grow, the small number of firm years for which the 

sales contribution of acquisitions in the exceed 50% of sales is excluded. Table 2.3 | ^

reports the impact of this data cleaning exercise in terms of loss of observations.

Table 2.4 shows summary statistics for the variables in the resulting estimation 

sample by industry. In all industries the mean and median levels of R&D in­

vestments exceeds the corresponding levels in physical capital investments. This 

suggests that R&D is, in fact, an important choice variable in these industries 

and that abstracting from R&D in the underlying dynamic model of the industry 

may be problematic. While "Pharmaceuticals" has the highest average and me­

dian capital stock, and the highest levels of R&D investments, "Computers" and 

"Telecom Equipment" have the highest levels of employment.

Firms exiting the dataset are assigned a reason for deletion by COMPUSTAT.

The main exit reasons by number of occurrences are "merger and acquisition", 

"bankruptcy", "liquidation", and a category named "other reasons" which includes 

companies that have stopped reporting to the SEC.̂ "̂  This last category is most 

prominent for small companies. For our purposes, exit reasons are grouped into 

three categories; "merger and acquisition", "bankruptcy and liquidation", and 

"other". Table 2.5 shows the number of survivors and exiting firms in our sample 

for each 3-digit industry and by exit reason. 54% of the firms in our sample 

survive, 33% exit through mergers, 3.5% go bankrupt or liquidate and 9% exit for 

other reasons. While bankruptcy and liquidation are clearly events indicating the 

failure of a company, "merger and acquisition" can be a success or a failure. We 

believe that the reason "other" is also a failure category.

strict m onotonicity which is required for the inverstion can be guaranteed only for the subset of 
the data with positive investm ents.

Details on the construction of variables and the price deflators used are given in Appendix 
A2.2. Note that industry specific output and investments deflators are used for "Pharmaceuti­
cals", "Computers", and "Telecom Equipment". Since we lack consistent deflators for "Software" 
over this period, the GDP deflator is used for this industry.

 ̂‘Firms with fewer than 10 million US$ in assets or fewer than 500 shareholders submit reports 
to the SEC voluntarily.
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Table 2.3: Number of observations dropped by industry

SIC # raw obs VA<=0 lnvmt<=0 Sales contrlb. 
or missing of acq.>.5

Pharmaceut. 283 5078 862 132 193
Computers 357 2617 307 21 56
Telecom Eqmt 366 2814 307 24 25
Software 737 5479 696 113 96
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T able 2.4; Summary statistics by industry for estimation sample

a. Pharmaceuticals (SIC 283)

#obs mean std. dev median min max

Employment 4001 4.69 13.95 0.16 0.0010 116.18
Capital 4001 330.04 1110.27 11.43 0.0015 13731.12
Value Added 4001 541.82 1953.52 11.00 0.0035 23428.58
Investment 4001 68.35 226.04 1.93 0.0009 2477.87
R&D 3705 117.75 353.64 9.86 0.0057 4896.81

b. Computer Hardware (SIC 357)

# obs mean std. dev median min max

Employment 2242 4.91 17.67 0.39 0.0020 157.77
Capital 2242 250.09 1210.47 8.57 0.0300 18193.68
Value Added 2242 272.88 973.31 18.37 0.0122 9895.70
Investment 2242 64.08 283.52 2.23 0.0008 3646.04
R&D 2175 92.54 589.96 2.79 0.0002 11350.19

c. Telecom Equipment (SIC 366)

# obs mean std. dev median min max

Employment 2450 4.78 20.17 0.35 0.0020 213.10
Capital 2450 206.45 1066.28 9.68 0.0337 17915.55
Value Added 2450 353.44 1668.93 15.15 0.0035 17933.26
Investment 2450 54.96 302.47 1.87 0.0010 7217.81
R&D 2311 84.71 448.62 3.29 0.0011 7166.13

d. Software (SIC 737)

# obs mean std. dev median min max

Employment 4550 1.14 3.53 0.27 0.0030 47.60
Capital 4550 48.08 172.61 8.76 0.0043 2909.02
Value Added 4550 122.68 657.54 18.79 0.0052 21257.28
Investment 4550 11.45 44.97 1.71 0.0010 1008.07
R&D 3858 27.83 131.34 6.53 0.0016 4002.13

Units:
Employment: 
Other variables:

1000 employees 
million (1996) US$
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Table 2.5: Survivors and exiting firms by industry in estimation sample

SIC Survivors Exit by reason 
M&A Bkr/Lqn Other

Total
Exits

Total

Pharmaceut. 283 291 137 7 26 170 461
Computers 357 99 89 30 35 154 253
Telecom Eqmt 366 127 87 11 34 132 259
Software 737 375 247 14 57 318 693

Total 892 560 62 152 774 1,666
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2.5 P rodu ction  function  estim ates

2.5.1 S pecifica tion  d eta ils and  stand ard  errors

The estimation strategy for the system in (2.7) and (2.18) (respectively its variants) 

relies on obtaining nonparametric estimates of the unknown functions 0() and /( )  

(respectively 0(), p(), and g { ) )  and use them as if they were their true counterparts 

in the estimation of (2.18). The first order condition with respect to a k  for a non­

linear least squares estimator of (2.18) falls in the class of moment conditions for 

which Pakes & Olley (1995) prove that a sufficiently smooth class of semiparametric 

estimators produce consistent, \/n-consistent and asymptotically normal estimates. 

Olley & Pakes (1996) present estimation results using kernel estimates for the non­

parametric functions as well as polynomial series approximations. While the latter 

are much easier to implement and are far less computationally intensive, only the 

kernel estimates fall within the class of sufficiently smooth semiparametric estima­

tors for which the consistency and asymptotic normality proofs apply. However, 

the estimates of the two approaches in Pakes & Olley (1995) are remarkably close 

and the authors point out that while only their bias reducing kernel estimators 

"are known to abide by all the regularity conditions needed for [their] limit theo­

rems [...] there is a strong presumption that the series estimates do also" (Pakes & 

Olley 1995, p. 329). Furthermore, in their study on Chilean industries, Levinsohn 

& Petrin (2003, footnote 27) also report that the series estimators produce very 

similar results to those produced by their kernel estimator.

On the basis of these experiences and because of the ease of implementation, we 

choose the polynomial series approach to approximate the unknown functions 0() 

and /( )  (respectively ( f )Q p { )  and g { )  depending on the estimation equation). In 

the stage one estimation of equation (2.7), we run an OLS regression of our output 

measure y t  on labour I t and a polynomial series expansion in the variables proxying 

the joint effect of capital and productivity. As proxy variables we choose log 

investment i t ,  capital k t ,  and time t .  Including i t  is clearly equivalent to including 

k t + i  as a proxy because of the deterministic capital accumulation equation. We 

choose i t  because it is less highly correlated with k t  than k t + \ .  We also include 

a linear time variable t  in the polynomial expansion to allow for changes in the
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policy function over time reflecting changes in the economic environment. Stage 

one results in estimates for a i  and 0 .̂

In stage two, we use a combination of grid search over a k  and derivative based 

optimization to minimise the sum of squared residuals in the relevant stage two 

regression equation. We approximate the unknown function / ( )  (respectively g { ) )  

by a polynomial series expansion in the relevant arguments. Where required, we 

run a probit regression of survival on a polynomial in the proxy variables to obtain 

an estimate of the survival probability P*.

In all cases, we use a fifth order polynomial series expansion in stage one and 

a third order expansion in the probit regression and in stage two. We present 

estimates using third order expansion for stage two, because for higher order ex­

pansions discontinuities in the objective function in the parameter a k  arose in some 

c a s e s .A s  in Olley & Pakes (1996), neither the estimates nor the sums of squared 

residuals change much if the order of the polynomial expansions is increased.

Pakes S z  Olley (1995) also provide a method to compute asymptotic standard 

errors for production function estimates for the Olley-Pakes approach. Instead of 

adapting their formula to our procedure, we use a bootstrap approach with 200 

repetitions to obtain standard errors. Besides being easy to implement, the boot­

strap approach also provides us with new productivity estimates for each bootstrap 

draw. These will allow us to compute bootstrap standard errors in our analysis of 

the effect of R&D on the distribution of productivity in the next section that take 

into account that our productivity variables are estimates that change with each 

bootstrap sample.

Following Levinsohn & Petrin (2003), we resample from the population of firms 

with replacement, giving each firm equal probability to be selected. We continue 

resampling until the bootstrap sample contains the same or just exceeds the num­

ber of hrm-year observations in stage two of the estimation as the original sample. 

Once a bootstrap sample has been constructed, it is held constant across specifi-

Conditional on a* the problem reduces to an OLS regression of the relevant dependent 
variable (which needs to  be transformed if a linear term  is present) on the series term s. The  
discontinuity of the objective function when expansions of order four or higher are used com es 
from the fact that the m atrix X ' X  is often close to singular in this case so that variables have 
to be dropped to com pute the OLS estim ates. For orders lower than four, we did not encounter 
this problem.

124



 ̂ /Vo, /

cations. As in Levinsohn & Petrin (2003), this makes testing whether estimates 

differ across specihcations straightforward.

2.5.2 R esu lts

Production function estimates for the different specifications are presented in Table 

2.6. Each panel corresponds to one industry, while the columns within each panel 

show estimates for different specifications. The first column (labelled "o") in 

each panel reports OLS estimates. The remaining columns correspond to the 

different variants of the Olley-Pakes estimation procedure discussed above. These 

specifications are labelled according to the variables that enter the nonparametric 

function of expected productivity in stage two of the estimation (in addition to 

lagged productivity which is always an argument of this function). Column "n" 

is the pure no selection, no R&D case where the expectation is only a function of 

lagged productivity (equation (2.11)). Column "r" is the no selection case with 

R&D corresponding to equation (2.13) where we proxy for the expectation using 

lagged R&D data. Column "k" is the fully non-linear specification in equation 

(2.18) that captures the effect of R&D and simultaneously also controls for selection 

in our model by putting the current capital stock in the nonparametric function. 

Finally, column "p" corresponds to the original Olley-Pakes stage 2 equation (2.17) 

that uses the lagged probability of survival. Since stage one is identical across the 

modified Olley-Pakes specifications, the labour coefficient is identical in columns 

"n" to "p" and we only report it for column "n". The standard deviations of 

the coefficient estimates across the 200 bootstrap samples are reported below the 

estimates.

As expected, the OLS point estimates of the labour coefficient are significantly 

higher than the labour coefficient in the Olley-Pakes approaches in all industries. 

In fact, this observation holds for each of the bootstrap samples across all industries 

except one repetition for "Pharmaceuticals".^*^ Furthermore, the labour coefficient 

is estimated fairly precisely.

The discussion in the estimation section showed that we might expect a down-

^̂’This point is apparent from Table 2.7, panel b which is discussed below.
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T able 2.6: Production function estimates 

a. Pharmaceuticals (SIC 283)

Dep. Van 
Value Added

OLS

o

Modified Olley-Pakes procedure
Stage 2 variables in addition to lagged omega: 

None L.R&D Capital L.P 
n r k p

Labour 0.748 0.687
SE 0.041 0.044

Capital 0.388 0.384 0.140 0.304 0.378
SE 0.038 0.070 0.077 0.114 0.073

# obs 3932 3269 3023 3269 3269
# firms 461 461 436 461 461
RSS 456.7 317.3 291.9 316.0 316.8

b. Computer Hardware (SIC 357)

Dep. Var: 
Value Added

OLS

o

Modified Olley-Pakes procedure
Stage 2 variables in addition to lagged omega: 

None L.R&D Capital L.P 
n r k p

Labour 0.973 0.833
SE 0.037 0.043

Capital 0.067 0.189 0.078 0.206 0.291
SE 0.035 0.072 0.141 0.076 0.097

# obs 2210 1866 1821 1866 1866
# firms 253 253 245 253 253
RSS 186.9 139.8 134.3 139.4 138.5

Numbers below coefficients are standard errors of the coefficients across 
200 bootstrapped samples from the production function estimation.

All specifications other than OLS are labelled according to the variables 
included in stage 2 of the estimation procedure.
In all cases a 5th order polynomial expansion in investment, capital, and time 
is used to proxy for productivity in stage 1 and a 3rd order polynomial expansion 
is used in stage 2. The number of observations and RSS reported refer to stage 2.

The OLS specification also includes a 5th order polynomial in time to 
control for time effects. Including time dummies yields very similar results.
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c. Telecom Equipment (SIC 366)

Dep. Var: 
Value Added

OLS

o

Modified Olley-Pakes procedure
Stage 2 variables in addition to lagged omega: 

None L.R&D Capital L.P 
n r k p

Labour 0.826 0.688
SE 0.038 0.038

Capital 0.279 0.329 0.151 0.327 0.410
SE 0.034 0.058 0.105 0.078 0.062

# obs 2443 2094 1976 2094 2094
# firms 259 259 255 259 259
RSS 203.0 158.2 143.0 158.0 156.6

d. Software (SIC 737)

Dep. Var: 
Value Added

OLS

o

Modified Oiiey-Pakes procedure
Stage 2 variables in addition to lagged omega: 

None L.R&D Capital L.P 
n r k p

Labour 0.775 0.684
SE 0.031 0.037

Capital 0.380 0.428 0.239 0.463 0.432
SE 0.026 0.035 0.035 0.057 0.036

# obs 4526 3647 3089 3647 3647
# firms 693 693 631 693 693
RSS 387.5 239.4 192.4 239.1 238.8

Numbers below coefficients are standard errors of the coefficients across 
200 bootstrapped samples from the production function estimation.

All specifications other than OLS are labelled according to the variables 
included in stage 2 of the estimation procedure.
In all cases a 5th order polynomial expansion in investment, capital, and time 
is used to proxy for productivity in stage 1 and a 3rd order polynomial expansion 
is used in stage 2. The number of observations and RSS reported refer to stage 2.

The OLS specification also includes a 5th order polynomial in time to 
control for time effects. Including time dummies yields very similar results.
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ward bias in the OLS capital coefficient. The regression results confirm this for the 

industries "Computers", "Telecom Equipment" and "Software", but not for "Phar­

maceuticals" where, if anything, the OLS capital coefficient tends to be higher than 

the alternative estimates. The no selection, no R&D specification "n" produces 

estimates that seem more reasonable than the OLS estimates and that are fairly 

precisely estimated.^^

The estimated capital coefficient drops drastically to unreasonable levels when 

we introduce lagged R&D to control for expected productivity in specification "r" 

(equation (2.13)). As mentioned in the estimation section, we suspect that this 

is due to an endogeneity problem with respect to R&D as the R&D data is un­

fortunately used in the construction of the value added measure (see Appendix 

A2.2).

In our model, the fully non-linear specification "k" in equation (2.18) controls 

for both, selection and R&D. Compared to OLS, this specification produces higher 

estimated capital coefficients for all industries except "Pharmaceuticals". Com­

pared to the no selection, no R&D specification "n", the estimates are fairly close 

again, except for "Pharmaceuticals". Standard errors for this specification are 

higher than in specification "n" or the original Olley-Pakes specification "p". This 

is probably due to the fully non-linear specification as opposed to the partially 

linear specification.

In contrast to the results obtained by Olley & Pakes (1996), estimates from 

the original Olley-Pakes specification "p" differ from the no selection, no R&D es­

timates "n" for "Computer Hardware" and for "Telecom Equipment". However, 

the most puzzling observation is that coefficient estimates obtained from the orig­

inal Olley-Pakes specification "p" seem to be quite different from those obtained 

from our specification "k". Except for "Software" where both yield similar results, 

the Olley-Pakes estimates for our samples are significantly higher than our "k" es­

timates. So despite the asymptotic equivalence of the two specifications, they can 

yield quite different point estimates.

To get a sense of the significance of the differences of the capital coefficient

^^The results presented in Pakes & Olley (1995) suggest that, if anything, the bootstrapped  
standard errors are significantly higher than the asym ptotic standard errors they derive.
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across the specifications, Table 2.7 panel a reports the percentage of cases in which 

a particular inequality holds across the original and the bootstrap samples. The 

rows correspond to comparisons between two specifications and the columns to 

industries.

On this basis (and excluding specification "r"), the OLS capital coefficient is 

indistinguishable from those of the other specifications for "Pharmaceuticals" but 

is significantly lower for "Computers", "Telecom Equipment" and "Software". The 

exception is specification "k" which also yields similar estimates to OLS for "Tele­

com Equipment". Compared to the no selection, no R&D estimates "n", specifica­

tion "p" yields significantly higher estimates for "Computers", while the estimates 

from specification "k" do not differ significantly from those of specification "n" on 

this basis. Finally, comparing specifications "p" and "k" on this basis gives little 

evidence that there is a significant difference between the two methods despite the 

sometimes substantial differences in the point estimates in Table 2.6.

Panel b of Table 2.7 shows that the difference in the labour coefficients between 

OLS and the invertibility approach are highly significant as discussed.

2.5 .3  S pecification  te s ts

From these results alone, it cannot be concluded which of the specifications above 

are appropriate for each industry, if any. Olley & Pakes (1996) also propose a 

simple specification test. If the assumptions and specifications leading to the esti­

mation equations are correct, the error term in the stage two estimation equation 

(2.9) should be mean independent from lagged observations of capital and labour. 

This is because the innovation ^ in productivity is uncorrelated to lags of these 

variables (as well as to current capital). Table 2.8 presents results for these speci­

fication tests. For each industry and for each of the specifications "n" (no selection, 

no R&D), "p" (the original Olley-Pakes specification), and "k" (the fully non-linear 

specification controlling for selection and R&D), the tables report regression results 

including lagged labour as a linear term in stage two. For specifications "n" and 

"p", it also reports regressions including a linear term in lagged capital in stage 

two.

For "Pharmaceuticals" the coefficients for these additional variables are very
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Table 2.7: Differences in coefficient estimates across specifications 

a. Capital coefficient

SiC 283 357 366 737

o > n 
o > p 
o > k 
o > r

0.851
0.816
0.896
0.995

0.025
0.000
0.025
0.453

0.124
0.075
0.313
0.960

0.040
0.045
0.090
1.000

n > p 
n > k 
n > r

0.557
0.706
0.980

0.020
0.159
0.861

0.164
0.647
1.000

0.318
0.294
1.000

p > k 
p > r

0.736
0.975

0.905
0.995

0.801
1.000

0.363
1.000

k > r 0.910 0.970 1.000 1.000

b. Labour coefficient

SIC 283 357 366 737

o >others 0.995 1.000 1.000 1.000

Each row of the table gives a comparison of the capital 
coefficient for two specifications. The number in each cell 
reports the percentage of cases across the 201 samples 

(one original sample + 200 bootstrapped samples) in which 
the capital coefficient in the first specification exceeds 
that of the second specification.
E.g. the first entry for row "p>k" implies that in 73.1% of the 
samples for Pharmaceuticals, the estimate of the capital 
coefficient in the Olley-Pakes specification "p" exceeds 
that in our fully nonlinear specification "k".
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T able 2.8: Production function specification tests 

a. Pharmaceuticals (SIC 283)

Dep. Var: Value Added

n n P P k

Labour 0.687 0.687 0.687 0.687 0.687
SE 0.044 0.044 0.044 0.044 0.044

Capital 0.386 0.379 0.381 0.381 0.301
SE 0.068 0.064 0.071 0.073 0.112

L.Labour -0.002 -0.006 -0.020
SE 0.011 0.011 0.016

fraction >0 0.746 0.612 0.174

L.Capital 0.004 -0.005
SE 0.013 0.014

fraction >0 0.896 0.751

Numbers below coefficients are standard errors from 200 bootstrap samples 
and the percentage of cases with positive coefficients

b. Computers (SIC 357) 

Dep. Var: Value Added

n n P P k

Labour 0.833 0.833 0.833 0.833 0.833
SE 0.043 0.043 0.043 0.043 0.043

Capital 0.214 0.194 0.319 0.299 0.217
SE 0.073 0.071 0.103 0.096 0.070

L.Labour -0.020 -0.023 -0.107
SE 0.007 0.011 0.035

fraction>0 0.000 0.005 0.000

L.Capital -0.009 -0.012
SE 0.004 0.007

fraction>0 0.015 0.045

Numbers below coefficients are standard errors from 200 bootstrap samples 
and the percentage of cases with positive coefficients
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c. Telecom Eqmt (SIC 366) 

Dep. Var: Value Added

n n P P k

Labour 0.688 0.688 0.688 0.688 0.688
SE 0.038 0.038 0.038 0.038 0.038

Capital 0.335 0.317 0.486 0.472 0.317
SE 0.109 0.064 0.102 0.095 0.078

L.Labour -0.004 -0.035 -0.084
SE 0.022 0.025 0.017

fraction>0 0.124 0.080 0.000

L.Capital 0.008 -0.023
SE 0.008 0.021

fraction >0 0.801 0.358

Numbers below coefficients are standard errors from 200 bootstrap samples 
and the percentage of cases with positive coefficients

d. Software (SIC 737) 

Dep. Var: Value Added

n n P P k

Labour 0.684 0.684 0.684 0.684 0.684
SE 0.037 0.037 0.037 0.037 0.037

Capital 0.578 0.428 0.610 0.436 0.442
SE 0.073 0.038 0.087 0.044 0.052

L.Labour -0.070 -0.087 -0.124
SE 0.028 0.034 0.019

fraction>0 0.000 0.000 0.000

L.Capital 0.000 -0.002
SE 0.007 0.009

fractlon>0 0.537 0.398

Numbers below coefficients are standard errors from 200 bootstrap samples 
and the percentage of cases with positive coefficients
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close to zero, implying that all the specifications are accepted by this test. This is 

also confirmed by the fact that the coefficient estimates for labour and capital do not 

change very much once the lags are included. For "Computers" and "Software", 

the opposite emerges: Regardless of the specification, including lagged labour

or capital always leads to significant negative coefficients for these variables, so 

that the tests reject these specifications. Finally, for "Telecom Equipment", we 

can accept the specifications "n" and "p", but the coefficient of lagged labour in 

specification "k" comes out significantly negative. This implies that the original 

Olley-Pakes specification cannot be rejected, while the fully non-linear specification 

is rejected by the data.

These tests suggests investment is a valid proxy for unobserved productivity 

differences across firms in the "Pharmaceuticals" and "Telecom Equipment" in­

dustries, indicating that the model may be valid to model dynamics in these indus­

tries. However, for the industries "Computers" and "Software", investment does 

not seem to adequately control for unobserved productivity differences so that the 

structural dynamic model has to be rejected for these industries.^®

2 .5 .4  R ob u stn ess

Before we turn to the estimation of the conditional distribution of productivity, 

a note on robustness. We have conducted robustness checks with respect to the 

inclusion/exclusion of firms with a sales contribution of acquisitions exceeding 50%, >/ 

the choice of depreciation rates in the construction of the capital stock, and the use 

of price defiators for investment and output (see Appendix A2.2). While the level 

of the point estimates differ slightly from case to case, the relative magnitude of the 

coefficients across specifications was relatively robust. Estimates were sensitive, 

however, to the method of imputation of wage and pension costs in the construction 

of value added, which is necessary as these items are missing for most companies 

in COMPUSTAT. As explained in the appendix, we experimented with a number 

of specifications, choosing the one that yielded a satisfactory fit between imputed 

and actual values.

^®Rejection may also be due to a m isspecification of the production function. However, m oving  
from a Cobb-Douglas to a translog production function did not change the conclusions.
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2.6 Effect of R& D on the distribution of produc­

tiv ity

The estimates of the firms’ unobserved productivity state over time enable us to 

analyse the distribution of future productivity conditional on current productivity 

and R&D. This is an interesting exercise for a number of reasons: (1) Our model 

assumes that this conditional distribution is stochastically increasing in R&D. A 

rejection of this property would therefore clearly reject our model (at least jh 

combination with a Cobb-Douglas production function). (2) In many models of 

firm dynamics, the driving force behind idiosyncratic outcomes paths across firms 

is a stochastic state variable (call it productivity) that follows a first order Markov 

process which may or may not be influenced by a the firm. The distribution of 

the future productivity state conditional on the current state and R&D is therefore 

the central primitive for dynamics in this and other models of firm dynamics. Our 

approach allows us to estimate the empirical counterpart of this primitive in the 

context of our model without having to solve the dynamic problem. (3) The 

literature on R&D and productivity has typically been concerned with estimating 

the average effect of R&D on productivity by putting R&D (or a deterministically 

accumulated stock of R&D) in the production function. Our approach explicitly 

treats the R&D process as one with stochastic accumulation and allows us to 

estimate the entire conditional distribution of productivity realisations. In that 

sense, it gives us a more complete picture of the effect of R&D on productivity.

In what follows, we use two alternative productivity estimates based on spec­

ifications "k" (i.e. the estimates produced by estimating the system of equations 

(2.7) and (2.18)) and "p" (the original Olley-Pakes specification based on estimat­

ing the system (2.7) and (2.17)) from the previous section. These specifications 

seem the most reasonable ones on the basis of the estimated production function 

coefficients, and because of the need to control for R&D and exit. We present re­

sults for all industries for both specifications despite the fact that the specification 

test in the previous section lead to the conclusion that specification "p" can be 

accepted for "Pharmaceuticals" and "Telecom Equipment" only and specification 

"k" for "Pharmaceuticals only. Note that in these specifications R&D data has
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Figure 2-1: Weighted average of industry productivity over time

(based  on specification "k" (fully non-linear m odel))
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We start by graphically inspecting various features of the productivity esti- 

mates. Figure 2-1 shows the sales weighted average productivity over time across 

industries. The most striking feature is the huge increase in productivity in "Com­

puter Hardware" over the past twenty years. The increase in productivity in this 

industry is a mirror image of the massive decline in quality adjusted output prices 

in this industry which we use to deflate value added. Productivity increases in the 

other industries are much more modest. For "Software", however, we do not put 

much faith in the aggregate productivity estimates, as we lack a speciflc output 

price deflator for this industry.

To remove any time effects or aggregate shocks from the analysis of the dis­

tribution of productivity, we use deviations from the sales weighted industry year 

average as productivity measure in our subsequent analysis. Figure 2-2 shows scat­

ter plots of the (detrended) estimated productivity state against the capital stock 

for each industry. Note that only observations with positive investments are avail­

able, so that the lower bound on these scatter plots cannot be directly interpreted 

as the exit threshold Figure 2-3 shows histograms for the increment of pro­

ductivity, A u J t  =  i ^ t + i  — The widest dispersion in these increments is observed
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Figure 2-2: Productivity against capital stock by industry

(based  on specification "k" (fully non-linear m odel))
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for "Telecom Equipment" followed by "Computers", "Software", and "Pharma­

ceuticals". This hints towards at least quantitative differences in the dynamics of 

productivity across these industries.

Figure 2-4 is the main figure of interest. It plots empirical conditional future 

productivity distributions for productivity estimates based on specification "k". 

This allows us to graphically assess whether the empirical productivity distribu­

tion is stochastically increasing in R&D. To condition on current productivity and 

on R&D, we have partitioned the sample for each industry into observations with 

current productivity above/below the median productivity and into observations 

with R&D investments above/below the median R&D investment. Figure 2-4 plots 

the empirical cumulative distribution functions of the productivity increments A c u t  

by current productivity level (high/low) and current R&D spending (high/low) and 

by industry. For each industry, there are two graphs. The left graph corresponds 

to observations with low current productivity state and the right graph the obser­

vations with currently high levels of productivity. Each graph shows two empirical 

cdf’s for productivity increments. The solid line is the cdf for observations with 

low R&D expenditure and the dashed line the cdf for observations with high levels 

of R&D investments.
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Figure 2-3: Histograms on productivity increments by industry

(based  on specification "k" (fully non-linear m odel))
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If the future productivity is in fact stochastically increasing in R&D, the dashed 

cdf for high spending firms should lie to the right of the solid cdf for low spending 

firms. The graphs seem to confirm the hypothesis of first order stochastic domi­

nance of the productivity realisations in R&D for "Pharmaceuticals" and "Telecom 

Equipment", while the hypothesis seems to be rejected for "Computer Hardware" 

and "Software". So from this graphical representation, we would reject our dy­

namic model including R&D for "Computers" and "Software", while we would 

accept it for "Pharmaceuticals" and "Telecom Equipment". However, the graphs 

rely on discretising the continuous conditioning variables of current productivity 

and R&D.

Figure 2-5 shows the corresponding graphs for the productivity estimates pro­

duced by regression specification "p" -  the original Olley-Pakes specification. The 

only apparent difference to Figure 2-4 is that for low productivity firms in the 

"Telecom Equipment" industry the cdfs for low and high spending firms almost 

coincide. If anything, the dashed cdf for firms spending significant amounts on 

R&D lies to the left of the cdf for low spenders. This is puzzling as, in contrast 

to specification "k" in Figure 2-4, specification "p" was accepted for this industry 

by the specification tests in the previous section.
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Figure 2-4: Distribution of productivity increments by industry, initial produc­
tivity level, and R&D spending

Specification "k" (fuily non-linear model)
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For each industry, the sample was partitionned into firms above/below the median 
productivity and firms with R&D investments above/below the medain R&D expenditure. 
The left panel for each industry shows the empirical cdfs for the productivity increments 
for low productivity firms and the right panel the cdfs for high productivity firms.
The solid line in each graph is the cdf for those firms spending relatively little on R&D and 
the dashed line the cdf for firms with high R&D spending.
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Figure 2-5: Distribution of productivity increments by industry, initial produc­
tivity level, and R&D spending

Specification "p" (original Oliey-Pakes specification)
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For each industry, the sample was partitionned into firms above/below the median 
productivity and firms with R&D investments above/below the medain R&D expenditure. 
The left panel for each industry shows the empirical cdfs for the productivity increments 
for low productivity firms and the right panel the cdfs for high productivity firms.
The solid line in each graph is the cdf for those firms spending relatively little on R&D and 
the dashed line the cdf for firms with high R&D spending.
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Table 2.9 presents simple regression results for specification "k" that confirm 

the conclusion from Figure 2-4. As in the figures, we do not control for censoring of 

the distribution through exit or through negative investments. Instead, we simply 

present the distributions conditional on survival and positive investments.

The regressions we run are OLS and quantile regressions of future productivity 

ü ü t + i  on current productivity c j t  and log R&D. While the OLS regressions estimate 

the mean effect of R&D (and current productivity) on productivity, the quantile 

regressions allow us to estimate the effect of R&D on different quantiles of the con­

ditional distribution. We reject the hypothesis of first order stochastic dominance 

of future productivity in R&D if none of the coefficients on R&D is significantly 

positive or if at least one of the coefficients is significantly negative.

The regressions are clearly simphstic as they assume that there is a linear rela­

tionship between the conditional quantiles (respectively the mean) and the depen­

dent variables. In the context of our model, this amounts to assuming that the 

choice can be expressed as a hnear function of R&D and current productivity 

and a linear relationship between and the quantiles. However, these simple 

regressions serve as a first order approximations to quantify the effect of R&D on 

productivity.

For each industry, we also run a second set of regressions that include log capital. 

While this is not in line with our model which assumes that the distribution of 

productivity is only a function of current productivity and R&D, it allows us to 

check whether the stochastic dominance result is merely driven by the size of the 

firm. It may also help to control for the censoring problem induced by the exit 

threshold which is a function of the capital stock.

For "Pharmaceuticals" and "Telecom Equipment", the coefficient for R&D is 

positive in the OLS specifications in each of the quantile regressions irrespective of 

the quantile estimated. On the other hand, the coefficients on R&D are mostly 

negative for "Computers" and "Software" as we had suspected from the graphs. 

These patterns do not change once we also include log capital.

Below the point estimates we report standard errors of the coefficients on the 

basis of the 200 bootstrapped samples of the production function estimation. Note 

that this accounts for the fact that the productivity variables are estimated as the
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T able 2.9: Quantile regressions on the conditional productivity distribution - 
specification "k"

Dependent variable: Omega(t+1) based on specification "k"
(fuily non-linear specification)

a. Pharmaceuticals (SiC 283)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.838
0.098

0.920
0.088

0.886
0.070

0.858
0.070

0.745
0.087

0.826
0.087

0.845
0.080

0.828
0.088

Log_R&D
SE

0.021
0.010

0.017
0.009

0.014
0.007

0.012
0.009

0.006
0.006

0.003
0.007

0.008
0.006

0.008
0.007

Log_k
SE

0.030
0.018

0.028
0.014

0.012
0.014

0.010
0.018

const
SE

-0.188
0.100

-0.169
0.081

-0.124
0.067

-0.091
0.079

-0.330
0.198

-0.294
0.149

-0.179
0.136

-0.142
0.171

pseudo R^2 
# obs

0.869
3023

0.634
3023

0.704
3023

0.734
3023

0.873
3023

0.641
3023

0.706
3023

0.735
3023

b. Computer Hardware (SiC 357)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.681
0.068

0.732
0.070

0.762
0.064

0.715
0.063

0.677
0.081

0.734
0.082

0.753
0.081

0.718
0.083

Log_R&D
SE

-0.016
0.012

-0.010
0.013

-0.012
0.012

-0.015
0.013

-0.008
0.013

-0.011
0.014

-0.005
0.013

0.003
0.013

Log_k
SE

-0.010
0.031

0.002
-0.001

-0.008
-0.014

-0.021
-0.029

const
SE

0.116
0.106

0.021
0.106

0.081
0.102

0.154
0.111

0.135
0.204

0.013
0.188

0.098
0.177

0.186
0.188

pseudo R^2 
# obs

0.524
1821

0.374
1821

0.378
1821

0.344
1821

0.525
1821

0.374
1821

0.379
1821

0.349
1821

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped samples from the production function estimation.
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Dependent variable: Omega(t+1) based on specification "k" 
(fuiiy non-linear specification)

c. Telecom Equipment (SiC 366)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.620
0.050

0.680
0.070

0.696
0.053

0.631
0.053

0.616
0.063

0.685
0.080

0.689
0.063

0.620
0.057

Log_R&D
SE

0.031
0.017

0.034
0.016

0.026
0.015

0.023
0.019

0.040
0.013

0.031
0.014

0.037
0.012

0.045
0.013

Log_k
SE

-0.010
0.026

0.004
0.023

-0.013
0.021

-0.027
0.025

const
SE

-0.260
0.153

-0.324
0.136

-0.215
0.135

-0.152
0.170

-0.247
0.208

-0.327
0.170

-0.202
0.168

-0.110
0.212

pseudo R^2 
# obs

0.540
1976

0.376
1976

0.372
1976

0.337
1976

0.541
1976

0.376
1976

0.373
1976

0.344
1976

d. Software (SiC 737)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.823
0.117

0.885
0.125

0.896
0.111

0.871
0.111

0.832
0.125

0.889
0.128

0.909
0.119

0.890
0.124

Log_R&D
SE

-0.008
0.008

0.001
0.009

-0.003
0.008

-0.013
0.009

-0.019
0.010

-0.017
0.012

-0.018
0.009

-0.023
0.010

Log_k
SE

0.015
0.014

0.025
0.016

0.018
0.013

0.012
0.015

const
SE

0.033
0.069

-0.064
0.070

-0.005
0.061

0.102
0.071

0.004
0.094

-0.120
0.100

-0.028
0.088

0.082
0.100

pseudo R^2 
# obs

0.645
3089

0.475
3089

0.473
3089

0.434
3089

0.649
3089

0.485
3089

0.478
3089

0.437
3089

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped samples from the production function estimation.
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estimates will differ across bootstrap samples. As the coefficient estimates are 

often within two standard deviations of zero, it is hard to assess the significance of 

the coefficients from this table.

Table 2.10 reports the percentage of cases across the 201 samples in which the 

R&D coefficient exceeds zero. For "Pharmaceuticals" and "Telecom Equipment" 

very high percentages of the R&D coefficients are positive, so that we can reject the 

null of a nonpositive coefficient at conventional significance levels and conclude that 

the conditional productivity distribution is stochastically increasing in R&D for 

"Pharmaceuticals" and "Telecom Equipment". On the other hand, the table shows 

that we cannot reject the null of zero coefficients on R&D for "Computers" and 

"Software". This leads us to reject the hypothesis that the conditional productivity 

distribution is increasing in R&D for these two industries.

Tables 2.11 and 2.12 correspond to Tables 2.9 and 2.10 but use the productivity 

estimates from the original Olley-Pakes specification "p" in the regressions. Results 

are fairly similar with the exception of "Telecom Equipment". For this industry, 

as suggested by the comparison between Figures 2-4 and 2-5, the effect of R&D 

comes out much weaker with specification "p" than with "k". In fact, for the OLS 

and quantile regressions that do not include capital, the coefficients on R&D are 

virtually zero, even though the null hypothesis of zero coefficients can be rejected at 

a 10% significance level for the OLS coefficient and the 25% quantile and the median 

(Table 2.12, panel a). Once capital is included in the regression, the results are 

almost identical than those from specification "k". This is not surprising. After 

all the two specifications only differ with respect to the coefficient estimate for 

capital, i.e. the difference in the productivity estimates of the two specifications is 

proportional to capital.

Since we accept our dynamic model for "Pharmaceuticals" and "Telecom Equip­

ment", we can in principle address the question of the rate of return to R&D implied 

by our model. Clearly, the long run expected returns to R&D would have to be 

measured by the marginal effect of R&D on the firm’s value function. This mea­

sure would require a solution for the value function from the Bellman equation (2.1) 

which in turn would require the specification and estimation of all the primitives
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T able 2.10: Significance of coefficient for log R&D - specification "k" 

Specification "k" (fully non-linear specification) 

a. Regressions of F.omega on omega and iog_R&D

SiC OLS
0.25

Quantile
0.5 0.75

Pharmaceut. 283 0.985 0.988 0.980 0.980
Computers 357 0.575 0.627 0.604 0.545
Telecom Eqmt 366 0.970 0.973 0.965 0.933
Software 737 0.597 0.786 0.622 0.512

b. Regressions of F.omega on omega, log_R&D, and iog_K

SiC OLS Quantile
0.25 0.5 0.75

Pharmaceut. 283 0.940 0.881 0.968 0.983
Computers 357 0.664 0.604 0.704 0.821
Telecom Eqmt 366 1.000 0.990 1.000 1.000
Software 737 0.555 0.597 0.555 0.527

The number in each cell reports the percentage of cases across the 
201 samples (one original sample + 200 bootstrapped samples) with 
a positive coefficient on R&D
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Table 2.11: Quantile regressions on the conditional productivity distribution - 
specification "p"

Dependent variable: Omega(t+1) based on specification "p"
(original Oiiey-Pakes stage2 equation)

a. Pharmaceuticals (SiC 283)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.722
0.100

0.814
0.091

0.806
0.075

0.789
0.075

0.670
0.077

0.743
0.075

0.780
0.068

0.778
0.077

Log_R&D
SE

0.019
0.007

0.019
0.005

0.012
0.005

0.010
0.006

0.002
0.005

0.000
0.005

0.004
0.004

0.006
0.005

Log_k
SE

0.023
0.014

0.023
0.010

0.011
0.009

0.005
0.011

const
SE

-0.164
0.066

-0.180
0.047

-0.105
0.041

-0.062
0.056

-0.220
0.156

-0.225
0.102

-0.128
0.092

-0.076
0.112

pseudo R^2 
# obs

0.694
3023

0.483
3023

0.552
3023

0.551
3023

0.705
3023

0.496
3023

0.555
3023

0.552
3023

b. Computer Hardware (SiC 357)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.681
0.068

0.717
0.056

0.740
0.053

0.718
0.066

0.609
0.081

0.650
0.092

0.679
0.087

0.633
0.086

Log_R&D
SE

-0.034
0.014

-0.026
0.015

-0.029
0.014

-0.032
0.015

-0.003
0.017

-0.005
0.018

-0.001
0.016

0.006
0.016

Log_k
SE

-0.046
0.046

-0.034
0.047

-0.040
0.044

-0.054
0.045

const
SE

0.279
0.119

0.168
0.128

0.229
0.123

0.306
0.131

0.422
0.302

0.288
0.320

0.348
0.311

0.466
0.324

pseudo R^2 
# obs

0.702
1821

0.515
1821

0.509
1821

0.464
1821

0.716
1821

0.521
1821

0.520
1821

0.483
1821

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped sam ples from the production function estimation.
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Dependent variable: Omega(t+1) based on specification "p " 
(original Oiiey-Pakes stage2 equation)

c. Telecom Equipment (SiC 366)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.606
0.038

0.639
0.053

0.683
0.039

0.658
0.056

0.555
0.050

0.605
0.065

0.646
0.048

0.579
0.050

Log_R&D
SE

0.007
0.013

0.011
0.014

0.003
0.014

0.002
0.015

0.040
0.013

0.032
0.014

0.033
0.011

0.044
0.013

Log_k
SE

-0.038
0.020

-0.020
0.021

-0.033
0.019

-0.053
0.021

const
SE

-0.039
0.117

-0.120
0.122

-0.020
0.117

0.044
0.134

0.013
0.146

-0.113
0.144

0.017
0.140

0.141
0.168

pseudo R^2 
# obs

0.383
1976

0.246
1976

0.258
1976

0.245
1976

0.397
1976

0.249
1976

0.268
1976

0.263
1976

d. Software (SiC 737)

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.864
0.108

0.926
0.108

0.933
0.094

0.913
0.097

0.865
0.107

0.917
0.104

0.934
0.093

0.917
0.100

Log_R&D
SE

-0.004
0.006

0.003
0.007

-0.001
0.005

-0.010
0.005

-0.016
0.009

-0.013
0.012

-0.013
0.009

-0.020
0.010

Log_k
SE

0.015
0.009

0.022
0.011

0.015
0.009

0.013
0.010

const
SE

0.002
0.037

-0.085
0.044

-0.021
0.032

0.078
0.033

-0.025
0.043

-0.130
0.050

-0.046
0.039

0.056
0.039

pseudo R^2 
# obs

0.663
3089

0.498
3089

0.490
3089

0.436
3089

0.667
3089

0.506
3089

0.494
3089

0.439
3089

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped samples from the production function estimation.
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Table 2.12: Significance of coefficient for log R&D - specification "p" 

Specification "p" (orig. Oliey-Pakes) 

a. Regressions of F.omega on omega and iog_R&D

SIC OLS
0.25

Quantile
0.5 0.75

Pharmaceut. 283 1.000 1.000 1.000 0.993
Computers 357 0.520 0.565 0.537 0.512
Telecom Eqmt 366 0.935 0.965 0.898 0.853
Software 737 0.662 0.888 0.709 0.510

b. Regressions of F.omega on omega, iog_R&D, and iog_K

SiC OLS Quantile
0.25 0.5 0.75

Pharmaceut. 283 0.911 0.829 0.958 0.973
Computers 357 0.697 0.684 0.731 0.843
Telecom Eqmt 366 1.000 0.988 1.000 1.000
Software 737 0.572 0.612 0.575 0.532

The number in each cell reports the percentage of cases across the 
201 samples (one original sample + 200 bootstrapped samples) with 
a positive coefficient on R&D
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of the model, which is beyond the scope of this study.

However, the OLS coefficients on R&D from Table 2.9 and 2.11 give a crude 

estimate of the effect of R&D on expected productivity. Since the coefficient on 

productivity in the production function (2.5) is normalised to unity and ignoring 

the fact that E { l o g y )  ^  l o g E { y ) ,  the OLS coefficients in the first colunm of tables 

2.9 and 2.11 are a rough approximation of the elasticity of expected value added 

in the next period with respect to R&D. So the point estimate of this elasticity 

is about .02 for "Pharmaceuticals" and, depending on the specification ranges 

between .007 and .04 for "Telecom. Equipment". Both estimates appear rather 

low.^  ̂ However, they are only a measure of the short run returns to R&D (and a 

crude one at that). If we assume that the one period "shift" in the distribution 

of productivity is in fact permanent the long run return to R&D in terms of value 

added would be the discounted value of the a permanent increase in value added. 

For a discount rate of 10% this would amount to a long run elasticity of value 

added with respect to R&D of approximately .2 for "Pharmaceuticals" and up to 

.4 for "Telecom. Equipment".

traditional firm level studies of R&D on productivity, estim ates of the elasticity o f output 
with respect to  R&D that are based on a w ithin or tim e-series approach (rather than  cross 
sectional) are typically rather low (Mairesse & Sassenou (1991)).
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2.7 Conclusion

This study develops an empirical framework for the analysis of the effect of R&D 

on the entire distribution of a firm’s future productivity conditional on its current 

productivity. Its basis is a structural model for firm dynamics in which firm invest 

in physical capital and in R&D. We prove that the investment policy function in 

this model is monotonie in productivity (conditional on capital), which allows us 

to employ an approach similar to Olley & Pakes (1996) to jointly estimate produc­

tion function coefficients and firms’ unobserved productivity state over time in the 

context of R&D. We use these estimates to analyse the conditional distribution of 

productivity. The main conclusions from this study are as follows.

First, the invertibility result implies that investment is a valid proxy for produc­

tivity in the model with R&D and capital investments. Therefore, an estimation 

approach similar to Olley & Pakes (1996) can be applied to control for unobservable 

productivity differences across firms to estimate production function coefficients of 

variable factors even if the model includes investments in R&D and in physical 

capital.

Second, the original stage two estimation equation of the Olley-Pakes proce­

dure for the estimation of quasi-fixed factors of production is shown to be valid 

in this model and asymptotically equivalent to the alternatives developed in this 

study. Therefore, both stages of the Olley-Pakes procedure are valid in our model. 

However, the analysis shows that this relies on a specific property of the model. In 

general, neglecting R&D in stage two of the Olley-Pakes estimation procedure may 

lead to inconsistent estimates of tfie coefficients of quasi-fixed factors of produc­

tion. Whenever there is a link between R&D and future productivity, one needs 

to be explicit about the underlying dynamic model for R&D and analyse, how to 

adequately control for the expected productivity in stage two of the estimation. 

This applies independently of the model in this chapter and regardless of whether 

one uses investment or intermediate inputs to proxy for productivity.

Third, estimates of the conditional productivity distribution can be used to 

test our model. They also provide a basis for analysing the effect of R&D on the 

entire distribution of productivity. This sheds light on the key primitive of many
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theoretical models of firm dynamics and allows us not only to estimate the average 

short run returns to R&D but to analyse the entire distribution of these returns.

Unfortunately, answering questions of long run returns to R&D and, more gener­

ally, analysing the implication of policy changes on firm dynamics and investment 

behaviour more conclusively still requires a solution to the full dynamic model. 

This is precisely what the estimation approach here avoids. Its virtue is that it 

allows us to estimate a subset of the primitives of the dynamic model in a relatively 

simple and straightforward way without having to estimate the full dynamic model. 

Estimation of the full model involves specifying functional forms of all the model 

primitives (not just the production function) and optimising over the full vector 

of parameters using a nested fixed point approach that solves the dynamic model 

for each new value of the parameters. This is beyond the scope of this study but 

would allow us to answer a range of questions more precisely.
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C hapter 3 

P rod u ctiv ity  D ynam ics  

in th e  P resence o f  

U nobserved K now ledge C apital

3.1 Introduction

This chapter extends the model and the empirical techniques of the previous chap­

ter to include an unobserved knowledge capital state. Knowledge capital allows 

for lagged effects of R&D on productivity and is modelled as the result of a partly 

deterministic and partly stochastic accumulation process. This integrates the tra­

ditional Griliches approach of deterministic accumulation of R&D into knowledge 

capital with the Ericson & Pakes (1995) approach of stochastic accumulation of 

R&D into productivity. Methodologically, the introduction of knowledge capital 

requires us to extend the original invertibility approach by Olley & Pakes (1996) for 

one unobserved state variable to our model with two unobserved states variables. 

We show that, under certain assumptions, observed R&D investments can serve as 

an additional proxy for the second state variable in the estimation. The empirical 

focus lies on assessing how the introduction of unobserved knowledge affects the 

production function estimates and the effect of R&D on future productivity. The 

elasticity of productivity with respect to knowledge capital also allows us to analyse 

to importance of lagged effects of R&D on productivity.
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The model in the previous chapter takes an extreme approach as to how R&D 

accumulates into productivity. Conditional on the current productivity state, R&D 

investments improve the distribution of the next period’s productivity state (in the 

FOSD sense) and hence the next period’s payoff. The effect of R&D indirectly 

also transmits into more distant periods through serial correlation in productivity, 

but there is no direct effect of current R&D on productivity realisations beyond the 

next period. This stochastic accumulation process for the productivity state is in 

line with the theoretical literature on firm dynamics (e.g. Ericson & Pakes (1995)) 

but raises the question of possible time lags between the R&D investments and the 

point in time when the outcome of the R&D process becomes payoff relevant.

At the other extreme, there is the view that R&D accumulates deterministically 

into knowledge capital in the tradition of Griliches (e.g. Griliches (1998) for a 

collection of papers in this tradition). In this literature knowledge capital becomes 

an input in the production function and there is no inherent difference in the 

accumulation of knowledge capital and that of physical capital. Both forms of 

capital accumulate through investments and depreciate in a deterministic way. 

This approach can deal with lagged effects of R&D on production to the extent that 

knowledge depreciates slowly. However, the researcher has to specify a depreciation 

rate for knowledge to construct the knowledge stock from past R&D investments, 

which is to some extent arbitrary. Furthermore, the deterministic accumulation 

approach neglects the inherently stochastic nature of the R&D process.

To reconcile these views, we introduce a knowledge state into the model of the 

previous chapter. Rather than being a direct input into the production function, 

the role of knowledge is to improve the distribution of future productivity (in the 

first order stochastic dominance (FOSD) sense). The firm’s knowledge state is 

the result of an accumulation process containing stochastic as well as deterministic 

elements. Knowledge in the next period depends deterministically on the current 

knowledge state, on R&D investments, and on the stochastic realisation of produc­

tivity. The next period’s knowledge state then determines the distribution of next 

period’s productivity.

The combination of deterministic and stochastic elements in the accumulation 

process offers the advantage to allow for lags in the direct effects of R&D of more
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than one period while at the same time accounting for the stochastic nature of 

R&D. In this way, the approach can integrate the advantages of the traditional 

Griliches view of deterministic accumulation of knowledge through R&D with that 

of the stochastic accumulation approach of the theoretical firm dynamics literature.

A direct implication of the role of stochastic realisations of unobserved pro­

ductivity in the accumulation process is that knowledge itself becomes an unob­

served state variable in the model. This complicates the theoretical and empirical 

analysis, as it rules out the construction of knowledge capital from past R&D 

investments. Therefore, we require techniques that do not rely on specifying a de­

preciation rate for knowledge to construct knowledge capital. When feasible, the 

lack of dependence on a depreciation rate for knowledge constitutes an additional 

advantage over the Griliches approach as this depreciation rate typically has to be 

chosen in an ad hoc manner.

Moreover, the fact that knowledge and productivity are both unobserved state 

variables in the model raises an interesting methodological issue as to how to con­

trol for these states. Olley & Pakes (1996) propose an invertibility approach in 

the context of a single unobserved state variable. In this chapter, we will explore 

whether this invertibility idea can still be applied when there are two unobserved 

states in the model. As emphasised by Olley & Pakes (1996) and in the previous 

chapter, the feasibility of the invertibility approach depends on the precise struc­

ture of the underlying model and needs to be examined on a case by case basis. 

This structure will be even more critical in the presence of two unobserved state 

variables. Therefore, this chapter can by no means offer a general answer to this 

question.

However, we show that under certain additional assumptions, the invertibility 

approach can still be applied to the model of this chapter. Under these assump­

tions, the policy functions for investment and R&D can jointly be inverted to yield 

unobserved productivity as a unique function of the observed capital state and 

observed investments in R&D and physical capital. This is a powerful theoreti­

cal result which provides a basis for controlling for unobserved state variables in 

empirical applications.
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One example of an empirical application using invertibility results is the semi- 

parametric approach by Olley & Pakes (1996) for the estimation of production 

functions in the presence of unobserved serially correlated productivity differences 

across firms. We extend this approach to the model with two unobserved states and 

R&D by including R&D in the list of productivity proxies. Estimation proceeds 

in two stages. While conditions underlying the invertibility results are sufficient 

to identify the coefficients of the variable factors of production in the first stage, an 

additional condition is required for R&D to be a valid proxy in the second stage of 

the estimation which estimates the coefficients of quasi-fixed factors of production. 

Unfortunately, this is a condition on the second derivative of the expected future 

value of the firm, i.e. not a condition on the model primitives but the solution of 

the dynamic model. Therefore, this condition cannot be checked without speci­

fying all the model primitives and solving the dynamic programme -  the difficult 

task the semiparametric approach aims to avoid in the first place. Therefore, if 

one wants to follow the semiparametric approach, as we do, one can only hope that 

this condition is satisfied and proceed with the estimation.

Using the COMPUSTAT dataset of the previous chapter for the 3-digit SIC in­

dustries "Pharmaceuticals (SIC 283)", "Computer Hardware (SIC 357)", "Telecom­

munications Equipment (SIC 366)", and "Software (SIC 737)", we find that the 

production function estimates for the model with unobserved knowledge change 

somewhat, but not dramatically compared to the estimates of the model without 

knowledge state. The labour coefficients in the model with unobserved knowledge 

tend to be a little higher than that of the previous chapter, while the estimated 

capital coefficients tend be a little lower. This indicates that if the true model 

includes knowledge capital, the OLS biases in the labour coefficient due to simul­

taneity of the input choices may be quantitatively somewhat less important than 

suggested by the results of the previous chapter, even though they are still present.

Using the same specification tests as in the previous chapter, we find that the 

model with knowledge capital is rejected for all industries except "Pharmaceuti­

cals". In that sense, introducing knowledge in the model and including R&D in 

the list of proxies does not improve on the model rejections in the previous chapter. 

In fact, for "Telecom Equipment" we accepted one of the estimation specifications
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in the previous chapter while we reject both knowledge capital specifications here. 

The rejections suggest that for these industries investment and R&D are insufficient 

to proxy for unobserved differences in productivity and knowledge.

Nevertheless, it is interesting to examine the effect of R&D and knowledge on 

productivity dynamics. We find that the estimates for the short run elasticity of 

productivity with respect to R&D is around .016 in Pharmaceuticals and around 

.03 in "Telecom Equipment" which is quite close to the estimates of the previous 

chapter. We also find that the elasticity of productivity with respect to knowledge 

is around .4 in "Pharmaceuticals", while it is much lower in the other industries. 

As knowledge capital allows for lagged effects of R&D on productivity, this confirms 

the prior that there are typically long lags in the pharmaceutical industry between 

the innovation of a new drug and bringing it to the market. It also suggests 

that introducing unobserved knowledge capital is an important improvement for 

modelhng this industry.

The chapter is organised as follows. Section 3.2 introduces the model with un­

observed knowledge capital and develops the theoretical invertibility result. Sec­

tion 3.3 extends the estimation approach from Olley & Pakes (1996) and the previ­

ous chapter to the model with two unobserved states and derives conditions under 

which R&D is a valid proxy for the second stage of the estimation. Section 3.4 

presents results of the estimation of production function coefficients. Section 3.5 

analyses the effect of R&D and unobserved knowledge on the future productivity 

distribution. Section 3.6 concludes.

3.2 T he theoretical m odel

3.2 .1  S tructu re o f  th e  m odel

The model is an augmented version of the stochastic dynamic single agent model 

of the previous chapter which includes a knowledge state i p . Firms are assumed to 

maximise the expected discounted value of future net cash flows and have now three 

state variables: productivity w, capital k  and knowledge ip . At the beginning of 

each period, a firm observes its state and makes a discrete decision whether to exit
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or continue in operation. If it exits, it receives a termination value 0 . Otherwise, 

it earns current period profits 7r(w, A:) and decides how much to invest in physical 

capital and in R&D.

We introduce the unobserved knowledge state in the model by reinterpreting 

the choice of distribution 'ip ' of the previous chapter as the firm’s knowledge state 

for the next period. This knowledge state 'ip ' determines the distribution of next 

period’s productivity state u j ' . This distribution is a member of the family of 

distributions

Distributions in this family are stochastically increasing in the next period’s knowl­

edge state xp ' in the first order stochastic dominance sense. As before, imposing a 

complete ordering of all the members of by indexing them by a single variable 

'ip ' is a severe restriction which is crucial to derive the monotonicity results we rely 

on.

The knowledge state accumulates partly stochastically and partly determinis­

tically in the tradition of Griliches. That is, the next period’s knowledge state 

'ip ' depends in a deterministic way on the current knowledge state -0, the current 

amount of R&D investments, and the current stochastic productivity realisation 

u j . Note that if next period’s knowledge state 'ip ' only depended on R&D and the 

inherited stock 'ip but not on the stochastic productivity realisation, the model 

would reduce to a purely deterministic accumulation of knowledge capital in the 

tradition of Griliches. Similarly, if the knowledge Tp' did not depend on the inher­

ited knowledge stock 'ip but on R&D and the current productivity state, the model 

would reduce to the stochastic accumulation model of the previous chapter. When 

R&D, current productivity w, and the current knowledge state 'ip jointly determine 

the next period’s knowledge state 'ip ' the accumulation process is a mixture of a 

deterministic and a stochastic accumulation.

As in the previous chapter, the key to modelling this accumulation process 

lies in specifying an R&D function, which specifies the amount of R&D the firm 

needs to spend to reach a given knowledge state 'ip ', conditional on the productivity 

realisation u  and the inherited stock 'ip. This R&D function is denoted r { ' i p ' , w, 'ip ) .
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It is increasing in 'ip ' as improving knowledge is costly and decreasing in the current 

knowledge ip  and the productivity realisation u  as firms with higher endowments 

require less R&D to reach a given knowledge state ' ip '. The difference to the model 

in the previous chapter is that this function includes the current knowledge state 

'ip . To obtain the invertibility results, the function needs to satisfy a number 

of assumptions which are detailed and discussed below. However, up to these 

assumptions, the function can be left unspecified. In particular, we do not need 

to specify an arbitrary depreciation rate for knowledge as in the Griliches type 

literature.

As before, the deterministic accumulation of physical capital k  follows the usual 

equation

k '  —  (1 — ô ^ k  i ,

where k '  denotes next period’s capital stock, 6  the rate of capital depreciation and 

i  the investment choice of the firm. The cost of investment are denoted c { k ' ,  k ) .

With these specifications in hand, the Bellman equation of the modified dy­

namic model with discount factor (3 becomes:

V (w, k ,  i p )  =  max < 0, sup 
I A:',!/;'

7T{ u j , k )  —  c { k \ k )  —  r { ' i p ' , u j , ' i p )  +  ^  J  V { u } ' , k ' , i p ' ) d F { u ' \ i p ' )

(3.1)

The only new element in this equation is the inclusion 'ip in the value function 

V (w, fc, 'ip ) and in the R&D function r ( ' i p \ u ,  x p ) . The firm’s controls are a discrete 

exit decision, and continuous choices of next period’s capital stock k '  and knowledge 

stock i p ' . The maximum expected discounted value of a firm V ( c u ,  k ,  i p )  is the larger 

of the sell-off value 0  and expected discounted value of continuation. The latter 

consists of current period profits 7r(w, k )  reduced by the cost of investment c { k \  k )  

and by R&D expenditure r { i p ' , u j , i p )  plus the expected discounted value from the 

next period onwards.

The policy functions for exit, capital and knowledge depend on the full vector
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of state variables which now includes the knowledge state Tp:

, 1 (continue) if w > ü j ( k , é )
Exit rule : x  =  {  "  (3.2)

0 (exit) otherwise

Capital choice : k '  =  k { u j , k ^ x p )  (3.3)

Knowledge choice : i p ' = ' t p { u j , k , ' i p )  (3.4)

The particular form of the exit rule in equation (3.2) results from the fact 

that the profit function is increasing and the R&D function decreasing in w which 

implies that the continuation value must be increasing in current productivity u j .

3.2 .2  In vertib ility  w ith  tw o unobserved  s ta te  variables

The invertibility argument with the two unobserved state variables productivity 

and knowledge involves two steps. The first is to show the monotonicity of the 

policy functions (equations (3.3) and (3.4)) in the state variables. The argument 

is similar to the one in the previous chapter and requires similar assumptions on 

the extended R&D function.

However, monotonicity of the policy functions will merely define a schedule of

combinations of productivity and knowledge that is consistent with the observed

capital states in the current and the next period. The second step in the theo­

retical argument involves deriving additional conditions on the R&D function that 

ensure that observed R&D investments are sufficient to pin down productivity and 

knowledge. Under these conditions, unobserved productivity and knowledge can 

be expressed as functions of observed capital, observed investments in physical 

capital, and observed R&D investments.

The assumption on the profit function 7r(o;,A;), the cost of physical capital in­

vestment c { k ' , k ) ,  and the distribution function F { u j ' \ i p ' )  are the same as in the 

previous chapter (Assumptions AO to A4) and will not be repeated here. The 

R&D function r { i p ' , u j , i p )  now has the current knowledge state ”0 as an additional 

argument and the assumptions on this function are augmented as follows.
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A ssum ption  T h e  R & D  f u n c t i o n  r { ' i p ' i s  

(Al.c’) n o n n e g a t i v e ,

(A2.c’) i n c r e a s i n g  i n  t h e  n e x t  p e r i o d ’s  k n o w l e d g e  s t a t e  ■0', a n d  d e c r e a s i n g  i n  p r o d u c ­

t i v i t y  UJ a n d  k n o w l e d g e  if) ,

(A3.c’) s u b m o d u l a r  i n  { ' i p ' a n d

(A4.c’) t w i c e  c o n t i n u o u s l y  d i f f e r e n t i a b l e  w i t h  ^  < 0 a n d  < 0 on t h e

s e t  { { i j ; ' , u j , ' i p ) \ r { T p ' , u j , ' i p )  >  0}.

As before, we first establish supermodularity and other properties of the value 

function in Lemma 3.1 which will be crucial for the monotonicity results.

Lem m a 3.1 T h e  v a l u e  f u n c t i o n  V { u j ,  k ,  i p )  o f  t h e  m o d e l  i n  e q u a t i o n  ( 3 . 1 )  i s

1 .  b o u n d e d  u n d e r  ( A 0 ) , ( A 1 ) ,

2 .  n o n d e c r e a s i n g  i n  p r o d u c t i v i t y  u j ,  c a p i t a l  k ,  a n d  k n o w l e d g e  i p  u n d e r  ( A 0 ) , ( A 2 ) ,

3 .  u n i q u e  u n d e r  ( A 0 ) , ( A 1 ) ,  a n d

4 -  s u p e r m o d u l a r  u n d e r  ( A O )  t o  ( A 3 ) .

P r o o f ,  T h e  p r o o f s  o f  b o u n d e d n e s s ,  m o n o t o n i c i t y  a n d  u n i q u e n e s s  o f  t h e  v a l u e  

f u n c t i o n  f o l l o w  t h e  p r o o f  o f  L e m m a  2 . 1  i n  t h e  p r e v i o u s  c h a p t e r .  S u p e r m o d u l a r i t y  

h i n g e s  o n  w h e t h e r  t h e  e x p e c t a t i o n  i n  e q u a t i o n  ( 3 . 1 )  c a n  b e  s h o w n  t o  b e  s u p e r -  

m o d u l a r .  T o p k i s  ( 1 9 9 8 ,  T h e o r e m  3 . 1 0 . 1 )  s h o w s  t h a t  J  V { u j ' , k ' , i p ' ) d F { u j ' \ i p ' )  i s  

s u p e r m o d u l a r  i n  { k ' ,  i p ' )  i f  F ( u j ' \ i p ' )  i s  s t o c h a s t i c a l l y  i n c r e a s i n g  i n  ip '  a n d  p r o v i d e d  i s  

V { u j ' , k ' , i p ' )  i s  s u p e r m o d u l a r  i n  { u j ' , k ' , i p ' ) .  A s  i n  t h e  p r e v i o u s  c h a p t e r ,  s u p e r m o d ­

u l a r i t y  t h e n  f o l l o w s  a s  t h e  l i m i t  o f  a n  i n d u c t i o n  p r o o f  f o r  a  f i n i t e  h o r i z o n  p r o b l e m .

■

Lemma 3.2 corresponds to Theorem 2.4 in the previous chapter and establishes 

the monotonicity of the policy functions.

Lem m a 3.2 T h e  p o l i c y  f u n c t i o n s  f o r  t h e  c a p i t a l  k { u j ,  k ,  i p )  a n d  k n o w l e d g e  i p { u j ,  k ,  ip )  

a r e
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1 . n o n d e c r e a s i n g  i n  w, A:, a n d  ijj u n d e r  ( A O )  t o  ( A 3 ) ,  a n d

2 .  s t r i c t l y  i n c r e a s i n g  i n  UJ o n t h e s e t { { u j , k , ' i l j ) \ k { u ^ k , ' i p )  >  k A r { ' i p { u j , k , ' i l j ) , u j , ' i p )  >  

0} u n d e r  ( A O )  t o  ( A 4 ) -

P r o o f .  1 .  N o n d e c r e a s i n g :  F o l l o w s  f r o m  T o p k i s  ( 1 9 7 8 ,  T h e o r e m  6 . 1 )  a s  t h e  s u ­

p e r m o d u l a r i t y  a s s u m p t i o n s .  L e m m a  S .  1  a n d  T o p k i s  ( 1 9 9 8 ,  T h e o r e m  3 . 1 0 . 1 )  i m p l y  

t h a t  t h e  o b j e c t i v e  f u n c t i o n  i n  t h e  B e l l m a n  e q u a t i o n  ( 3 . 1 )  i s  s u p e r m o d u l a r .

2 .  S t r i c t l y  i n c r e a s i n g :  F o l l o w s  t h e  p r o o f s  i n  L e m m a  2 . 3  a n d  T h e o r e m  2 . 4  i n  

t h e  p r e v i o u s  c h a p t e r .  ■

Strict monotonicity of the capital policy function k { u j , k , ' i p )  in productivity u j  

in Lemma 3.2 implies that there is a downward sloping schedule in [ u j ^ j j )  space 

of combinations of productivity and knowledge that is consistent with observed 

values of k '  and k .  To pin down unique values for productivity and knowledge 

that are consistent with the data an additional piece of information is required. 

Theorem 3.3 establishes additional conditions on the R&D function that ensure 

that observed R&D investments provide this information.

T heorem  3.3 A s s u m e  t h a t  a s s u m p t i o n s  ( A O )  t o  ( A 4 )  h o l d  ( i n c l u d i n g  t h e  m o d i f i ­

c a t i o n s  i n  t h i s  s e c t i o n ) ,  t h a t  t h e  v a l u e  f u n c t i o n  i s  t w i c e  c o n t i n u o u s l y  d i f f e r e n t i a b l e ,  

a n d  t h a t  t h e  R & D  f u n c t i o n  s a t i s f i e s  o n e  o f  t h e  a d d i t i o n a l  c o n d i t i o n s

d r  d ^ r  d r  d ^ r  d r  d ^ r  d r  d ^ r
<  o r  >

d u j  d j j ' d i j  d i p  d i p ' d u j  d u j  d i p ' d i p  d i p  d i p ' d u j

e v e r y w h e r e .

T h e n  t h e  p o l i c y  f u n c t i o n s  a n d  t h e  R & D  f u n c t i o n  c a n  b e  i n v e r t e d  t o  e x p r e s s  p r o d u c ­

t i v i t y  UJ a n d  k n o w l e d g e  ip  a s  u n i q u e  f u n c t i o n s  o f  t h e  o b s e r v e d  c a p i t a l  s t o c k  k ,  t h e  

c a p i t a l  c h o i c e  k ' , a n d  t h e  o b s e r v e d  R & D  i n v e s t m e n t s  r ,

UJ =  u j { k ' , k , r )  

ip  =  i p { k ' , k , r ) .

P r o o f .  C o n d i t i o n a l  o n  k '  a n d  k ,  t h e  i n v e s t m e n t  p o l i c y  f u n c t i o n  ( 3 . 3 )  i m p l i c ­

i t l y  d e f i n e s  a  f u n c t i o n  i n  { u j , i p )  s p a c e  o f  c o m b i n a t i o n s  o f  p r o d u c t i v i t y  a n d  c u r r e n t
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k n o w l e d g e  s t a t e s  t h a t  a r e  c o n s i s t e n t  w i t h  t h e  o b s e r v e d  k '  a n d  k .  B y  t h e  r e s u l t  

o f  L e m m a  3 . 2  t h i s  f u n c t i o n  i s  d e c r e a s i n g .  T h e  p r o o f  p r o c e e d s  b y  s h o w i n g  t h a t  t h e  

c o n d i t i o n s  o n  t h e  R & D  f u n c t i o n  a r e  s u f f i c i e n t  f o r  R & D  t o  b e  s t r i c t l y  m o n o t o n i c a l l y  

i n c r e a s i n g  o r  s t r i c t l y  m o n o t o n i c a l l y  d e c r e a s i n g  a l o n g  t h i s  f u n c t i o n .  E i t h e r  o f  t h i s  

i s  s u f f i c i e n t  f o r  (A:, k ' ,  r )  t o  u n i q u e l y  d e f i n e  w a n d  ' i f .

F i r s t  n o t e  t h a t  c o n d i t i o n i n g  o n  k '  a n d  k  a l s o  p i n s  d o w n  t h e  u n o b s e r v e d  n e x t  

p e r i o d ’s  k n o w l e d g e  s t a t e  'ip '. T h i s  i s  b e c a u s e  t h e  o p t i m a l  c a p i t a l  c h o i c e  k '  c a n  b e  

e x p r e s s e d  a s  a  f u n c t i o n  o f ' i f '  a n d  k  f r o m  t h e  B e l l m a n  e q u a t i o n  ( 3 . 1 )  a n d  i s  s t r i c t l y  

i n c r e a s i n g  i n  ' i f '  u s i n g  t h e  r e s u l t s  o f  L e m m a  3 . 2 .  T h e r e f o r e ,  ' i f '  i s  c o n s t a n t  a l o n g  t h e  

f u n c t i o n  i n  ( u j , ' i f )  s p a c e  d e f i n e d  b y  t h e  i n v e s t m e n t  p o l i c y  f u n c t i o n  c o n d i t i o n a l  o n  k '  

a n d  k .  T h i s  i m p l i e s  t h a t  t h e  f i r s t  o r d e r  c o n d i t i o n  f o r  c h o o s i n g  t h e  n e o c t  p e r i o d ’s  

k n o w l e d g e  s t a t e  h a s  t o  h o l d  a l o n g  t h i s  f u n c t i o n :

F O C  =  =  0

T h e  s l o p e  o f  t h e  f u n c t i o n  t h e n  f o l l o w s  f r o m  t a k i n g  t h e  d i f f e r e n t i a l  o f  t h e  F O C  w i t h  

r e s p e c t  t o  i f  a n d  u  a n d  s e t t i n g  i t  t o  z e r o ,

d F O C  =  =  «r
o i f  d ' i f  d ' i f  d(jü

d ' i f
d-ilf'duj

W i t h  t h e  s l o p e  o f  t h e  f u n c t i o n  i n  { w , ' i f )  s p a c e  i n  h a n d ,  w e  c a n  n o w  i n v e s t i g a t e  

w h e t h e r  o b s e r v e d  R & D  i n v e s t m e n t s  a r e  m o n o t o n i e  a l o n g  t h i s  f u n c t i o n  b y  f o r m i n g  

t h e  t o t a l  d i f f e r e n t i a l  o f  t h e  R & D  f u n c t i o n  h o l d i n g  i f '  c o n s t a n t .

dr = MV/,w.V')^^8r(V/,w,V,) 
d u  d i f

d r [ i f  , u , i f )  d r { i f  , w , i f )

d u J  d^rjip',UJ,1P) 
dip'du)

d i f

S o  R & D  i s  s t r i c t l y  m o n o t o n i c a l l y  i n c r e a s i n g  ( d e c r e a s i n g )  i n  w f o r  f i x e d  k ' ,  k  i f  t h e  

t e r m  i n  b r a c k e t s  i s  s t r i c t l y  n e g a t i v e  ( p o s i t i v e )  e v e r y w h e r e  w h i c h  i s  t h e  c o n d i t i o n
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s t a t e d  i n  t h e  t h e o r e m .  T h i s  c o m p l e t e s  t h e  p r o o f .  ■

Theorem 3.3 provides the empirically powerful invertibility result for the case 

of two unobserved state variables, productivity and knowledge. The burden of this 

result in terms of additional conditions on the model primitives rests entirely on the 

R&D function.^ R&D functions that satisfy the monotonicity and submodularity 

assumptions (Al.c’) to (A4.c’) are, of course, not guaranteed to also satisfy the 

assumptions of Theorem 3.3. Whether the additional conditions in the theorem 

are likely to be satisfied in practice is an issue which will not be explored in any 

detail here.^ However, it is easy to find R&D functions that satisfy all the necessary 

conditions at least for some parameter values. The following example illustrates 

this point.

Exam ple 3.4 L e t  t h e  R & D  f u n c t i o n  t a k e  t h e  f o r m

r { ' i p \  w, 'ip ) =  a x p ' —  b u  —  c tp  —  d i p 'u j  —  c 'ip ''ip  —  f o j ' i p

w h e r e  a, 6, c, d, e, /  > 0 a n d  w h e r e  t h e  d o m a i n s  o f  w, ip  a r e  n o r m a l i s e d  t o  b e  

n o n - n e g a t i v e  a n d  b o u n d e d  f r o m  a b o v e .  T h e s e  n o r m a l i s a t i o n s  e n s u r e  t h a t  t h e  s u b ­

m o d u l a r i t y  a s s u m p t i o n s  a r e  s a t i s f i e d  a n d  t h a t  ^  < 0, a n d  ^  <  0  a s  r e q u i r e d ,  

w h i l e  ^  =  a  — duo — c ' { p > ^  w i l l  h o l d  p r o v i d e d  t h e  p a r a m e t e r  a  i s  s u f f i c i e n t l y  l a r g e .  

D e f i n e

d r  & ^ r  ,

d r  d “̂ r

T h e  c o n d i t i o n  o f  T h e o r e m  3 . 3  t h e n  r e q u i r e s  t h a t  e i t h e r  A  >  B  o r  B  >  A .  T h i s

^Note that we have assumed above, that g^,g^ <  0 on the relevant set, while for the preceding

results g^ig^ <  0 would be sufficient. In fact, the additional conditions of Theorem  3.3 are

trivially satisfied if g^/g-x  =  0. However, w ith g^>g^ =  0 the inherited knowledge stock 'ip would 
m erely affect the level of R&D investm ents, not the choice of the next period’s knowledge stock. 
The future knowledge w stock would then be a function of k' and k  only and observed R&D would 
not be necessary for the inversion.

 ̂Checking whether the R&D function satisfies the additional conditions ex post is difficult as 
all three argum ents are unobserved, while the estim ation procedure only produces direct estim ates 
of the productivity state w.
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c a n  e a s i l y  b e  s a t i s f i e d  b y  f u r t h e r  c o n s t r a i n i n g  t h e  p a r a m e t e r s .  E . g .  m a k i n g  c  

( r e s p e c t i v e l y  b )  s u f f i c i e n t l y  l a r g e  e n s u r e s  t h a t  A >  B  ( r e s p .  B  >  A ) .

3.3 E stim ation  approach

The estimation approach follows closely the semiparametric estimation strategy for 

production functions developed in Olley & Pakes (1996) and will only be discussed 

briefly. The semiparametric estimation method proceeds in two stages. While the 

first stage of the follows directly from the theoretical results above, an additional 

difficulty arises in the second stage of the estimation procedure with two unobserved 

state variables. To resolve this problem, further additional conditions on the R&D 

functions are required.

Stage one: Estim ation o f the coefficients o f the variable input(s)

Theorem 3.3 implies that unobserved productivity can be expressed as a function 

of the current and future capital stock and observed R&D investments so that the 

(Cobb-Douglas) production function can be rewritten as

y  =  a o - \ - a i l  +  a k k  - \ - l j  - \ - r ]

=  a d  +  ( f ) { k ' ,  k ,  r )  +  p ,  where (3.5)

4> =  ( j ) { k \ k , r )  =  a Q  + a k k - \ - u j [ k ! , k , r ) .

Estimation of this equation as a partially linear semiparametric model (Robinson 

1988) yields an estimate of a i  and estimates of the unknown function 0(). Note 

that for the estimation of a;, some variation in I that is uncorrelated with the state 

variables and hence to k ' ,  k ,  and r  is required.

Stage two: Estim ation o f the coefficients of the quasi-fixed input(s)

For the second stage of the estimation procedure, rearrange the production function

(3.5) to define a transformed dependent variable y *

y*' = y' ~ Oid' =  O q +  akk' +  +  7̂ %
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where primes denote the values of variables in the next period as in the theoretical 

section. Because of the Markov assumption for the productivity process, this 

equation can be rewritten as

y * ' =  o;o +  a k k '  +  E l u j ' l i J j ' ,  =  1] +  ( ' +  7/% (3.6)

where the productivity innovation is uncorrelated with k '  and To estimate . 

ttfc consistently from this equation, we have to control for the expected productivity 

conditional on survival. The problem here hes in controlling for without losing 

the identification of a^. Note that enters not only the linear term in equation

(3.6), but also 0 from stage 1. Conditional on (p — a k k  —  a o  provides an estimate 

of the unobserved productivity state u  which will be used as one of the arguments 

to control for the expectation in equation (3.6). So identification of a k  either 

requires controlhng for the expectation without simultaneously controlling for k '  or 

it has to come from including w in the nonparametric function that controls for the 

expectation, so that identification of a k  comes from the index restrictions given by 

ÜÜ =  (p —  a k k  —  a o  for the resulting multiple index model.

The introduction of an unobserved knowledge state makes the task of identifying 

a k  more difficult as it calls for controlling for the second unobserved state variable. 

The question is whether R&D can serve as a proxy for the knowledge state, while 

preserving identification. Consider the optimal knowledge choice i p ' conditional 

on the optimal capital choice k \

Ip ' =  f { u , k ' , i p )  (3.7)

=  a i g s u p - r { i p ' ,  i j ,  I p )  / 3 E { V { c ü ' , k ' , i p ' ) \ i p ' ) .

It is clear from this equation, that controlling for i p ' also requires a proxy for ip .  

Unfortunately, we cannot use the result of Theorem 3.3 here since this would also 

control for w which would leave a k  unidentified. Instead, an alternative way to 

proxy for ip  needs to be explored. The following theorem addresses this.

T h eo rem  3.5 A s s u m e  t h a t  a s s u m p t i o n s  ( A O )  t o  ( A 4 )  h o l d ,  t h a t  t h e  v a l u e  f u n c ­

t i o n  i s  t w i c e  c o n t i n u o u s l y  d i f f e r e n t i a b l e ,  a n d  t h a t  o n e  o f  t h e  f o l l o w i n g  a d d i t i o n a l
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c o n d i t i o n s  i s  s a t i s f i e d  e v e r y w h e r e

T h e n  t h e  u n o b s e r v e d  k n o w l e d g e  c h o i c e  'ip ' c a n  b e  w r i t t e n  a s  a  f u n c t i o n  o f  t h e  p r o ­

d u c t i v i t y  s t a t e  UJ, t h e  c a p i t a l  c h o i c e  k '  a n d  t h e  o b s e r v e d  R & D  i n v e s t m e n t s  r ,

i ; '  =  g { u } , k \ r ) .

P r o o f .  C o n s i d e r  t h e  f i r s t  o r d e r  c o n d i t i o n  o f  t h e  o p t i m i z a t i o n  p r o b l e m  i n  e q u a ­

t i o n  ( 3 . 7 ) :

C o n d i t i o n a l  o n  uj a n d  k '  t h i s  d e f i n e s  a  s c h e d u l e  i n  { i p ' ,  'ip ) s p a c e  a l o n g  w h i c h  t h e  

F O C  h o l d s .  T h e  s l o p e  o f  t h e  s c h e d u l e  i s

7 ; /  d^r
dW  ^ _______________________________________________ d̂ P’dj>__________________________________________ ^  Q

i ^ ' )  W ) ]

T h e  c h a n g e  i n  R & D  i n v e s t m e n t s  i m p l i e d  b y  a  m o v e m e n t  a l o n g  t h e  s c h e d u l e  a r e  

g i v e n  b y  t h e  t o t a l  d i f f e r e n t i a l  o f  t h e  R & D  f u n c t i o n  h o l d i n g  w f i x e d .

d r  , d r

*  =

F o r  R & D  t o  p i n  d o w n  w h i c h  p o i n t  a l o n g  t h e  s c h e d u l e  i s  c o n s i s t e n t  w i t h  t h e  d a t a ,  

R & D  m u s t  b e  e i t h e r  s t r i c t l y  m o n o t o n i c a l l y  i n c r e a s i n g  o r  s t r i c t l y  m o n o t o n i c a l l y  d e ­

c r e a s i n g  a l o n g  t h i s  s c h e d u l e .  S u b s t i t u t i n g  t h e  s l o p e  o f  t h e  s c h e d u l e  a b o v e  i n t o  t h e  

d i f f e r e n t i a l  y i e l d s  t h e  c o n d i t i o n s  o f  t h e  t h e o r e m .  ■

Note that the condition required for the theorem involves the second derivative 

of the future expected value of the firm. This is unfortunate, as the value function 

is, of course, endogenously determined by all the primitives of the model. Hence, 

we cannot check whether the conditions of the theorem hold (even post estima­

tion) without specifying all the model primitives and solving the entire dynamic
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programme for the value function. Solving the dynamic programme, however, is 

the very complicated task which the semiparametric estimation approach tries to 

avoid in the first place. It is therefore impossible to judge whether the conditions 

for the theorem are likely to be satisfied in praxis. Absent any better alternatives 

to identify all we can do at this stage is to accept the conditions and assume 

that they are satisfied.^

Theorem 3.5 implies that, under the conditions of the theorem, the expectation 

in the second stage estimation equation can be rewritten as a nonparametric func­

tion of the productivity estimate 0 — the capital choice /c', and observed R&D 

investments r,

x ' =  1] =  -  O L kk , r ) .

As in the previous chapter, this also controls for survival as controlling for 'ip ' and 

k '  also controls for the exit threshold in the exit equation (3.2). This results in a 

fully nonparametric form for the stage two estimation equation

y * ' =  h(^(f) -  a k k , k ' , r ) +  r j ' , (3.8)

where the identification of a k k  comes from the index restrictions on the nonpara­

metric function h { ) .

The original formulation of the second stage estimation in Olley & Pakes (1996) 

suggests that an alternative estimation equation for stage two which includes a 

separate estimate of the probability of survival P  instead of k '  to proxy for the 

expectation,

y * ' =  a k k '  +  h { ( j)  -  a k k ,  P ,  r) +  +  r j ' . (3.9)

Recall from the previous chapter that the survival probability is strictly increasing 

in next period’s knowledge 'ijj' and strictly decreasing in the exit threshold w(A:% i p ' ) .  

The exit threshold is nondecreasing in its arguments by the monotonicity of the

^Again, =  0 would ensure that the conditions of th e theorem  are trivially satisfied.
As argued above, including of R&D in the list of proxies for the expectation  would then be 
unnecessary.

166



value function. Furthermore, an Euler equation argument for the optimal choice of 

'ijj' conditional on a;, A:', and xp , coupled with the additional conditions for Theorem 

3.5 establishes that the optimal knowledge choice i p ' conditional on cj, A:', and r  is 

strictly increasing in k ' . Therefore, the survival probability is strictly increasing 

in k '  conditional on u j  and r  so equations (3.8) and (3.9) should be asymptotically 

equivalent as in the previous chapter.

3.4 P roduction  function  estim ates

3.4 .1  D a ta  and sp ecifica tion  d eta ils

We estimate these specifications for the four 3-digit SIC industries "Pharmaceu­

ticals (SIC 283)", "Computer Hardware (SIC 357)", "Telecommunications Equip­

ment (SIC 366)", and "Computer Software (SIC 737)" using the dataset of the 

previous chapter. The data covers firms listed on North American stock markets 

over the years 1980 to 2001 and is constructed from the COMPUSTAT database."^

The nonparametric functions in the estimation equations (3.5), (3.8), and (3.9) 

are approximated by polynomial series expansions. For the stage one estimation of 

equation (3.5), the nonparametric function cpQ  is approximated by a fourth order 

polynomial in capital, investment, R&D, and time. Allowing time to enter this 

function accounts for changes in the economic environment over time leading to 

changes in the investment policy function. To control for the expected productivity 

conditional on survival, the second stage of the estimation procedure uses a third 

order polynomial expansion in the lagged productivity estimate, lagged R&D and 

either the current capital stock or lagged survival probability depending on whether 

equation (3.8) or (3.9) is estimated. The survival probability in equation (3.9) is 

estimated using a probit regression with a third order polynomials series expansion 

in capital, investment, R&D, and time. In both stages of the estimation we use 

a least squares approach to obtain estimates. The productivity estimate entering 

the nonparametric function of the second stage is, by equation (3.5), the stage one

'^See Section 2.4 and A ppendix A 2.2 of the previous chapter for a description of the data, 
summary statistics, and details o f th e data construction.
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estimate of the function 0() minus the capital contribution (which is a function of 

the capital coefficient).

We obtain standard errors by bootstrapping using 200 repetitions. We treat the 

firm as the unit of observations giving each firm equal probability to be selected. 

A particular bootstrap sample is considered complete when its number of firm 

year observations is equal to or just exceeds the number of observations in the 

original sample. We use the same bootstrap samples across specifications which 

enables us to generate distributions for the differences of parameter estimates across 

specifications.

3 .4 .2  E stim ation  resu lts

Table 3.1 reports regression results for each of the four industries (panel a to d). 

For comparison, the first three columns in each panel repeat the estimation results 

for the model without unobserved knowledge of the previous chapter. Column 

"o" gives simple OLS estimates, colunm ”k" corresponds to the fully nonlinear 

specification of the previous chapter using capital in stage two (equation (2.18)), 

and column "p" presents the (asymptotically equivalent) Olley-Pakes estimates 

using the survival probability (equation (2.17)). The last two colunms present 

estimates for the specifications for the model with unobserved knowledge state in 

this chapter. Colunm "kr" corresponds to stage two equation (3.8) using the 

lagged productivity estimate, current capital, and lagged R&D as arguments of the 

nonparametric function, while colunm "pr" uses the lagged survival probability 

estimate instead of current capital corresponding to stage two equation (3.9).

In the last chapter, we discussed that the OLS estimate of the labour coeffi­

cient is expected to be biased upwards due to the positive correlation of labour 

with productivity. Indeed, the labour coefficient estimated for the model of the 

previous chapter is lower than the OLS estimate in each industry. This is still 

true in the model with unobserved knowledge of this chapter. However, it is inter­

esting to note that in all industries except "Computers", the labour estimates for 

the model with unobserved knowledge capital lies between the OLS estimate and 

the estimate of the previous chapter. This implies that the OLS bias may be less 

serious than suggested by the results of the last chapter if the true model includes
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Table 3.1: Production function estimates with unobserved knowledge

a. Pharmaceuticals (SIC 283)

Dep. Var: OLS No knowledge cap. Knowledge capital
Stage 2 variables in acdition to lagged omega:

Value Added Capital L.Prob Capital L.Prob
L.R&D L.R&D

o k P kr pr

Labour 0.748 0.687 0.687 0.701 0.701
SE 0.041 0.044 0.044 0.039 0.039

Capital 0.388 0.304 0.378 0.299 0.277
SE 0.038 0.114 0.073 0.134 0.065

# obs 3932 3269 3269 3009 3009
# firms 461 461 461 434 434
RSS 456.7 316.0 316.8 284.9 285.1

b. Computer Hardware (SIC 357)

Dep. Var: 

Value Added

OLS

o

No knowledge cap.
Stage 2 variables in ac 

Capital L.Prob

k p

Knowledge capital 
Idition to lagged omega: 

Capital L.Prob 
L.R&D L.R&D 

kr pr

Labour 0.973 0.833 0.833 0.810 0.810
SE 0.037 0.043 0.043 0.044 0.044

Capital 0.067 0.206 0.291 0.142 0.365
SE 0.035 0.076 0.097 0.057 0.139

# obs 2210 1866 1866 1816 1816
# firms 253 253 253 244 244
RSS 186.9 139.4 138.5 123.2 122.7

Numbers below coefficients are standard errors of the coefficients across 
200 bootstrapped samples from the production function estimation.
All specifications other than OLS are labelled according to the variables 
included in stage 2 of the estimation procedure.
Specifications "k" and "p" for the model without knowledge capital use a 
polynomial expansion in investment, capital, and time of order 5 to proxy 
for productivity in stage 1.
Specifications "kr" and "pr" for the model with knowledge capital use a 
polynomial expansion in investment, capital, R&D, and time of order 4 to 
proxy for productivity in stage 1.
In all cases a 3rd order polynomial expansion is used in stage 2.
The OLS specification also includes a 5th order polynomial in time to 
control for time effects. Including time dummies yields very similar results.
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c. Telecom Equipment (SIC 366)

Dep. Var: OLS No knowledge cap. Knowledge capital
Stage 2 variables in ac dition to lagged omega:

Value Added Capital L.Prob Capital L.Prob
L.R&D L.R&D

o k P kr pr

Labour 0.826 0.688 0.688 0.701 0.701
SE 0.038 0.038 0.038 0.036 0.036

Capital 0.279 0.327 0.410 0.205 0.276
SE 0.034 0.078 0.062 0.062 0.073

# obs 2443 2094 2094 1960 1960
# firms 259 259 259 253 253
RSS 203.0 158.0 156.6 134.6 134.1

d. Software (SIC 737)

Dep. Var: OLS No knowledge cap. Knowledge capital
Stage 2 variables in addition to lagged omega:

Value Added Capital L.Prob Capital L.Prob
L.R&D L.R&D

0 k P kr pr

Labour 0.775 0.684 0.684 0.727 0.727
SE 0.031 0.037 0.037 0.035 0.035

Capital 0.380 0.463 0.432 0.385 0.376
SE 0.026 0.057 0.036 0.069 0.063

# obs 4526 3647 3647 3021 3021
# firms 693 693 693 622 622
RSS 387.5 239.1 238.8 180.3 181.1

Numbers below coefficients are standard errors of the coefficients across 
200 bootstrapped samples from the production function estimation.
All specifications other than OLS are labelled according to the variables 
included in stage 2 of the estimation procedure.
Specifications "k" and "p" for the model without knowledge capital use a 
polynomial expansion in investment, capital, and time of order 5 to proxy 
for productivity in stage 1.
Specifications "kr" and "pr" for the model with knowledge capital use a 
polynomial expansion in investment, capital, R&D, and time of order 4 to 
proxy for productivity in stage 1.
In all cases a 3rd order polynomial expansion is used in stage 2.
The OLS specification also includes a 5th order polynomial in time to 
control for time effects. Including time dummies yields very similar results.
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a knowledge state. Panel b of table 3.2 gives an indication of the significance of 

the differences. The numbers in the table report the fraction of cases in the 200 

bootstrap samples plus one original sample in which the difference of the coeffi­

cients of the two specifications that are compared is positive. "OLS" refers to the 

OLS estimate, "No Kn." to the R&D model of the last chapter without knowledge 

capital and "Knowl." refers to the model with an unobserved knowledge state in 

this chapter. While the OLS labour coefficient is significantly higher than the es­

timates of the previous chapter in all industries, the difference for the estimates of 

this chapter is only significant for "Computer Hardware" and "Telecommunication 

Equipment". The comparison between the estimates of this and the last chapter 

shows that statistically, the labour coefficients are indistinguishable, with the ex­

ception of "Software", where the labour coefficient of this chapter is significantly 

higher than that of the last.

With respect to the estimates of the capital coefficient, the two (asymptoti­

cally equivalent) specifications of this chapter produce fairly similar estimates for 

"Pharmaceuticals" and for "Software", while specification "pr" seems to produce 

higher capital estimates than specification "kr" for "Computers" and "Telecom 

Equipment" (Table 3.1). Panel a of table 3.2 however reveals that this difference 

is statistically significant for "Computers" only.

Compared to the OLS estimates, the capital estimates of specification "kr" are 

statistically indistinguishable, even though the point estimates for "Pharmaceu­

ticals" and "Telecom Equipment" of specification "kr" are lower than the OLS 

estimates. In contrast, the capital estimates of specification "pr" are significantly 

lower than the OLS estimate for "Pharmaceuticals" and significantly higher than 

OLS for "Computers".

Compared to the two specifications of the previous chapter, specification "kr" 

for the model with a knowledge state produces significantly lower estimates in the 

industries "Computers" and "Telecom Equipment". The estimates of specification 

"pr" are statistically indistinguishable from the estimates of the previous chapter.

In summary, it seems that while the estimated labour coefficients for the model 

with unobserved knowledge tend to lie between those of the model of the previ­

ous chapter and the OLS estimates, no obvious systematic pattern emerges for
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Table 3.2: Differences in coefficient estimates with unobserved knowledge 

a. Capital coefficient

SiC 283 357 366 737

kr > pr 0.512 0.075 0.129 0.463
kr > 0 0.134 0.816 0.174 0.473
kr > k 0.478 0.030 0.050 0.134
kr > p 0.294 0.000 0.025 0.189

pr > 0 0.040 0.940 0.552 0.502
pr > k 0.542 0.871 0.398 0.100
pr> p 0.289 0.692 0.129 0.189

0 > k 0.896 0.025 0.313 0.090
0 > p 0.816 0.000 0.075 0.045

k > p 0.264 0.095 0.199 0.637

b. Labour coefficient

SiC 283 357 366 737

OLS > No kn. 0.995 1.000 1.000 1.000
OLS > Knowi 0.851 1.000 1.000 0.896
No kn.>Knowi. 0.294 0.796 0.244 0.060

Each row of the table gives a comparison of the capital 
coefficient for two specifications. The number in each cell 
reports the percentage of cases across the 201 samples 

(one original sample + 200 bootstrapped samples) in which 
the capital coefficient in the first specification exceeds 
that of the second specification.
E.g. the first entry for row "kr>pr" implies that in 51.2% of the 
samples for Pharmaceuticals, the estimate of the capital 
coefficient in pecification "kr" exceeds that in specification "pr". 
In panel b, "No kn." stands for the model without knowledge 
capital and "Knowl." for the model with knowledge capital.
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the estimates of the capital coefficients and the differences are for the most part 

statistically insignificant.

3 .4 .3  S pecifica tion  te s ts

We now turn to test whether the model of this chapter is appropriate for the 

industries under study. The logic for the test is the same as in Olley & Pakes (1996) 

and in the previous chapter. If the investment and R&D are sufficient to proxy for 

the unobserved state variables and the model is specified correctly, then including 

lagged values of the observed labour and capital inputs linearly in the second 

stage of the estimation should not affect the estimation results and the coefficient 

estimates for these variables should be zero. Table 3.3 reports the results from 

these regressions. The table shows that lagged labour has a significantly negative 

coefficient in all industries except "Pharmaceuticals ". Therefore, we conclude

that the model is rejected for the industries "Computers", "Telecommunications 

Equipment" and "Software".

Allowing for an unobserved knowledge state by including R&D in the list of 

proxies does hence not improve on the model rejections of the previous chapter. 

In fact, for "Telecommunications Equipment" specification "p" of the previous 

chapter was accepted, while none of the two specifications of this chapter is. This 

is surprising, as the model of this chapter is more general than that of the previous 

chapter.

On the other hand, the results of the previous chapter show that when R&D is 

included in the second stage as a proxy (but not in stage one), the resulting capital 

estimates are unreasonable low. This may be an indication, that R&D is in fact 

proxying for unobserved knowledge capital as proposed in this chapter and that it 

should enter stage 1 of the estimation.

It is also interesting to note, that the model rejections are due to a significant 

coefficient on lagged labour. This suggest that maybe labour is not a completely 

variable factor (for example due to adjustment costs of the labour force) but should 

be treated as a state variable in the model.^

^Conceptionally, including a labour state in the m odel is straightforward as the m onotonicity  
results would not be substantially affected. B oth  coefficients would then have to  be estim ated
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Table 3.3: Specification tests for the model with unobserved knowledge

a. Pharmaceuticals (SIC 283)

Dep. Var:
Value Added

pr pr kr

Labour 0.701 0.701 0.701
SE 0.039 0.039 0.039

Capital 0.287 0.288 0.300
SE 0.070 0.071 0.133

L.Labour -0.014 -0.025
SE 0.018 0.023

fraction>0 0.418 0.274

L.Capital -0.019
SE 0.023

fraction>0 0.388

Numbers below coefficients are standard errors from 200 
bootstrap sample sand the percentage of cases with 
positive coefficients

b. Computers (SIC 357)

Dep. Var: 
Value Added

pr pr kr

Labour 0.810 0.810 0.810
SE 0.044 0.044 0.044

Capital 0.365 0.413 0.163
SE 876.946 0.149 0.059

L.Labour -0.104 -0.113
SE 0.033 0.022

fraction>0 0.000 0.000

L.Capital -0.047
SE 433654.5

fraction>0 0.065

Numbers below coefficients are standard errors from 200 
bootstrap sample sand the percentage of cases with 
positive coefficients
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c. Telecom Eqmt (SIC 366)

Dep. Var:
Value Added

pr pr kr

Labour 0.701 0.701 0.701
SE 0.036 0.036 0.036

Capital 0.298 0.341 0.199
SE 0.082 0.087 0.063

L.Labour -0.042 -0.070
SE 0.018 0.019

fraction>0 0.005 0.000

L.Capital -0.013
SE 0.020

fraction>0 0.234

Numbers below coefficients are standard errors from 200 
bootstrap sample sand the percentage of cases with 
positive coefficients

d. Software (SIC 737)

Dep. Var: 
Value Added

pr pr kr

Labour 0.727 0.727 0.727
SE 0.035 0.035 0.035

Capital 0.387 0.487 0.384
SE 0.060 0.064 0.070

L.Labour -0.094 -0.134
SE 0.024 0.024

fraction>0 0.000 0.000

L.Capital -0.022
SE 0.015

fraction>0 0.109

Numbers below coefficients are standard errors from 200 
bootstrap sample sand the percentage of cases with 
positive coefficients
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off the index restrictions of the nonparam etric functionl in stage two which could be done in a 
GMM framework similar to the one in Levinsohn & Petrin (2003) for the no selection, no R&D, 
no knowledge capital case.
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3.5 K now ledge, R & D , and th e  future productiv­

ity  d istribution

The productivity estimates of the previous section can now be used to analyse the 

effect of current productivity, R&D, and knowledge capital on the distribution of 

next period’s productivity. Knowledge capital is, of course, an unobserved state 

variable so it has to be estimated first. To do so, note that the distribution 

of future productivity is, according to the assumptions of our model, first order 

stochastically increasing in the unobserved future knowledge state. So any statistic 

of this distribution that increases as the distribution increases in the FOSD sense,

e.g. the mean of the distribution, is a sufficient statistic for next period’s knowledge, 

as the knowledge state must be a strictly monotone transformation of this statistic.

Moreover, the invertibility result of Theorem 3.3 together with the policy func­

tion (3.4) imply that next period’s knowledge state is a function of the current 

capital stock, investment and R&D. The difficulty in estimating the knowledge 

stock on the basis of the productivity distribution lies in the selection problem, 

as the productivity distribution conditional on survival not only depends on the 

knowledge state, but also on the exit threshold. For reasons of simplicity, we will 

ignore this issue in this section.

Therefore, if we are willing to abstract from selection issues, we can obtain an 

estimate of the current knowledge state by nonparametrically regressing current 

productivity on lagged capital, lagged investment, and lagged R&D.® We use OLS 

with a third order polynomial expansion for this regression. The prediction from 

this regression is a sufficient statistic for the unobserved knowledge state which we 

use in subsequent regressions.

Table 3.4 presents the results of OLS and quantile regressions of future produc­

tivity on current productivity w, knowledge and log R&D for each industry and 

using the productivity estimates from each of the specifications "kr" and "pr" of 

the previous section. The regressions are clearly simplistic in that they specify a 

simple linear functional form. Standard errors are based on the same 200 boot-

®As in the previous chapter, we remove tim e effects from the productivity estim ates by using  
deviations from the sales weighted industry-year means.
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strap samples as in the previous section and both the productivity estimates and 

the knowledge capital are re-estimated for each bootstrap sample thereby taking 

into account the variance in these estimates across samples.

Let us first examine the first order stochastic dominance assumption of the the­

oretical model. For "Pharmaceuticals" and "Telecom Equipment", the stochastic 

dominance assumptions seem to be satisfied, as the coefficients for productivity, 

knowledge, and R&D on all the quantiles are positive with some significantly so. 

On the other hand, the assumption seems to be rejected for "Computers" and 

"Software". This is the same result as for the model without knowledge capital.

With respect to the effect of R&D on the distribution, the results of the model 

without knowledge capital from the previous chapter also seem relatively robust. 

For "Pharmaceuticals", a crude estimate of the short run elasticity of productiv­

ity with respect to R&D is around .016 (respectively .17 for specification "pr") 

whereas it is about between .028 and .036 for "Telecom Equipment". In the model 

without knowledge capital, these estimates are around .02 for "Pharmaceuticals" 

and between .007 and .04 for "Telecom Equipment" (Tables 2.9 and 2.11). The 

estimates with knowledge are significant as Table 3.5 reveals. For "Computers" 

and "Software" the point estimates are negative but insignificant, confirming the 

rejection of the model for these industries.

Of key interest for the model of this chapter is, however, the quantitative impor­

tance of the effect of the knowledge state ip  on the future productivity distribution 

relative to the current productivity state u j . For "Pharmaceuticals" the coefficient 

on knowledge in the OLS regressions is of similar quantitative importance than the 

current productivity realisation (around .4 for knowledge and around .5 for pro­

ductivity). Moreover, the effect of knowledge on the mean and on all the quantiles 

is highly significant (Table 3.6). This suggests that knowledge capital is of quan­

titative importance in this industry. As knowledge capital allows, to some extent, 

for lagged effects of R&D on productivity, this is in line with the prior, that there 

are typically long lags in the Pharmaceutical industry between the innovation of a 

new drug and bringing it to the market.

On the other hand, for "Computers", "Telecom Equipment", and "Software" 

the effect of knowledge capital seems to be much weaker. Point estimates are very
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T able 3.4: Quantile regressions on the conditional productivity distribution for
the model with unobserved knowledge

Dependent variable: Omega(t+1)

a. Pharmaceuticals (SIC 283)

Specification "kr" Specification "pr"

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.486
0.091

0.674
0.110

0.733
0.099

0.740
0.088

0.501
0.062

0.707
0.079

0.760
0.071

0.744
0.070

Knowledge
SE

0.402
0.087

0.258
0.090

0.164
0.092

0.101
0.100

0.392
0.065

0.235
0.072

0.141
0.070

0.099
0.077

Log_R&D
SE

0.016
0.009

0.018
0.007

0.017
0.009

0.013
0.014

0.017
0.006

0.018
0.006

0.018
0.006

0.016
0.010

const
SE

-0.137
0.078

-0.176
0.064

-0.143
0.075

-0.100
0.123

-0.148
0.053

-0.174
0.055

-0.154
0.055

-0.127
0.085

pseudo R^2 
# obs

0.771
2494

0.612
2494

0.660 0.661 0.809
2494

0.641
2494

0.690 0.696

b. Computer Hardware (SIC 357)

Specification "kr" Specification "pr"

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.879
0.061

0.884
0.063

0.917
0.061

0.911
0.072

0.759
0.089

0.763
0.099

0.795
0.090

0.786
0.091

Knowledge
SE

-0.006
0.068

-0.036
0.084

-0.009
0.069

0.020
0.079

0.111
0.113

0.056
0.118

0.082
0.103

0.166
0.106

Log_R&D
SE

-0.001
0.005

-0.001
0.008

-0.002
0.005

-0.004
0.006

-0.020
0.009

-0.024
0.013

-0.022
0.010

-0.012
0.008

const
SE

-0.026
0.036

-0.079
0.062

-0.012
0.041

0.051
0.046

0.146
0.077

0.127
0.107

0.158
0.083

0.128
0.066

pseudo R^2 
# obs

0.703
1528

0.483
1528

0.498 0.472 0.808
1528

0.604
1528

0.600 0.563

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped samples from the production function estimation.
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Dependent variable: Omega(t+1) 

c. Telecom Equipment (SIC 366)

Specification "kr" Specification "pr"

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.714
0.087

0.781
0.090

0.776
0.078

0.674
0.091

0.681
0.086

0.752
0.088

0.729
0.078

0.649
0.085

Knowledge
SE

0.103
0.096

0.035
0.094

0.101
0.077

0.145
0.112

0.114
0.106

-0.029
0.091

0.070
0.082

0.232
0.112

Log_R&D
SE

0.036
0.012

0.037
0.015

0.027
0.010

0.037
0.016

0.028
0.010

0.037
0.014

0.028
0.011

0.020
0.015

const
SE

-0.308
0.103

-0.370
0.124

-0.226
0.088

-0.259
0.136

-0.235
0.090

-0.368
0.122

-0.239
0.096

-0.108
0.121

pseudo R^2 
# obs

0.820
1670

0.577
1670

0.601 0.615 0.740
1670

0.496
1670

0.529 0.539

d. Software (SIC 737)

Specification "kr" Specification "pr"

F.Omega OLS
0.25

Quantile
0.5 0.75

OLS
0.25

Quantile
0.5 0.75

Omega
SE

0.776
0.083

0.788
0.097

0.862
0.090

0.869
0.082

0.781
0.081

0.796
0.096

0.868
0.088

0.873
0.080

Knowledge
SE

0.120
0.105

0.073
0.131

0.035
0.096

0.071
0.085

0.150
0.081

0.108
0.139

0.040
0.100

0.075
0.085

Log_R&D
SE

-0.003
0.012

0.004
0.012

0.000
0.009

-0.005
0.009

-0.004
0.008

0.004
0.011

0.002
0.008

-0.005
0.008

const
SE

-0.002
0.093

-0.091
0.090

-0.027
0.069

0.048
0.067

0.003
0.057

-0.088
0.083

-0.035
0.057

0.048
0.058

pseudo R^2 
# obs

0.666
2334

0.451
2334

0.524 0.528 0.674
2334

0.462
2334

0.530 0.532

Numbers below coefficients are standard errors of the coefficients across
200 bootstrapped samples from the production function estimation.
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T able 3.5: Significance of the effect of R&D on the productivity distribution

a. Specification 

R&D

"kr " - 

SIC

R&D

OLS
0.25

Quantile
0.5 0.75

Pharmaceut. 283 0.988 0.995 0.978 0.913
Computers 357 0.634 0.709 0.644 0.595
Telecom Eqmt 366 0.995 0.983 0.993 0.968
Software 737 0.607 0.756 0.706 0.582

b. Specification "pr" -R&D

R&D SIC OLS Quantile
0.25 0.5 0.75

Pharmaceut. 283 1.000 1.000 1.000 0.968
Computers 357 0.540 0.577 0.540 0.532
Telecom Eqmt 366 0.985 0.985 0.990 0.900
Software 737 0.602 0.734 0.704 0.580

The number in each cell reports the percentage of cases across the 
201 samples (one original sample + 200 bootstrapped samples) with 
a positive coefficient on R&D

Table 3.6: Significance of the effect of Knowledge on the productivity distribution

a. Specification "kr"" Knowledge capital

Psi SIC OLS Quantile
0.25 0.5 0.75

Pharmaceut. 283 1.000 0.993 0.973 0.955
Computers 357 0.900 0.856 0.886 0.878
Telecom Eqmt 366 0.975 0.846 0.943 0.985
Software 737 0.960 0.930 0.903 0.925

b. Specification ""pr" - Knowledge capital

Psi SIC OLS Quantile
0.25 0.5 0.75

Pharmaceut. 283 1.000 1.000 1.000 0.993
Computers 357 0.948 0.861 0.920 0.955
Telecom Eqmt 366 0.978 0.803 0.948 0.990
Software 737 0.963 0.930 0.910 0.928

The number in each cell reports the percentage of cases across the 
201 samples (one original sample + 200 bootstrapped samples) with 
a positive coefficient on Psi
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close to zero in "Computers" and around .15 in "Telecom Equipment" and "Soft­

ware" (compared to coefficients on productivity that are well above .7). While 

these coefficients are still significant, these results suggest that lagged effects of 

R&D on productivity through knowledge are quantitatively relatively less impor­

tant than in "Pharmaceuticals" and that the simple view of the purely stochastic 

accumulation of R&D into productivity of the previous chapter may not be a bad 

assumption for these industries -  at least for "Telecom Equipment" for which we 

accepted the model of the previous chapter in the specification tests.
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3.6 C onclusion

This chapter introduces unobserved knowledge capital into the empirical framework 

of the previous chapter. This is an important extension, as it allows us to reconcile 

two extreme views on the accumulation of R&D in the literature. Moreover, it 

also allows for the possibility of lagged effects of R&D on productivity through 

unobserved knowledge. Methodologically, we show that the invertibility approach 

by Olley & Pakes (1996) can still be applied to this model with two unobserved 

states and that, under certain assumptions, observed R&D investments can serve 

as an additional proxy for the second state variable in the estimation.

For the industries in our study, the production function estimates seem to sug­

gest that the OLS biases in the labour coefficient are somewhat less severe as 

suggested by the Olley & Pakes (1996) approach for the model without unobserved 

knowledge. However, the change in the parameter estimates due to the introduc­

tion of unobserved knowledge is moderate and for the most part insignificant.

The results on the short run elasticity of productivity with respect to R&D are 

very similar to that of the model without knowledge. Therefore, the empirical 

results of the previous chapter are for the most part robust to the introduction of 

unobserved knowledge.

Interestingly, the effect of knowledge capital on future productivity is most 

pronounced for "Pharmaceuticals". As knowledge capital captures the effect of 

lags in the R&D process, this is very plausible as there are typically long time-lags 

between the innovation of a new drug and the time when it becomes available on 

the market (i.e. when they result in a payoff).

Unfortunately, the model is rejected for the three industries "Computer Hard­

ware", "Telecommunications Equipment" and "Software". For these industries, 

using investment and R&D as joint proxies does not seem to be sufficient to capture 

unobserved productivity and knowledge differences across firms.
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C onclusion

The most striking empirical observation of this thesis is the "negative tail" of small 

loss-making firms in the cross sectional prohts-size distribution (Figure 1-1) and 

the fact that this tail is significantly stronger in high R&D industries than in low 

R&D industries. Since the cross sectional distribution is, of course, an endogenous 

outcome of the underlying dynamics, this thesis analyses different complementary 

dynamic models of firm profitability, growth, and exit.

Chapter 1 first documents the empirical regularities in the cross sectional profits- 

size distribution and the intra-distribution dynamics, and the variation across in­

dustries. The fact that the negative tail of small-loss making firms is systematically 

stronger in high R&D industries than in low R&D industries suggests that there 

are two strong underlying mechanisms at work that are common across industries: 

a real option effect explaining the presence of small, highly unprofitable firms in 

the distribution; and a diversification effect which explains why very few large firms 

are unprofitable.

The chapter the proposes a simple stochastic reduced form model for firm dy­

namics that combines these two effects. In this model, firms consist of independent 

businesses of the same size that arrive randomly over time and whose profit flows 

evolve stochastically. The only decisions by the firms are decisions to optimally 

shut down businesses taking into account the option value of a loss-making busi­

ness.

This model can generate the qualitative features of the profits-size distribution 

and the variation across high and low R&D industries by varying the variance in 

the underlying stochastic process. However, the scale of the size dimension in 

the model which is simply the count of active businesses of a firm does not agree
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with that in the empirical analysis where size is measured on a logarithmic scale.

In this respect, the model is clearly not completely satisfactory. One potential 

research trajectory to address this would be to allow for individual businesses to 

be of different size and/or have different growth rates.

The model also fails to reproduce the most interesting stylized facts about 

intra-distribution dynamics. In particular, it does not generate the empirical 

observation that small unprofitable firms in high R&D industries are more likely 

to remain unprofitable than firms in low R&D industries. Given the simplicity of "  

the model and its reduced form nature, this is perhaps not surprising. Industry 

dynamics are certainly more complex than the simple model which abstracts from 

many firm decisions such as investments in physical capital and R&D. Modelling 

these firm decisions and estimating underlying stochastic processes driving them is 

a challenging task which the second part of the thesis addresses.

However, we believe that despite its failures, the fact that the simple model 

generates the qualitative differences in the profits-size distributions between high 

and low R&D industries by varying the riskiness of the economic environment is a 

strong indication the empirical features are due to a combination of a real option 

and a diversification effect.

The second part of the thesis considers a much richer structural model for 

hrm dynamics. This model abstracts from the diversification effect, but explicitly 

models firms investment decisions in physical capital and in R&D. In this part, the 

focus of the thesis lies on developing techniques for the estimation of the central 

stochastic primitive in the recent theoretical literature of firm dynamics that drives 

the dynamics of firm profitability, growth, and exit; The distribution of future 

productivity conditional on the current state and on R&D investments.

Since productivity is typically an unobserved state variable in these models, 

estimation of the conditional productivity distribution requires techniques that 

recover this unobserved state variable from observed variables. To do so, we 

follow the invertibility approach originally proposed by Olley & Pakes (1996). This 

approach is based on the idea that if the investment policy function of the model 

is strictly monotonie in productivity, there is a unique mapping from the observed 

states and the observed investment choices into productivity. This allows to control
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for unobserved productivity semiparametrically in the estimation of production 

functions. This estimation also produces estimates of the unobserved productivity 

state which can the be used to analyse the conditional productivity distribution.

Chapter 2 introduces R&D into the model of Olley & Pakes (1996) and proves 

that the investment policy function for physical capital satisfies the monotonicity 

property. While the presence of R&D requires the researcher to control for ex­

pected productivity conditional on past R&D, the original Olley-Pakes estimation 

equation indirectly takes account of this by including the survival probability in the 

estimation. The chapter also presents an alternative estimation equation which 

directly addresses this issue and which transforms the second stage estimation into 

a fully nonlinear multiple index model. The productivity estimates from the pro­

duction function estimation are then used to test the model, and to estimate the 

conditional productivity distribution and the short run returns to R&D.

Chapter 3 takes one step further in that it introduces a second unobserved 

state variable in the model, an unobserved knowledge state. This reconciles the 

Griliches-type accumulation of R&D into knowledge capital and the stochastic 

accumulation of R&D into productivity a la Ericson-Pakes. It also controls to 

some extent for the effect of lags in the R&D process. Methodologically, the 

chapter shows that the invertibility approach can still be applied in the presence of 

two unobserved state variables, provided R&D is included in the list of productivity 

proxies. ^  "Y ^

Empirically the models are rejected for the Computer Hardware and Software 

industries and accepted for Pharmaceuticals. For Telecom Equipment the model 

of Chapter 2 is accepted but that of Chapter 3 is rejected. The chapters find short 

run elasticities of productivity with respect to R&D in the order of 2-3%. Further­

more, results indicate that allowing for lagged effects of R&D through knowledge 

is potentially important for Pharmaceuticals which confirms the prior of long lags 

in the R&D process for this industry.

The advantage of the semiparametric approach in the second part is that it 

is relatively easy to implement and computationally not very intensive. It also 

does not require functional form assumption for the productivity distribution or 

for other primitives of the model. Instead, all it requires are assumption on
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certain properties of primitives coupled with a functional form assumption for the 

production function. The semiparametric analysis and techniques of this part 

could be developed further along several dimensions.

First, to address the rejection of the model for the Computer and Software 

industries, labour could be included as a state variable in the model. If there 

are adjustment costs to labour such as hiring and firing costs, labour would indeed 

cease to be a completely variable factor of production and become a state. Concep- 

tionally, including an observed labour state is straightforward and the monotonicity 

results would not be substantially affected. Empirically however, one would have 

to identify both the capital and the labour coefficient from the index restrictions in 

the second stage of the estimation while simultaneously controlling for R&D and 

selection. This places a much higher burden on the data.

Second, the fully nonlinear version of the stage two estimation equation lends 

itself to an alternative interpretation. It is essentially a nonparametric regression 

of future output on the current state coupled with index restriction to identify 

the coefficients of interest. One could also regress the future reahsation of any 

other variable (such as labour, investment, capital, or R&D) on the state without 

introducing any additional assumptions in the model. This would lead to addi­

tional estimation equations in stage two which would improve the efficiency of the 

estimation procedure.

Third, the estimates generated by the semiparametric approach could be used 

to answer a range of additional questions. For example the knowledge capital es­

timates could serve to analyse the accumulation of knowledge through past knowl­

edge, productivity, and R&D. This would shed light on an additional primitive of 

the dynamic model, the R&D function. One could also examine the depreciation 

of knowledge over time.

Finally, the most interesting question is whether the models of Chapters 2 and 

3 can generate the empirical regularities documented in Chapter 1 -  particularly 

the negative tail in the profits-size distribution -  and, if so, whether they do better 

than the simple model of Chapter 1. The analysis in the second part of the thesis 

provides only a first step in this direction.

This is because of the semiparametric nature of the approach. While simple
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and computationally not very intensive, this approach falls short of estimating all 

the primitives of the dynamic model. To generate dynamics, however, a solution to 

the fully specified dynamic model is required. First, all its primitives would have 

to be specified and estimated. Then, one could solve the model numerically and 

use the generated policy functions to simulate dynamics. Finally, these simulations 

could be used to analyse the implied profits-size distribution.

Such an estimation could, for example, be implemented using a nested fixed 

point approach which solves the fully specified model numerically for each value of 

the parameter vector and maximises the fit of the model over the entire parameter 

vector. It is important to note that the invertibility results of Chapters 2 and 3 

could still play a central role in such an approach as they provide a basis to control 

for unobserved state variables regardless of the estimation approach. However, 

a nested fixed point estimation is computationally very demanding and is beyond 

the scope of this thesis.
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A p p en d ix

A p p en d ix  to  C hapter 1 

A l . l  D a ta

The dataset is constructed from Standard and Poor’s COMPUSTAT database on 

active and inactive ("research") companies over the period 1990 - 2002. The vari­

ables employed in this study are "Operating Income Before Depreciation" (CS data 

item A13 -  OIBDP) for profits, the book value of "Total Assets" (CS data item 

A6 -  AT), the firms’ sales revenue (CS data item A12 -  SALE), the number of 

employees (CS data item A29 -  EMP), "Research and Development Expenditure" 

(CS data item A49 -  XRD), and the firms "Advertising Expense" (CS data item 

A45 -  XAD). Firms are allocated to industries according to their reported "Pri­

mary SIC code" (CS data item SIC). For firms that exit the dataset (inactive 

companies), the reason of deletion from the database is recorded in CS data item 

DLRSN. Where appropriate, variables are adjusted for inflation using the US GDP 

deflator.

The sample of 42 4-digit SIC industries is selected as follows. For the analysis 

of industry distributions, a certain number firm-year observations for each industry 

is required. First, all firm-year observations with missing profits, sales or asset 

data are deleted. Then the number of firms and firm-year observations in each 

industry is computed and we retain all industries with 50 or more firms and 300 

or more firm years. Finally, industries with names containing "miscellaneous" 

(MISC) or "not elsewhere classified" (NEC) were dropped. This results in the 

sample of 42 industries.
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For each industry, the R&D and advertising intensity is constructed as the 

(inflation adjusted) sum of R&D (resp. advertising) expenditures across firms 

and years divided by the (inflation adjusted) sum of sales across firms and years. 

Missing R&D or advertising data are treated as zeros.^

A 1.2  T h e sim ple B row nian  m otion  m od el

With the state variable l j  being equal to the profit flow, the Bellman equation for 

the value function becomes:

v{uj) =  max{0, wdt +   ̂ ^  ^ ^ E [ v { ü ü  +  du)\ou]}.

When ÜJ follows a Brownian motion with drift rate /i and variance parameter cr,

duj =  fidt +  adz

with dz being the increment of a standard Wiener process, the Bellman equation 

can be rewritten in the continuation region as

v { l j )  =  üüdt +   ̂ ^  ^^E[v{(jü +  dxjü)\uj]

=  c ü d t  +   ------— F/[u(w) +  v ' { u j ^ d w  +  —û (̂w) (dw)^ +  ...)|w]
1 "F p d t  z

— ujdt +  (1 — pdt)[v{uj) +  p,v'[(jj)dt +  ^a ‘̂ v”{u)dt +  ...)].

The second line uses a Taylor expansion and the third uses Ito’s lemma. Re­

arranging, dividing by dt and letting dt ^  0 yields the second order differential 

equation:

—pv{uj) +  pv'{uj) +  icr^u"(cj) =  —V.

To solve this equation, additional conditions are required. These are the the value 

matching and smooth pasting conditions which hold at the optimal stopping point

^In earlier versions, we only used data w ith nonm issing R&D data to construct R&D intensity. 
The qualitative results remained the same.
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w*, and the condition that the marginal value of an increase in the state is bounded: 

v ( c ü * )  =  0; v ' ( o j * )  =  0; 0 < lim v ' ( u )  <  oo.

A particular solution of the differential equation takes the form V p ( c o )  =  C i C 0 - h C 2 .  

Substitution into the differential equation yields — +  C2) +  /xci =  — co, and 

therefore Ci =   ̂ and C2 =  So the particular solution is

V p { ^ ^ )  —  H— »-
P

The complementary function is a solution of the homogenous differential equa­

tion

— p v { ( j j )  4- p L v '{ u j )  +  =  0.

An obvious candidate solution is V c {u j)  =  where substitution into the homoge­

nous differential equation shows that r  has to solve

(—p +  p r  +  =  0.

The roots for this equation are

n  =  ^ ^  Q  -  V/ xj  + 2a^p ^  q

cr̂  cr̂

Therefore the solution for the complementary function takes the general form

Vc{uj) =  Aie":" -f A2e"2".

The general solution is the sum of the complementary solution and the partic­

ular integral:

'u(w) =  Vc(^)  4- Vp(uj) A%e":" +  A2e"^" H— lo 4- 

The constants A% and A2 and the value of u j * are determined by substitution into
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the smooth pasting, value matching and the additional condition above

^1 =  0

^ 2
1 g-rzo

T2P
1 PU -- --- --

T2 P'

Therefore, the general solution is

v { u )  =  -  — +  4
r p  p  p ^

w" =
r  p

with r =  _ / i ± V y ± 2 ^  < 0.

A 1.3  T h e geom etric  B row nian  m otion  m od el

Let the profit function for the model be

7r(wJ =  l - \ - u j i ,

where G (—oo; 0] and where — can be interpreted as a measure of the operating 

costs of the business. Define

c =  — UJi

and let c  follow a geometric Brownian motion with drift rate /i, variance cr̂ , i.e.

dc . ,
— =  p d t  +  a d z  

c

where d z  denotes the increments of a standard Wiener processes { E { d z )  =  0, 

E { d z ‘̂ )  =  d t ) .
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In the continuation region, the Bellman equation (1.2) now becomes

u { c )  =  (1 — c ) d t  +   ̂ ^ ^ ^ ^ E [ u { c  + d c ) \ c ]

=  (1 — c ) d t  4- (l — p d t ^ E \ u  +  v ! d c  4- — u 4~ — |c]

= (1 — c ) d t  4“ (1 — p d t ^ ( u  4“ v ! p c d t  4~ —u 4~ ...)

where u { c )  =  v { — c ) .  The second line uses a Taylor expansion and the last line 

uses Ito’s lemma. Rearranging, dividing by d t  and letting dt —> 0 yields the second 

order partial differential equation corresponding to (1.6):

p u  —  p e u '  —  =  1 — c

The value matching and smooth pasting conditions at the optimal stopping 

point c *  are:

u { c * )  =  0, u'(0) =  0

When c reaches zero, it remains there and the value of the business becomes 

just the annuity value of receiving a unit profit flow each period, hence:

u(0) =  —

A particular solution to the partial differential equation takes the form U p { c )  =  

7iC4-72- Substitution into the differential equation yields p { ' ^ i C - \ - ^ ‘̂  —  p c ^ ^  =  1 —c 

and therefore 7  ̂ =  and 72 =  -̂ So the particular solution is:

, , 1 1
U p [ c )  —------- c 4— .

p - p  p

The complementary function is a solution of the homogenous differential equation

p u  — p e u '  —  ~ ( j ^ ( ? u "  =  0
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An obvious candidate solution is U c { x )  =  so r  has to satisfy

The roots for this equation are:

ri — — 2/i +  y / (cr2 — 2/i)2 +  8cr̂ p̂  >  0,

=  2(72^  (̂7̂  -  2/i -  \/(cr2 -  2/i)2 +  8cr2p  ̂ < 0

Therefore the solution for the complementary function takes the general form

îic(c) =  +  A2C*'̂ .

The general solution for the differential equation is the sum of the complemen­

tary solution and the particular integral:

u(c) =  +  A2c"’̂  -I-----  — c  -f - ,
f i - p  p

where the constants A i  and A2 and the location of the optimal stopping point c* 

still have to be determined. As c goes to zero, the value of the business has to go 

to T  As T2 is negative, this implies that A2 =  0. Knowing this, A i  and c* can 

be determined through substitution into the value matching and smooth pasting 

conditions, which yields the general solution

u{c) -  —--------- ttC ' + ----- C + -
p ( r i - l )  p - p  p

with c* =
p  T i - l

and r i  =  —  2 p +  y / (cr^ -  2 //)^  -f Scr^p^ >  0

This is the solution in the text with u  =  —c, v { i j )  =  u { c ) ,  and w* =  — c * .
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A p p en d ix  to  C hapter 2 

A 2.1  P roofs

L em m a 2.1 T h e  v a l u e  f u n c t i o n  V { u j ^ k )  o f  t h e  m o d e l  i n  e q u a t i o n  ( 2 . 1 )  i s

1 .  b o u n d e d  u n d e r  ( A 0 ) , ( A 1 ) ,

2 .  n o n d e c r e a s i n g  i n  p r o d u c t i v i t y  u  a n d  k  u n d e r  ( A 0 ) , ( A 2 ) ,

3 .  u n i q u e  u n d e r  ( A 0 ) , ( A 1 ) ,  a n d

4 . s u p e r m o d u l a r  u n d e r  ( A O )  t o  ( A 3 ) .

P r o o f .  1 .  B o u n d e d n e s s :  T h e  b o u n d e d n e s s  o f  t h e  p r o f i t  f u n c t i o n  a n d  t h e  i n ­

v e s t m e n t  c o s t  a n d  t h e  n o n n e g a t i v i t y  o f  R & D  e x p e n d i t u r e  e n s u r e  t h a t  t h e  o n e  p e r i o d  

r e t u r n s  a r e  b o u n d e d  f r o m  a b o v e .  T h e  f a c t  t h a t  ^  <  1 t h e n  i m p l i e s  t h a t  t h e  e x p e c t e d  

n e t  p r e s e n t  v a l u e  o f  f u t u r e  o n e  p e r i o d  r e t u r n s  i s  b o u n d e d  a b o v e .  F u r t h e r m o r e ,  0  

p u t s  a  l o w e r  b o u n d  o n  t h e  v a l u e  f u n c t i o n  s o  t h a t  V { u j , k )  i s  b o u n d e d .

2 .  N o n d e c r e a s i n g :  S i n c e  7 v { ü j , k )  i s  i n c r e a s i n g  a n d  r ^ i f ' , u j )  d e c r e a s i n g  i n  u j  

( a n d  t h e  e x p e c t a t i o n  t e r m  i n d e p e n d e n t  o f  u j ) ,  t h e  v a l u e  f u n c t i o n  c o n d i t i o n a l  o n  

c o n t i n u a t i o n

V s { u j , k )  =  sup 7T{ u j , k )  —  c ( k ' , k )  —  r { i f ' , u j )  ^  J  V { u j ' , k ' ) d F { u j ' \ T p ' )

i s  n o n d e c r e a s i n g  i n  u j . H e n c e  V ( u j ,  k )  =  max[0, V s { u j , A;)] i s  n o n d e c r e a s i n g  i n  u j . 

T h e  a r g u m e n t  f o r  m o n o t o n i c i t y  i n  k  d e p e n d s  o n  t h e  a s s u m p t i o n  o n  c { k ' , k ) .  I f  

c { k ' ,  k )  i s  d e c r e a s i n g  i n  k ,  t h e  s a m e  a r g u m e n t  a s  f o r  t h e  m o n o t o n i c i t y  i n  u j  a p p l i e s  

a s  i n  t h i s  c a s e  7t { u j , k )  —  c { k ' ,  k )  i s  i n c r e a s i n g  i n  k  f o r  e v e r y  k '  a n d  h e n c e  V ( u ,  k )  

i s  i n c r e a s i n g  i n  k .

U n d e r  t h e  a l t e r n a t i v e  a s s u m p t i o n  t h a t  c { k ' , k )  h a s  a  m i n i m u m  f o r  e a c h  k  a n d  t h a t  

miufc/ c { k ' ,  k )  i s  n o n i n c r e a s i n g  i n  k  w i t h  k * { k )  =  argmiufc/ c { k ' ,  k )  <  k ,  w e  h a v e  t o  

f o l l o w  a  d i f f e r e n t  s t r a t e g y .  N o t e  f i r s t ,  t h a t  t h e  s u b m o d u l a r i t y  o f  c { k ' ,  k )  i m p l i e s  t h a t  

k * { k )  i s  i n c r e a s i n g  i n  k  ( T o p k i s  ( 1 9 7 8 )  , T h e o r e m  6 . 1 ) .  F u r t h e r m o r e ,  s u b m o d u ­

l a r i t y  t o g e t h e r  w i t h  t h e  f a c t  t h a t  mirifc/ c { k ' ,  k )  i s  n o n i n c r e a s i n g  i n  k  i m p l i e s  t h a t  

f o r  e a c h  { k (  k )  a n d  e a c h  k  >  k ,  t h e r e  e x i s t s  a  k '  >  k '  s u c h  t h a t  c { k ' ,  k )  =  c { k (  k ) .
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S o  a n  i n c r e a s e  i n  k  i n c r e a s e s  t h e  c u r r e n t  p e r i o d  p r o f i t  f u n c t i o n  a n d  w e  c a n  f i n d  a n  

i n c r e a s e  i n  k '  t h a t  l e a v e s  t h e  c o s t  o f  c a p i t a l  i n v e s t m e n t  u n c h a n g e d .  P r o v i d e d  t h e  

e x p e c t a t i o n  t e r m  i s  n o n d e c r e a s i n g  i n  k '  t h i s  i m p l i e s  t h a t  V s { w ,  k )  i s  n o n d e c r e a s i n g  

i n  k .  M o n o t o n i c i t y  o f  t h e  e x p e c t a t i o n  t e r m  i n  k '  r e q u i r e s ,  o f  c o u r s e ,  t h a t  V { u , k )  

h e  n o n d e c r e a s i n g  i n  k  i n  t h e  f i r s t  p l a c e .  T h i s  c a n  h e  s h o w  h y  a n  i n d u c t i o n  p r o o f ,  

s i m i l a r  t o  t h e  p r o o f  o f  s u p e r m o d u l a r i t y  h e l o w ,  w h e r e  V { u j , k )  i s  t h e  l i m i t  o f  a  T  

p e r i o d  h o r i z o n  p r o b l e m  a n d  w h e r e  w e  h a v e  j u s t  o u t l i n e d  t h e  i n d u c t i v e  s t e p .

3 .  U n i q u e n e s s :  T h e  o p e r a t o r  d e f i n e d  i n  e q u a t i o n  ( 2 . 1 )  s a t i s f i e s  B l a c k w e l l ’s

s u f f i c i e n t  c o n d i t i o n s  f o r  a  c o n t r a c t i o n  m a p p i n g  a s V { u j ,  k )  i s  h o u n d e d  a n d  t h e  o p e r ­

a t o r  s a t i s f i e s  t h e  m o n o t o n i c i t y  a n d  t h e  d i s c o u n t i n g  p r o p e r t y  a s  < 1 .  T h i s  i m p l i e s

u n i q u e n e s s  ( e . g .  S t o k e y ,  L u c a s ( J r )  &  P r e s c o t t  ( 1 9 8 9 ) ) .

S u p e r m o d u l a r i t y :  T h e  p r o o f  e s t a b l i s h e s  h y  i n d u c t i o n  t h e  s u p e r m o d u l a r i t y  

o f  k )  i n  a  f i n i t e  h o r i z o n  p r o b l e m  w i t h  T  r e m a i n i n g  p e r i o d s  a n d  t h e n  t a k e s

t h e  l i m i t  a s  T  —> cx).

F o r  t h e  i n i t i a l  c o n d i t i o n  o f  t h e  i n d u c t i v e  a r g u m e n t  s i m p l y  n o t e  t h a t  a f t e r  t h e  l a s t  

p e r i o d  ( T  =  1 ) ,  t h e  f i r m ’s  c o n t i n u a t i o n  v a l u e  i s  z e r o ,  i . e .  V ^ { u j , k )  =  m ax(0 ,0) 

w h i c h  i s  a  c o n s t a n t  a n d  h e n c e  s u p e r m o d u l a r .

F o r  t h e  i n d u c t i v e  s t e p  d e n o t e  t h e  v a l u e  c o n d i t i o n a l  o n  s u r v i v a l  w i t h  T  p e r i o d s  t o  g o

V j  { u j , k )  =  sup 7 r { u j , k )  —  c { k ' , k )  —  r { ' i p ' , L j ) J  ^ { c u ( k ' ) d F { u j ' \ ' i p ' )

S u p e r m o d u l a r i t y  i s  p r e s e r v e d  h y  o p t i m i z a t i o n  p r o v i d e d  t h e  o b j e c t i v e  f u n c t i o n  i s  s u ­

p e r m o d u l a r  i n  a l l  i t s  a r g u m e n t s  { u j , k , k \ i p ' )  ( e . g .  T o p k i s  ( 1 9 9 8 ) ,  T h e o r e m  2 . 7 . 6 ) .  

S i n c e  s u p e r m o d u l a r i t y  i s  a l s o  p r e s e r v e d  u n d e r  a d d i t i o n  i t  i s  s u f f i c i e n t  t o  c h e c k  t h a t  

e a c h  t e r m  i n  t h e  b r a c k e t s  a b o v e  i s  s u p e r m o d u l a r .  T h e  f i r s t  t h r e e  a r e  s u p e r m o d u l a r  

b y  a s s u m p t i o n .  S u p e r m o d u l a r i t y  o f  t h e  e x p e c t a t i o n  ( w h i c h  i s  a  f u n c t i o n  o f  ( k (  ' i f ' ) )  

f o l l o w s  f r o m  t h e  d e f i n i t i o n  o f  f i r s t  o r d e r  s t o c h a s t i c  d o m i n a n c e  a n d  t h e  f a c t  t h a t  

V ^ ~ ^ { ü ü ( k ' )  i s  s u p e r m o d u l a r :  S i n c e  K ,  Q. a r e  a l l  t o t a l l y  o r d e r e d  s e t s ,  s u p e r ­

m o d u l a r i t y  i s  e q u i v a l e n t  t o  i n c r e a s i n g  d i f f e r e n c e s  ( T o p k i s  ( 1 9 7 8 )  , t h e o r e m  3 . 2 ) ,  o r .
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fo r  any k[ >  k '2 and > '02 ;

j  V -̂\u',k[)dF{w'\i \̂)- J  y^-*(a>',fc')dF(w'|V''i)

-  j  V ^ - \ u / , k ' ^ ) d F { u j ' \ i , ' ^ )  + J  V ^ - \ w ' , k ’̂ ) d F { w ' \ i j ' ^ )

= j k[) -  k'2)][dF(uj'\i>[) -  dF{w’\i>'̂ )] > 0.

T h e  i n e q u a l i t y  h o l d s  s i n c e  t h e  d i f f e r e n c e  i n  t h e  v a l u e  f u n c t i o n s  i n  t h e  l a s t  l i n e  i s  a n  

i n c r e a s i n g  f u n c t i o n  i n  u  ( b y  s u p e r m o d u l a r i t y  o f V ^ ~ ^ { ( j j ' ,  k ' )  w h i c h  i s  t h e  h y p o t h e s i s  

o f  t h e  i n d u c t i v e  a r g u m e n t )  a n d  s i n c e  F (6j ' |0 )̂ i s  i n c r e a s i n g  i n  'tp ' i n  t h e  f i r s t  o r d e r  

s t o c h a s t i c  d o m i n a n c e  s e n s e .  T h e r e f o r e ,  t h e  e x p e c t a t i o n  t e r m  a n d ,  a s  a  r e s u l t ,  

V j [ u j , k )  i s  s u p e r m o d u l a r .

N e x t ,  w e  s h o w  t h a t  V ^ { c j , k )  =  max[0, A;)] i s  s u p e r m o d u l a r .  C o n s i d e r  a n y

u i  >  ÜJ2 a n d  k i  >  k 2 . S u p e r m o d u l a r i t y  o f V ^ { u , k )  i s  e q u i v a l e n t  t o

V ^ { ( j J i ,  k \ )  — V ^ { u j 2 , k i )  > ^2) — { ^ 2 i ^2)-

T h i s  i n e q u a l i t y  t r i v i a l l y  f o l l o w s  f r o m  t h e  s u p e r m o d u l a r i t y  o f V j  { w ,  k )  i f  a l l  t h e  f o u r  

t e r m s  a r e  i n  t h e  c o n t i n u a t i o n  r e g i o n .  B u t  i t  a l s o  h o l d s  w h e n  s o m e  o r  a l l  o f  t h e  

t e r m s  a r e  i n  t h e  e x i t  r e g i o n .  T h i s  i s  b e c a u s e  V j { ü J , k )  i s  i n c r e a s i n g  i n  b o t h  i t s  

a r g u m e n t s  s o  t h a t

Vg{uj i , k i )  >  Vs ( u j i , k2 ) , Vs ( u j 2 , k i )  >  V j { u 2 , k2 ) .

S o  w h e n e v e r  {002, k \ )  i s  i n  t h e  s t o p p i n g  r e g i o n ,  s o  w i l l  b e  (6̂ 2, ^2); w h e n e v e r  

( u j i , k i )  i s  i n  t h e  s t o p p i n g  r e g i o n ,  s o  w i l l  b e  a l l  t h e  o t h e r  t e r m s  ( i n  w h i c h  c a s e  

t h e  i n e q u a l i t y  w i l l  b e  a n  e q u a l i t y ) .  A s  a  r e s u l t ,  V ' ^ { u j ,  k )  i s  s u p e r m o d u l a r  w h i c h  

c o m p l e t e s  t h e  i n d u c t i v e  s t e p .

F i n a l l y ,  a s  V ' ^ { u j , k )  i s  s u p e r m o d u l a r  f o r  e v e r y  T ,  V { u j , k )  =  liniT-^oo ^

s u p e r m o d u l a r .  T h i s  c o m p l e t e s  t h e  p r o o f  o f  s u p e r m o d u l a r i t y .  ■

L em m a 2.2 T h e  o p t i m a l  c a p i t a l  c h o i c e  c o n d i t i o n a l  o n  'ip ' a n d  k  o f  t h e  m o d e l  i n  

e q u a t i o n  ( 2 . 1) ,  h i { ' i p ' , k )  =  argsup;^' [— +/ ? J  V { u j ' , k ' ) d F { u ' \ ' i p ' ) ]  ,
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1 . i s  n o n d e c r e a s i n g  i n  'ip ' u n d e r  ( A O )  t o  ( A 3 ) ,  a n d

2 .  n o n d e c r e a s i n g  i n  k  u n d e r  ( A 0) , ( A 1) ,  ( A S . b ) .

P r o o f .  1 . N o n d e c r e a s i n g  i n  i p '  : F o r  a n y  g i v e n  k ,  t h e  o p t i m a l  c h o i c e

k '  w i l l  b e  n o n d e c r e a s i n g  i n  'ip ',  p r o v i d e d  t h e  o b j e c t i v e  f u n c t i o n  i s  s u p e r m o d u l a r  i n  

[ k ' , i p ' )  ( T o p k i s  ( 1 9 7 8 )  , T h e o r e m  6 . 1 ) .  T h e  i n t e g r a l  i s  s u p e r m o d u l a r  i n  [ k \ ' i p ' )  

b e c a u s e  V { u j ' , k ' )  i s  s u p e r m o d u l a r  a n d  F { u ) ' \ ' i p ' )  i s  s t o c h a s t i c a l l y  i n c r e a s i n g  i n  i p ' ,  

s o  t h a t  t h e  r e s u l t  f o l l o w s .  [ A t h e y  ( 1 9 9 5 ) ,  ( c o r o l l a r y  1 , e x a m p l e  2 )  a l s o  s h o w s  t h a t  

argmaxfc/ f  h { u j ' , k ' ) d F { u ' \ i p ' )  i s  i n c r e a s i n g  i n  ip '  f o r  s u p e r m o d u l a r  h { )  i f  a n d  o n l y  

i f  F { ü j ' \ i p ' )  i s  o r d e r e d  b y  i p '  i n  t h e  f i r s t  o r d e r  s t o c h a s t i c  d o m i n a n c e  s e n s e . ]

2 .  N o n d e c r e a s i n g  i n  k ' : F o r  i p '  f i x e d ,  n ( i p ' ,  k )  i s  i n c r e a s i n g  i n  k  a s  — c { k ' ,  k )  

i s  s u p e r m o d u l a r  i m p l y i n g  t h a t  t h e  o b j e c t i v e  f u n c t i o n  i s  s u p e r m o d u l a r  i n  { k ' ,  k ) .  ■

L em m a 2.3 T h e  p o l i c y  f u n c t i o n  i n  e q u a t i o n  ( 2 . 4 )  f o r  t h e  c h o i c e  o f  d i s t r i b u t i o n

i p { ü j , k )  =  arg sup 
V''

7T(cj, k )  -  c { n { i p ' ,  k ) , k ) ~  r { i p ' ,  u )  +  /3  j  V(w% K { i p ' , k ) ) d F { u j ' \ i p ' )

1 . i s  n o n d e c r e a s i n g  i n u ,  u n d e r  ( A 0 ) , ( A 1) ,  ( A 3 . c ) ,  a n d

2 .  s t r i c t l y  i n c r e a s i n g  i n  u j  o n  t h e  s e t  { { u j , k ) \ r { i p { u j , k ) , u u )  >  0}; u n d e r  ( A O )  t o

( A 4 ) -

P r o o f .  1 . N o n d e c r e a s i n g :  A g a i n ,  b y  s u p e r m o d u l a r i t y  o f  t h e  o b j e c t i v e  f u n c ­

t i o n  i n  ( i p ' , u j ) .  T h e  r e l e v a n t  t e r m  i s  — r { i p ' , u j )  w h i c h  i s  s u p e r m o d u l a r  b y  a s s u m p ­

t i o n .

2 .  S t r i c t l y  i n c r e a s i n g :  T h e  p r o o f  o f  s t r i c t  m o n o t o n i c i t y  u s e s  a n  E u l e r

e q u a t i o n  G { u j , k ,  i p ' )  =  0 f o r  a  p e r t u r b a t i o n  o f  t h e  o p t i m a l  i p '  b e t w e e n  p e r i o d s  t  

a n d  t  I .  W e  w i l l  s h o w  t h a t  t h e  G ( u u , k , i p ' )  i s  s t r i c t l y  i n c r e a s i n g  i n  w w h i c h  

i m p l i e s  t h a t  t h e  o p t i m a l  k '  h a s  t o  c h a n g e  f o r  t h e  E u l e r  e q u a t i o n  t o  r e m a i n  s a t i s f i e d .  

T o g e t h e r  w i t h  p a r t  ( 1 )  t h i s  w i l l  i m p l y  t h e  r e s u l t .

T h e  d i f f i c u l t y  i n  c o n s t r u c t i n g  a n  E u l e r  e q u a t i o n  f o r  a  p e r t u r b a t i o n  i n  i p '  l i e s  i n  t h e  

f a c t  t h a t  I p ' a f f e c t s  t h e  s t o c h a s t i c  e v o l u t i o n  o f  u j '  . T h i s  c o m p l i c a t e s  t h e  c o n s t r u c t i o n  

o f  a n  a l t e r n a t i v e  p r o g r a m m e  t h a t  l e a v e s  t h e  j o i n t  d i s t r i b u t i o n  o f  s t a t e  v a r i a b l e s
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f r o m  p e r i o d s  t +  2 o n w a r d s  u n c h a n g e d  ( c o n d i t i o n a l  o n  t h e  s t a t e  i n  t ) .  W e  w i l l  

a c h i e v e  t h i s  b y  a s s o c i a t i n g  e a c h  r e a l i s a t i o n  o f u J  u n d e r  t h e  o p t i m a l  p r o g r a m m e  w i t h  

a  c o r r e s p o n d i n g  r e a l i s a t i o n  u j*  u n d e r  t h e  a l t e r n a t i v e  p r o g r a m m e .  L e t  i f '  d e n o t e  t h e  

c h o i c e  o f  d i s t r i b u t i o n  u n d e r  t h e  o p t i m a l  p r o g r a m m e  a n d  c o n s i d e r  t h e  p e r t u r b a t i o n  

Ip*  =  I p '  —  e .  T h e  n e x t  p e r i o d ’s  s t a t e  v a r i a b l e  u n d e r  t h i s  p e r t u r b a t i o n ,  w i l l  h a v e  t h e  

d i s t r i b u t i o n  F { - \ i p '  —  s ) .  D e f i n e

UJ* =  F ~ ' ^ [ F { ü ü ' \ i p ' ) \ i p ' -  e ) ] =  g { u j ' , i p ' , e ) ,  a n d  

Ip  , e )  =  o j ' — U J* =  u j '  — Ip  , s ' ) .

T h e  f u n c t i o n  A { u j ' ,  i p ' ,  s )  h a s  t h e  p r o p e r t y  t h a t  A { u j ' , i p ' , OP) =  0; a n d  i s  d i f f e r e n t i a b l e  

a s  F  a n d  F ~ ^  a r e  d i f f e r e n t i a b l e .  U s i n g  t h i s  d e f i n i t i o n ,  w e  c a n  n o w  f o r m u l a t e  a n  

a l t e r n a t i v e  p r o g r a m m e  t h a t  o n l y  a f f e c t s  t h e  p a y - o f f s  i n  p e r i o d s  t  a n d t - \ - l  a n d  l e a v e s  

t h e  e x i t  d e c i s i o n  a n d  t h e  d i s t r i b u t i o n  o f  t h e  s t a t e  v a r i a b l e s  f r o m  p e r i o d  t -{-2 o n w a r d s  

u n c h a n g e d .  T h e  v a l u e  a t  p e r i o d  t  o f  t h e  a l t e r n a t i v e  p r o g r a m m e  a s  a  f u n c t i o n  o f  e  

i s  t h e n

V * ( u i , k , e )  =  n { u j , k )  -  c { k ' , k )  -  r { i p '  -  £ , u j )  +  ^  j  %(w', t ')  {7r(w' -  A(w', e), A;')

- c ( k " ,  k ) ,  k ' )  -  -  A(w', V'',£)) +  ^ E { V { u j " ,  k " ) \ i > " , k " ] } d F ( u ' \ i > ' )

+/?$ j [ \ - x W , k ' ) ] d F ( u j ' \ i , ' ) ,

w h e r e  { u j " , k " )  d e n o t e s  t h e  s t a t e  a t t  +  2 , a n d  w e  u s e  t h e  a b b r e v i a t i o n s  i p '  =  i p { u j ,  k ) ,  

k '  =  k { u j ,  k ) ,  k "  =  k { u j ' , k ' )  a n d  i p "  =  i p { u j ' ,  k ' ) .  T h e  f i r s t  i n t e g r a l  i n  t h e  e x p r e s s i o n  

a b o v e  d e n o t e s  t h e  e x p e c t e d  c o n t i n u a t i o n  v a l u e  o f  t h e  a l t e r n a t i v e  p r o g r a m m e  i n  p e r i o d  

t  +  1 w h e n  c o n t i n u a t i o n  i s  o p t i m a l  u n d e r  t h e  o r i g i n a l  p r o g r a m m e .  N o t e  t h a t  w e  

a r e  i n t e g r a t i n g  o v e r  t h e  d i s t r i b u t i o n  o f  u j '  u n d e r  t h e  o r i g i n a l  p r o g r a m m e  a n d  h a v e  

o n l y  a d j u s t e d  t h e  a r g u m e n t s  o f  t h e  p r o f i t  a n d  R & D  f u n c t i o n  u s i n g  t h e  d e f i n i t i o n  o f  

A { u j ' , i p ' , e )  a b o v e .

T h e  d i f f e r e n c e  i n  p e r i o d  t  b e t w e e n  t h e  v a l u e  f u n c t i o n  o f  t h e  o r i g i n a l  a n d  t h e
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a l t e r n a t i v e  p r o g r a m m e  i s

V { u , k )  — V * { u , k , e )  =  —r { ' ^ p ' , u J ) - \ - r { ^ p ' - £ , u )

+/? J  x i ^ \ k ' )  { 7 r { u j ' , k ' ) - 7 t { u j ' -  A { u j ' , ' i p \ £ ) , k ' )

-r(V^",uj') + r('0",u '  -  A(w% g))} dF {u j ' \ i j ' )

B y  t h e  o p t i m a l i t y  o f  t h e  o r i g i n a l  p r o g r a m m e ,  t h i s  e x p r e s s i o n  m u s t  b e  n o n - n e g a t i v e  

i n  a  n e i g h b o u r h o o d  o f  e  =  0  a n d  z e r o  a t  £  =  0. P r o v i d e d  d i f f e r e n t i a b i l i t y ,  i t s  

d e r i v a t i v e  w i t h  r e s p e c t  t o  £  a t  £  =  0  m u s t  t h e r e f o r e  b e  z e r o .  T h i s  y i e l d s  t h e  E u l e r  

e q u a t i o n

G i . , k A ' )  =  =  o,

T h e  a s s u m p t i o n s  o n  r { ' i p ' , u )  e n s u r e  t h a t  G ( u j , k , ' i j j ' )  i s  a  c o n t i n u o u s ,  s t r i c t l y  i n ­

c r e a s i n g  f u n c t i o n  o f  uj f o r  e v e r y  { k , ' i j j ' ) .  F o r  f i x e d  k ,  a n d  i n c r e a s e  i n  uj t h e r e f o r e  

h a s  t o  t r i g g e r  a  c h a n g e  i n  i p '  f o r  G { u j , k , ' i j j ' )  =  0  t o  r e m a i n  s a t i s f i e d  ( r e c a l l  t h a t  

k '  =  n { ' i i j ' , k ) ) .  S i n c e  'ip ' i s  n o n d e c r e a s i n g  i n  uj b y  p a r t  ( 1)  o f  t h e  l e m m a ,  i p '  m u s t  

b e  s t r i c t l y  i n c r e a s i n g  i n  u .  A s  t h e  R & D  f u n c t i o n  i s  a s s u m e d  t o  b e  d i f f e r e n t i a b l e

o n  t h e  s e t  w h e r e  r { )  >  0 t h e  r e s u l t  i s  r e s t r i c t e d  t o  t h i s  s e t  ■

T h eo rem  2.4 T h e  p o l i c y  f u n c t i o n  f o r  t h e  capital choice k { u j ,  k )  =  k , { '^ [ u j ,  k ) ,  k )  

i s

1.  n o n d e c r e a s i n g  i n  uj u n d e r  ( A O )  t o  ( A 3 ) ,  a n d

2 .  s t r i c t l y  i n c r e a s i n g  i n  u j  o n  t h e  s e t  { { u j , k ) \ k { u j , k )  >  k  A  r { ' i p ( u j , k ) , u j )  >  0}

u n d e r  ( A O )  t o  ( A 4 ) .

Proof. 1. Nondecreasing: T h e  r e s u l t  f o l l o w s  d i r e c t l y  f r o m  l e m m a  2 . 2  a n d  

l e m m a  2 . 3  a s  'ip { u j, k )  i s  n o n d e c r e a s i n g  i n  u j  a n d  K f i p ' , k )  i s  n o n d e c r e a s i n g  i n  7p .

2. S trictly increasing: A g a i n ,  t h e  p r o o f  o f  s t r i c t  m o n o t o n i c i t y  u s e s  a n  E u l e r  

e q u a t i o n  G ( u j ,  k ,  k ' )  =  0 f o r  a  p e r t u r b a t i o n  o f  t h e  o p t i m a l  c a p i t a l  c h o i c e  k '  b e t w e e n  

p e r i o d s  t  a n d  t  1 .  G o n s i d e r  t h e  a l t e r n a t i v e  p r o g r a m m e  i n  t h e  c o n t i n u a t i o n  r e ­

g i o n :  k l ( u j , k )  =  k { u j , k )  —  £ ,  k ^ _ ^ .^ { u j ,k )  =  k { u j , k - j - £ ) ,  'ip^_^_.^{uj, k )  =  ' i p { u j , k  e ) ,
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Xl+1 W, A:) =  x(w, k  +  e ) .  T h e  p o l i c y  f u n c t i o n s  o f  t h e  a l t e r n a t i v e  p r o g r a m m e  a r e  

i n d i c a t e d  b y  * a n d  a r e  i n d e x e d  b y  t h e  t i m e  p e r i o d  a t  w h i c h  t h e y  a p p l y .  I n  a l l  t i m e  

p e r i o d s  o t h e r  t h a n  t h e  o n e s  l i s t e d  a b o v e ,  t h e  a l t e r n a t i v e  p o l i c y  f u n c t i o n s  a r e  i d e n t i ­

c a l  t o  t h e  p o l i c y  f u n c t i o n s  o f  t h e  o r i g i n a l  p r o g r a m m e .  T h e  v a l u e  a t  p e r i o d  t  o f  t h e  

a l t e r n a t i v e  p r o g r a m m e  a s  a  f u n c t i o n  o f  e  i s  t h e n

V * { u , k , e )  =  7 r { u j , k )  —  c { k '  —  £ , k )  —  r { ' i p ' , ü ü )

J  k') k '  —  e )  -  c { k { u ' ,  k ' ) ,  k '  —  e )  -  r { ' i p { u \  k ' ) , c ü ' )

+ P E [ V { u j " , k { u } ' ,  k ' ) ) \ ï > ( ü j ' ,  A:')]} d F { u i ' \ 4 > ' )

+/3$ J [ l - x i o j ' , k ' ) ] d F { i o ' \ , p ' ) ,

w h e r e  k !  a n d  i / j '  d e n o t e  t h e  o p t i m a l  p o l i c i e s  a t  t i m e  t  u n d e r  t h e  o r i g i n a l  p r o g r a m m e .

T h e  s e c o n d  a n d  t h i r d  l i n e  o f  t h e  e x p r e s s i o n  a b o v e  d e n o t e  t h e  v a l u e  o f  t h e  a l t e r n a t i v e  

p r o g r a m m e  w h e n  c o n t i n u a t i o n  i s  o p t i m a l  u n d e r  t h e  o r i g i n a l  p r o g r a m m e .

B y  t h e  o p t i m a l i t y  o f  t h e  o r i g i n a l  p r o g r a m m e ,  t h e  d i f f e r e n c e  b e t w e e n  t h e  v a l u e  

o f  t h e  o r i g i n a l  a n d  t h e  a l t e r n a t i v e  p r o g r a m m e  b e  n o n - n e g a t i v e  i n  a  n e i g h b o u r h o o d  

o f  £  =  0  a n d  z e r o  a t  £  =  ^ .  P r o v i d e d  d i f f e r e n t i a b i l i t y ,  i t s  d e r i v a t i v e  a t  £  =  ^  m u s t  

t h e r e f o r e  b e  z e r o .  T h i s  y i e l d s  t h e  E u l e r  e q u a t i o n

G ( . , k , k ' )  =  =  0.

T h e  a s s u m p t i o n s  a n d  t h e  f o r m  o f  t h e  o p t i m a l  p o l i c y  e n s u r e  t h a t  G { u j ,  k ,  k ' )  i s  a  c o n ­

t i n u o u s  f u n c t i o n  o f  l j  f o r  e v e r y  ( k , k ' ) .  F u r t h e r m o r e ,  x { ^ \ k ' )  i s  n o n - d e c r e a s i n g  

i n  u j '  ( s e e  e q u a t i o n  ( 2 . 2 )  a n d  t h e  d i s c u s s i o n  t h e r e a f t e r ) ,  ■ ^ 7r { u j ' , k ' )  i s  s t r i c t l y  i n ­

c r e a s i n g  i n  u j '  a n d  - § j^ c (k '^  k )  i s  n o n - i n c r e a s i n g  i n  k '  b y  a s s u m p t i o n  a n d  k { u j ' , k ' )  i s  

n o n - d e c r e a s i n g  i n  u j '  b y  p a r t  ( 1 )  o f  t h e  p r o o f .  T h i s  i m p l i e s  t h a t  t h e  i n t e g r a n d  i s  

s t r i c t l y  i n c r e a s i n g  a t  s o m e  u j '  p r o v i d e d  c o n t i n u a t i o n  i s  o p t i m a l  f o r  s o m e  u j ' . T h i s  

l a t t e r  p o i n t  h a s  t o  b e  t r u e  i f  k '  >  k ,  a s  n o t  i n c r e a s i n g  t h e  c a p i t a l  s t o c k  i n  p e r i o d  t  

w o u l d  r e d u c e  t h e  c o s t  o f  i n v e s t m e n t  a n d  y i e l d  a  s t r i c t l y  h i g h e r  v a l u e  i f  e x i t  i n t p l  

w a s  c e r t a i n .  S o  t h e  i n t e g r a n d  i s  n o n - d e c r e a s i n g  u j '  a n d  s t r i c t l y  i n c r e a s i n g  i n  u j '  a t  

s o m e  u j '  w i t h i n  t h e  d o m a i n  o f  F { u j ' \ ' i j ) { u , k ) ) .

A s  i j j ( u j , k )  i s  s t r i c t l y  i n c r e a s i n g  i n  u j  o n  t h e  s e t  w h e r e  r  >  0  b y  L e m m a  2 . 3 ,  a n d
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F() i s  s t r i c t l y  s t o c h a s t i c a l l y  i n c r e a s i n g  i n  'ifj ', t h e  i n t e g r a l  i n  t h e  e x p r e s s i o n  a b o v e  

i s  i n c r e a s i n g  i n  c j .  W i t h  k  f i x e d ,  t h i s  i m p l i e s  t h a t  k '  n e e d s  t o  a d j u s t  f o r  t h e  E u l e r  

e q u a t i o n  t o  r e m a i n  s a t i s f i e d .  T o g e t h e r  w i t h  t h e  w e a k  m o n o t o n i c i t y  o f  p a r t  ( 1 )  t h i s  

c o m p l e t e s  t h e  p r o o f .  ■

A 2.2: D a ta  and con stru ction  o f  variables  

S e le c t io n  o f  I n d u s tr ie s

The four industries in this study are selected on the basis of the following criteria: 

(1) All 3-digit SIC industries with fewer than 3000 firm year observations over the 

period 1980-2001 are deleted, where each firm is allocated to the 4-digit industry 

which it reports as its primary industry of operation. (2) As the focus is on 

the effect of R&D on the distribution of productivity, industries with fewer than 

1000 observations on R&D expenditure are dropped. (3) Of the remaining 3-digit 

SICs "Measurement Instruments (SIC 382)", "Medical Apparatus (SIC 384)", and 

"Electronic Equipment (SIC 367)" are dropped completely, as there seems to be a 

wide variation in the nature of the constituent 4-digit sub-industries.

This leaves the four 3-digit industries in this study. To construct relatively 

homogenous industries, we further drop some 4-digit industries from the remain­

ing set of 3-digit industries which we feel differ significantly from the other 4-digit 

industries falling in the same 3-digit group: Prom "Pharmaceuticals", SIC 2833 

"Medicinal Chemicals and Botanical Products" (181 obs.) is excluded. Prom 

"Computer Hardware", we exclude firms coded under SIC 3570 "Computer and 

Office Equipment" (171 obs.), SIC 3576 "Computer Communication Equipment" 

(1224 obs.), SIC 3578 "Calculating and Accounting Machines excluding Comput­

ers" (358 obs.), and "SIC 3579 Office Machines, not elsewhere classified" (236 obs.). 

Prom "Telecommunications Equipment" we exclude SIC 3669 "Communications 

Equipment, not elsewhere classified" (636 obs.). Prom "Software" we exclude SIC 

7370 "Computer Programming, Data Processing" (2909 obs.), SIC 7374 "Com­

puter Processing, Data Preparation Services" (559 obs.), and SIC 7377 "Computer 

Rental and Leasing" (154 obs.). Table 2.1 reports the remaining number of firms 

and firm years in the estimation sample by 3-digit industry and constituent 4-digit
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industry.

Capital stock

The capital stock is constructed using the standard perpetual inventory method 

where we set the capital stock of a firm’s second year in the data (the initial capital 

stock for our purposes) equal to the firms book value of the net stock of property, 

plant, and equipment in the COMPUSTAT database (OS data item A8 -  PFENT) 

in its first year of the data (i.e. the book value in the opening balance of the second 

year). We defiate the initial capital stock using the price deflator for investments 

in that year which is described below. The capital stock in subsequent years is 

then constructed as the depreciated capital stock in the previous year plus capital 

investments (CS data item A39 -  CAPXV). Again, investments are deflated as 

described in below. Since we have set the "initial capital stock" for the firm’s 

second year, we also construct the capital stock in the first year using the perpetual 

inventory method.

Some companies report rental expenditure for renting equipment and space (CS 

data item 46 -  XRENT). Once the capital stock is constructed, we capitalise these 

rental expenditure using the depreciation rate plus a rental premium of 2% and 

add them to the capital stock.

The choice of depreciation rates for the capital stock is a delicate issue. Many 

previous studies (among them Olley & Pakes (1996)) employed the depreciations 

rates for equipment and structures reported by Hulten S z  Wykoff (1981). We 

think this is problematic in our case for two reasons: first, we do not have de­

tailed information for each firm on the types of equipment and structures in place. 

For example, Hulten & Wykoff (1981) report a depreciation rate for "communica­

tions equipment" of .1179 and for "office, computing, and accounting machinery" 

a rate of .2729. Second, the study employs data from the 1970s and we feel that 

the rapid technological progress in information technology and other fields may 

have lead to an acceleration of the obsolescence of equipment. However, Hulten 

& Wykoff (1981) also report depreciation rates for equipment and structures for 

which they only have length of life estimates. To do this they employ the relation­

ship Ô =  R / L ^  where L  is the length of life estimate and R  is the "declining balance
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rate". They estimate R  separately for equipment and structures on the subsam­

ple of asset categories on which they have detailed data. Their point estimate is 

1.65 for equipment and .91 for structures. We will employ these point estimates 

to construct our depreciation rates. Using a similar approach as Hall (1990), we 

estimate the length of life of assets in each industry as the median across firms 

and time of the ratio between gross property plant and equipment to depreciation 

(CS data item A7 -  PPEGT divided by CS data item A14 -  DP). We report 

this median length of life estimate in the second column in the table below. To 

obtain an approximation of the percentage of investment that goes, on average, 

towards equipment we use the ratio of the change in the gross stock in materials 

and equipment over the change in the total gross property, plant, and equipment 

(the change in CS data item A264 -  PPECME divided by the change in CS data 

item A7 -  PPEGT). The resulting "weights" are reported in the third column in 

the table below. We then calculate our estimate for the depreciation rate 6  as 

[1.65w -f .91(1 — w ) ] / L  and report it in column four of the table. The next two 

columns report the corresponding "single-declining balance depreciation rate" 6% 

and "double-declining balance depreciation rate" 62 for comparison. Finally, we 

report the implied depreciation rates for aggregate stocks in the "NBER-CES Man­

ufacturing Industry Database (1958 - 1996)" over the period 1980-1997 using the 

perpetual inventory formula. The implied NBER depreciation rates are far below 

our estimates. We feel that our estimates in column four are more reasonable 

and use them for the construction of the capital stock.

I n d u s t r y L w Ô (̂ 1 2̂ N B E R

283 8.6 .76 .1710 .1161 .2323 .0427

357 6.6 .92 .2415 .1522 .3043 .0579

366 7.8 .88 .2003 .1281 .2563 .0572

737 5.5 .89 .2843 .1816 .3632 —

The price defiator for investments for 1980-1996 is taken from the NBER data­

base. It is constructed from input-output tables and defiators for 28 types of asset 

classes (Bartelsman & Gray (1996)). To extend this series until 2001 we take the 

following approach. A price index for investment is a weighted average of price 

defiators for investments in property, plant and equipment. An inspection of the
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BEA’s table on investments in nonresidential fixed assets by two digit industry 

and detailed asset type (http://www.bea.gov/bea/dn/faweb/Details/Index.html) 

confirms that since 1987 the main investments in the industries under study fall 

into the categories of computer hard and software, communications equipment, in­

dustrial machinery and industrial buildings. So we try  to fit a composite deflator 

of these underlying deflators to the NBER investment deflator and then use the 

predictions for 1997-2001 as our investment deflator for this period. This approach 

is, of course, problematic: First, for each 4-digit industry, we only have ten data 

points (1987-1996) for our regressions of the NBER deflator on the underlying de­

flators. For this reason, we choose a very parsimonious specification, in simply 

regressing the NBER deflator on one price deflator for construction industries in 

SIC’s 15 to 17 (obtained from the BEA table "1947-2001 Gross Domestic Prod­

uct by Industry NDN-0302 ") and on the deflator for "industrial machinery and 

equipment -  SIC 35" (from the BEA tables on "1977-2001 Manufacturing Industry 

Shipments NDN-0304"). We choose these two deflators as regressors, because SIC 

35 includes computers. Furthermore, it is very highly correlated with the deflator 

for "Electronic and other electric equipment -  SIC 36" so that one deflator for 

"equipment" should suffice. Including a price deflator for software did not seem to 

improve the fit dramatically. So for each of our 4-digit manufacturing industries, 

we run no intercept OLS of the NBER investment deflator on the price deflator 

for construction industries and the deflator for industrial machinery. We then use 

the estimated "weights" to predict the investment deflator for 1997-2001. The 

second problem with this approach is the fact that we are making out of sample 

predictions and that the weights are likely to change over time. To investigate 

the quality of the predictions, we run additional regressions where we only use 

the first (respectively the last) five years in the ten year sample. While the pre­

dictions for 1992-1996 from the regressions on 1987-1991 do not seem to fit the 

period 1992-1996 very well, the backward predictions from the regressions on the 

subsamples for 1992-1996 perform much better. Furthermore, the predictions for 

1997-2001 from the second subsample are very close to the predictions based on the 

whole sample. Finally, the predictions for 1997-2001 based on the whole sample 

seem to continue the trend from the NBER deflator series 1987-1996 reasonably
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well. Together, these facts give us some confidence that the predicted values for 

the investment deflators for 1997-2001 are not completely wrong. The lack of an 

obviously superior deflator leads us to employ these predictions in the construction 

of our capital stock.

Lacking a similar price deflator for the software industries (SIC 737), we use 

the GDP deflator to deflate investments.

Value added

We construct value added as a measure of output minus cost of materials. We 

measure output as sales revenue (CS item A12 -  SALE) plus the change in the 

inventory of finished goods (CS item A78 -  INVFG). There are two items in the 

COMPUSTAT database covering operating costs: "Costs of goods sold" (CS item 

A41 -  COGS) and "selling, general, and administrative expense" (GS item A189 

-  XSGA). These items include costs of materials, but also R&D expenditure (CS 

item A46 -  XRD), expenditure for the rental of equipment and space (CS item 

A46 -  XRENT), and labour costs. To obtain a measure of costs of materials, we 

subtract R&D and rental expenditure from the measure of operating costs (rental 

expenditure is capitalised and added to the capital stock).

Two data items on labour costs are available which are also included in the 

variable cost measure: "Labour and related expense" (CS data item A42 -  XLR) 

and "Pension and related expense" (CS data item A43 -  XPR). Unfortunately 

these items are missing in many cases. Only just over one half of the observations 

on pension expenses in non-missing and only about 5% of the labour expense data 

is available. Obviously, this is a very severe data restriction. For each 3-digit 

industry, we impute measures of pension and labour expenses for all companies 

using the following procedure: The first step is to deflate "pension and related

expense" and "labour and related expense" by a wage deflator constructed from 

BEA data on total employee compensation for total manufacturing and the full time 

equivalent of workers. We then run OLS regressions of these deflated variables 

log employment, log capital, log employment squared and capital squared. This 

specification was chosen because it seemed to yield a satisfactory fit of the predicted 

values with the actual data, without obviously over or underpredicting expenditure
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of big or small companies. We then subtract inflated predicted values from these 

regressions from our costs of material measure. Value added is then constructed 

as gross output minus cost of materials and deflated by an output deflator.

The output deflator is constructed as follows: For all manufacturing industries, 

the output price deflator for the period 1980-1997 is the price index for the value of 

shipments from the "NBER-CES Manufacturing Industry Database (1958 - 1996)" 

on the basis of the 1987 SIC codes. To extend this series until 2001, we turn 

to the US Department of Commerce Bureau of Economic Analysis (BEA) tables 

on "1977-2001 Manufacturing Industry Shipments NDN-0304". The BEA table 

for 1987-2001 uses the same industry definitions as the NBER database (1987 SIC 

codes). For each manufacturing 4-digit industry in our study, we compare the 

implicit price deflator for the value of shipments from the BEA table for 1987-1997 

with the corresponding NBER deflator. Over this period, the two deflator series 

are almost identical. Only for SIC 3661, one can visually detect a small gap in 

the indices over this time period. However, even this gap is small compared to the 

gap between the NBER productivity deflator and other available deflators (such as 

the Bureau of Labor Statistics’ Producer Price Index). Therefore, we employ the 

BEA deflator for manufacturing industries for the period 1997-2001.

For the software industries (SIC 737), we lack a consistent price deflator over 

the entire period and we simply employ the US GDP deflator.

Labour

The labour input is the number of employees (CS data item A29 -  EMP).

R&D

We use R&D expenditure as reported by the flrm (CS data item A46 -  XRD) 

deflated by the output price deflator for the industry.

Other variables used

In the estimation, we will exclude observations that have grown very rapidly due 

to mergers or acquisitions. The item we use to determine these events "Sales 

contribution of acquisitions" (CS data item A249 -  AQS).
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