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Abstract

In recent years the spatial dimension of economic development has attracted increasing 
interest in the development field. However there is still little analysis and evidence of 
the ways many spatial dimensions interact with other economic dimensions in the 
development process. This thesis aims to help filling this gap by bringing a 
geographical perspective into development economics frameworks. It is empirical in 
nature and uses data on different sub-national units from India and Uganda. The work is 
structured around four main papers (divided into six chapters).

The first paper analyses two important aspects o f the Indian urbanisation process. First 
it finds a U-shaped relation between rural-urban disparities in living standards and 
income per capita across Indian states in the Post-Independence period. Second, it 
shows that the urbanisation process in India has been characterised by convergence in 
the 20th century: smaller towns grow faster than large ones.

The second paper examines the role of the agricultural sector in influencing the shape of 
the urban system. The analysis suggests that the elasticity o f rural-urban labour supply 
increases both urban primacy and the urbanisation rate in Indian states during the Post- 
Independence period.

The third paper tests for the impact o f urban growth on rural poverty using a sample of 
Indian districts in the period 1981-1999. It finds that urbanisation reduces poverty 
surrounding rural areas. This effect is largely attributable to positive spillovers from 
urbanisation rather than to the movement of the rural poor to urban areas.

The final paper examines the determinants o f rising returns to schooling in Ugandan 
districts during the 1990s. The findings suggest that both educational supply and 
demand factors influenced the wedge between skilled and unskilled labour. Moreover 
while trade opening reduced this wedge, pro-market reforms increasing inter-district 
trade raised returns to education in districts relatively abundant in skilled labour.
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Introduction

Development from  space

Even a cursory look at pictures o f the earth at night from a satellite reveals a 

number of interesting patterns about the spatial distribution of economic activity in the 

development process.1 Some of the patterns that emerge from such an inspection 

represent the focus of investigation o f this work. Figure 1.1 shows a satellite picture of 

the African continent at night in 2008. Most o f the continent is in the dark. If we 

exclude North Africa (whose areas on the coast and around the Nile river are fairly lit), 

there are a few scattered bright spots mainly in correspondence with urban areas and 

only a handful of larger areas consistently lit: the Eastern part of South Africa, the 

Western Cape, the oil fields in the coast o f Gabon, the greater Lagos and the mines in 

northern Zambia. Sub-Saharan Africa can arguably be considered as the first stage of 

economic development in which the level of economic activity is generally low except 

in a few (relatively isolated) locations.

Figure 1.1: D evelopm ent part I: Bright spots in the dark, Africa at night (2008)

Source: NASA

1 This relies on the assumption that electricity utilisation is a good approximation o f the intensity of 
economic activity (Henderson et al., 2009 and Sutton et al., 2007).
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A jump ahead of a few decades (and a few US dollar thousands per capita) could 

turn the African picture into something close to Figure 1.2. This depicts South America, 

which is a continent with similar factor endowments (in terms of e.g. natural resources 

wealth, population density) but with a substantially higher level of income per capita 

than sub-Saharan Africa.2 With the majority of countries in the middle-income status 

according to the World Bank classification, South America could represent the next 

level of economic development of sub-Saharan Africa (see Wood (2002) for a careful 

development of this argument). The light is more spread than in Africa and it is very 

intense in a number of areas (e.g. mega-cities, coastal area of Chile, the state o f Sao 

Paulo, the province of Buenos Aires). However many territories still remain in the dark 

(including also the unpopulated Amazonia which will hopefully continue to stay dark 

even in the future).

Figure 1.2: Developm ent part 11: Spreading the light, South A m erica at night (2008)

Source: NASA

2 Population density is a very important factor in determining the intensity o f  light, thus taking areas with 
similar density is crucial for night-light comparability purposes. South America has a land mass o f  17.8 
million Km2 with an estimated population o f 392 million; sub-Saharan Africa has a land mass o f 24.3 
million Km  and an estimated population o f 800 million.
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While the vast majority of land in sub-Saharan Africa is in the dark, in South 

America dark areas coexist with remarkably lit ones. This seems to be consistent with 

an uneven pattern of development whereby economic activity and income become 

increasingly concentrated as countries progress from low to middle income status (see 

evidence in World Bank, 2009). Also, geographic differences in living standards within 

countries diverge before converging. These are the stylized facts, based on the 

experiences o f successfiil developers over the last two centimes (World Bank, 2009). In 

the first stages of development as countries GDP per capita grows, people and 

production become concentrated in some parts o f countries, so-called leading areas. 

This concentration appears to slow or stop at per capita incomes between US$10,000 

and US$15,000 (World Bank, 2009). Both urban economics and New Economic 

Geography (NEG) develop models that are consistent at different spatial scales with 

such uneven pattern of development (e.g. Henderson, 1988, Venables, 2004). In the 

initial stages of development agglomeration forces (such as urbanisation economies or 

demand linkages) induce the clustering of economic activity in a few (or one) locations. 

As economies develop, such areas become more congested and activity tends to spread 

to other areas as well.

Figure 1.3: Developm ent part III: “Everything is illum inated”, North Am erica at night

Source: NASA

The (spatial) convergence part o f this process is shown in Figure 1.3 depicting 

North America, where most land is in the light (“Everything is illuminated” to borrow a
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title of a contemporary novel -  Safran Foer, 2002). This (spatially) unbalanced pattern 

of development was highlighted already by Williamson (1965), although the literature 

has not devoted much attention to it until recently. Chapter 1 o f the thesis tries to help 

redress this balance by looking at the relation between development and spatial 

inequality from a relatively new angle (see below).

Now take a look at the left hand-side of Figure 1.4, which is the picture of South 

Asia at night. Light is stronger and more widespread than in the other developing 

regions. Nonetheless the region is home to the largest number of poor people in the 

world and its income per capita is lower than any South American countries. This 

picture reveals the other dimension (other than income per capita) underlying the 

distribution of economic activity across space: the distribution of population. The very 

high population density of South Asia (it has a population 50% larger than Africa with a 

land mass almost ten times smaller) rather than its income drives the relatively intensity 

o f the light. This high density is reflected in the high density of towns as well, as shown 

in the right-hand side panel of Figure 1.4 where the dots represent the towns of India in 

2001. There is a remarkably strong relation between the dots and the light. This relation 

provides compelling prima facie evidence of the key role of urban areas as centres of 

economic activity even in a fairly unurbanised country as India. This stylised fact is at 

the heart of this work, a substantial part of which is dedicated to the investigation of the 

causes and consequences o f urbanisation (chapters 2-4).

Figure 1.4: South Asia at night (2000) and Indian distribution o f tow ns (2001)

Source: NASA and Government o f India (2001)

Although the light in Figure 1.4 is more intense in certain areas (e.g. Indian 

mega-cities of Mumbai, Delhi, Calcutta and Chennai, the Bengali coast) it is
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substantially more widespread than in the other regions. Still geographical differences 

do exist but appear to be more important at lower spatial scales where the darkness of 

rural areas contrasts with the shining large urban ones. This contrast but also the 

interconnectedness between urban and rural areas will be the focuses of the thesis’ 

analysis on India (chapters 1-4).

These pictures underscore three key spatial dimensions o f the development 

process: the unevenness in the spatial distribution o f economic activity, the importance 

of urbanisation in determining such distribution, and the relevance o f the spatial scale to 

properly evaluate the inequality o f this distribution. The thesis aims to address all of 

these dimensions from different perspectives, using a variety o f quantitative empirical 

methods and data (on individuals, urban areas, districts and states). Before turning to its 

description it is useful to briefly examine how the economics literature has incorporated 

these spatial features in development in order to appreciate the gaps that this thesis 

helps to fill.

The Economic geography o f development

Despite the apparent importance o f these spatial features in development the 

economics literature on developing countries has been fairly silent on them until very 

recently. One reason for this silence is that space has not featured in any major way in 

mainstream economics in general until the rise o f New Economic Geography (NEG) 

spurred by the seminal work o f Krugman (1991). While recognising the importance of 

NEG in modelling the role o f space in economic development, the thesis is closer to 

other strands of literature, which are more appropriate to capture the types of spatial 

interactions treated here. For example the modelling of the urbanisation process follows 

the urban economics literature in the spirit of the works o f Henderson (1985, 1988). The 

assumptions o f this literature appear to be more relevant than the NEG ones at smaller 

spatial scales where local externalities are expected to play a major role (Combes et al.

2005). On the other hand the NEG assumptions make this class of models better suited 

to fairly large spatial units (regions, countries or even groups o f countries) for which 

long distance market interactions should play an important role while short distance 

effects become of secondary relevance. These assumptions have oriented the recent 

flurry o f NEG based empirical analyses o f developing countries (e.g. Hanson, 1997, 

Lin, 2005, Hering and Poncet, 2006) towards the regional dimension within countries,
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which represents a larger spatial scale than that most o f  the thesis is concerned with. In 

terms of the pictures above, this empirical literature addresses questions on which 

regions within a country or which macro-regions the light is likely to concentrate m. 

The present work departs from these questions and rather focuses on a set of 

complementary issues, which need to be addressed at different (usually more refined) 

spatial scales. These include the disparities between rural and urban areas, the nature of 

the urbanisation process and its relation with the rural sector and the inequality within 

sub-national units. Given the focus on the interconnectedness between rural and urban 

areas, the thesis draws also on the literature on rural-urban migration inspired by the 

traditional development economics literature (e.g. Lewis, 1954, Harris and Todaro, 

1970, Lall et al., 2006 for a review).

As such, this work lies at the crossroad between urban and development 

economics. It is somewhat complementary to the increasing efforts o f the literature to 

fill some o f the analytical and empirical gaps on the ways spatial dimensions interact 

with other economic dimensions in development (e.g. the UNU/WIDER research 

project on “Spatial disparities in human development” co-ordinated by Ravi Kanbur and 

Tony Venable - Kanbur and Venables, 2005 and the World Development Report - 

World Bank, 2009).4 This work aims to help fill these gaps and is guided by three main 

general questions: how have welfare related variables been varying across sub-national 

units within countries? What drives this spatial variation? What is the impact of 

government policies on this variation? The following chapters seek to answer these 

questions by bringing a geographical perspective into traditional development 

economics frameworks. Although empirical in nature, the thesis builds analytical 

frameworks in which to ground the results of the empirical analyses. Some of the 

frameworks developed also introduce innovative elements, which allow the 

reconciliation o f the empirical findings with the theory.

3 Examples of questions addressed by this literature include the effects of distance to product and factor 
markets, of reductions in trade costs on the distribution of income and production (mainly) across regions 
within countries.
4 For example an important difference with the UNU/WIDER project includes the thesis’ focus (Chapter 
5-6) on income inequality within spatial units which complements the UNU/WIDER work on inequality 
across units.
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Looking inside rather than across countries

All o f the chapters in the thesis are based on intra-country rather than (the more 

traditional) cross-country analyses. There are two main reasons for this focus. First, 

although some spatial features in the process of development may be common across 

countries (as highlighted by the pictures above), “the most striking pattern that emerges 

from the data on the spatial inequality o f developing countries is its varied nature.” 

(Kim, 2007). This suggests that national level factors tend to play a disproportionately 

large role in shaping the patterns o f spatial inequality in developing countries. These 

factors, which may include among others the type o f political system, the factor 

endowment and the history o f a country, tend to be deeply embedded in the national 

structures and hence are hard to modify in the short run. On the other hand a within 

country analysis such as that employed throughout the thesis, allows controlling for 

national level variables and isolating the determinants o f the variation o f spatial patterns 

across sub-national units. Such determinants are likely to be more easily modifiable in 

the short-run and their analysis may be more amenable to policy determination. Second, 

and related to the previous point, within country analyses are able to evaluate the effects 

o f policies affecting spatial inequalities by exploiting the differential effects across sub­

national units.

However this type o f intra-country approach poses also special challenges 

especially when it is applied to developing countries. Macro data at the sub-national 

level is not often readily available for developing countries. India is an exception in this 

respect as it enjoys long-spanning detailed data collection processes on a variety of 

socio-economic variables. I exploit such richness o f data in the subsequent analyses, 

using data derived from the national Statistical Census (Government o f India, various 

years), from household and agricultural surveys. This allows the thesis to focus on a 

number o f different spatial scales, including states, districts and cities, which are 

adequate to address different types o f questions (chapters 1-4). But most developing 

countries have much less data available for analysis than India, especially among least 

developed countries (LDCs). These countries often rely on externally funded data 

collection processes that try to fill the data gaps. One such country is Uganda, where the 

World Bank has carried out two household surveys (Living Standards Measurement 

Survey) over the 1990s. I use them by aggregating individuals and community level 

data to construct datasets at fairly refined spatial levels (regional and district levels).
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This allows me to analyse labour market inequalities in a LDC context from new angles 

and through innovative methodologies (chapters 5-6).

Perhaps a more important drawback o f the intra-country analysis is the natural 

limitation that such analysis imposes on the researcher in terms o f the number of 

observations. That is the case for instance in the empirical analyses based on Indian 

states (chapters 1 and 3), where consistent data is available for the 16 major states. In 

the context o f an econometrics framework such as that employed throughout the thesis, 

this relatively small N has at least two implications. First, a large part o f the variation in 

the data comes from the time dimension, unlike in most cross-country analyses, which 

mainly rely on the large cross-sectional variation for identification. One challenge 

related to this is that the instrumental variable estimation eventually employed to correct 

for the potential endogeneity o f some regressors needs to rely on time (and cross- 

section) varying instruments. This condition rules out the use o f time invariant 

geographical instruments, which have proven increasingly popular in the modem 

literature. A further complication is that the use o f datasets with small N  does not fulfil 

the conditions needed to employ the General Method o f Moments (GMM) estimation, 

which is another popular way to correct for die endogeneity o f the regressors (Arellano 

and Bond, 1991; Blundell and Bond, 1998). This method is only efficient 

asymptotically and is therefore suitable for samples with large N  and small T. Second, 

in the absence of fairly high frequency data (e.g. annual), the overall number of 

observations is relatively small. For instance as population data in India is collected 

every ten years, the urbanisation analysis across Indian states relies only on five distinct 

periods (chapter 3). This reduces the theoretical maximum number o f observations to 80 

(and in practice they are often slightly less). This creates a further challenge in terms of 

the estimates’ precision, increasing the difficulty o f obtaining significant coefficients 

relative to other Indian states’ analyses based on a large number of time series 

observations (e.g. Datt and Ravallion, 1996, Besley and Burgess, 2000, 2002 and 2004, 

Rud, 2009). Despite these challenges I make an effort to seriously tackle the estimation 

issues facing the analyses throughout the thesis, without (hopefully) compromising on 

the rigour typical o f good quality research.

As mentioned, the testing grounds o f the thesis’ intra-country analyses are two 

developing countries representative o f different phases (and possibly types) of 

development: India and Uganda. The former is a low income country with a relatively



low level o f urbanisation.5 Given the sheer size o f its population it is the largest 

provider o f new urban dwellers, although it is urbanising fairly slowly. Between 1981 

and 2001 it has added 126 million urban dwellers and is expected to add a further 280 

million urban dwellers by 2030 (see Chapter 4). Understanding the causes and 

implications o f such massive urbanisation process is crucial for the future welfare of the 

country (which is also home to the largest nmnber o f poor in the world). The first four 

chapters o f the thesis focus on India and address these issues through new types of 

empirical analyses.

Overview o f the thesis

Chapter 1 provides a description o f two important (but under-researched) 

aspects o f the urbanisation process using data on Indian states and cities. First it looks at 

the evolution o f rural-urban inequality across Indian states in the Post-Independence 

period and at its relation with economic development. This analysis departs from 

existing ones not only in that it concentrates on sub-national units, but also in that it 

seeks to establish a relation between rural-urban disparities and economic development 

(measured by income per capita). This approach tackles one important shortcoming of 

most existing literature on the relation between inequality and economic growth which 

does not separate out the different components o f inequality (i.e. rural-urban, intra­

urban and intra-rural). The results o f the analysis support the idea o f a U-shaped relation 

between rural-urban disparities in socio-economic indicators and income per capita. The 

second part o f the chapter examines the urban-counterpart o f the rural-urban inequality 

analysis o f the first part, by analysing the (population) growth o f Indian urban areas in 

the 20th century. It explores the determinants o f the growth (in size) o f Indian cities, 

focusing in particular on the question of convergence in growth rates. In the context of 

an urbanising country the analysis of convergence is important as it answers the 

question o f whether larger cities grow slower than smaller ones. As policy-makers are 

concerned that large cities especially in developing countries are growing too large, the 

absence o f convergence, or even the presence of divergence may support the idea o f the 

state’s intervention to tilt the balance of the urbanisation process in favour o f smaller 

cities. However the evidence suggests a strong non linear pattern o f convergence

5 In fact India has just become in 2008 a lower-middle income country according to the World Bank; 
however it has been a low income country throughout the entire period of the analysis here.
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process: city size is inversely associated with subsequent growth up to a point after 

which the relationship becomes positive.

This may fuel the policy-makers’ concern with respect to the growth of mega­

cities, which may expand beyond their efficient scale, while the forces towards 

agglomeration make it difficult to rebalance the growth across urban areas (Venables,

2006). As such there may be a case for policy intervention to decentralize activity, “but 

we remain woefully ignorant about what works and what doesn’t” {ibid., p. 20). 

Chapters 2 and 3 try to contribute to fill this gap. They focus on the role o f the 

agricultural sector (i.e. the main push factor o f the urbanisation process) in influencing 

the rate of urbanisation and the distribution of urban population across cities, and 

particularly in the largest city. Such a focus is novel to the literature in search o f the 

determinants o f urban concentration (and urban primacy), e.g. Ades and Glaeser, 1995; 

Davis and Henderson, 2003. This literature has tended to concentrate on pull factors 

instead (i.e. the factors pulling people into urban areas). This focus is consistent with 

urban systems models, which do not pay much attention to rural-urban interaction and 

to the structural shift in economic activities from agriculture in rural areas to 

manufacturing and services in cities (Kim, 2007).6 For policy makers in developing 

countries, these models o f urban inequality are likely to prove inadequate guides for 

understanding urban inequality. Chapter 2 develops an analytical framework trying to 

incorporate rural-urban migration into an urban economics setting in order to find a 

relationship between the elasticity o f rural-urban labour supply and the urbanisation 

pattern. The urban economics model determines the urban labour demand curve while 

conditions in the rural sector determine the urban labour supply.

Chapter 3 provides an empirical analysis based on this framework using both the 

share of urban population and measures of urban concentration as dependent variables. 

The analysis is performed using an intra-country panel data from India for the Post- 

Independence period rather than the traditional cross-country analysis. Such a strategy 

allows one to control for the effects o f national level variables and to better isolate the 

impact o f agricultural variables on urbanisation. Using Indian states as the unit of 

analysis guarantees that the assumption o f inter-state immobility o f labour, a necessary 

condition for the analysis, is reasonably realistic. A number o f rural variables, including

6 The exception is Puga (1998), who takes into account the rural sector in a two-city model using an NEG 
framework. Its predictions refer to the values of transport costs for which different urban equilibria arise. 
Chapter 2 discusses the empirical challenges involved in implementing such predictions.
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agricultural land productivity, agricultural wage and the demographic composition of 

the rural population are used to proxy the elasticity o f labour supply which is not 

observed directly. These variables are also instrumented via rainfall levels and land 

reform legislation to address their potential endogeneity to urban variables. The results 

support the idea that the elasticity of rural-urban labour supply has a positive (and 

causal) effect on urban primacy and on the urbanisation rate.

Chapter 4 provides a symmetrical perspective to the previous chapters, by 

examining the impact of urbanisation on poverty in surrounding rural areas with a 

sample o f Indian districts in the period 1981-1999. Again this is an under-researched 

question but a relevant one in a period o f increasing urbanisation in most developing 

countries. This analysis becomes more important when considering that most of the 

world’s poor reside in rural areas, where the incidence o f poverty is higher than in urban 

areas. In particular, with over 316 million o f $1/day rural poor in 2002, India is home to 

36% o f the world’s rural poor (the largest number in the world). The chapter represents 

one o f the first efforts to map the channels through which an expanding urban area may 

affect poverty in surrounding rural areas. In particular it distinguishes between first and 

second-round effects o f urbanisation and tries to disentangle them empirically. The 

former involve only a statistical association between urbanisation and changes in rural 

poverty due to the change in residency o f some rural poor (who may or may not be 

lifted out of poverty in their move to the urban areas). On the other hand, second-round 

effects capture the impact of the urban population growth on the rural rate o f poverty. 

Such a relationship is causal in nature and should tell us how good or bad urbanisation 

is for rural poverty. The results suggest that urbanisation has a substantial and 

systematic poverty reducing impact in surrounding rural areas, which is mainly 

attributable to second round rather than first-round effects.

The first chapters concentrate on the spatial distribution o f population and 

income across areas, with a special focus on urban areas. In this sense they are related to 

spatial disparities between areas. However most (around two third) o f the economic 

inequality in developing countries is determined within areas rather than between them 

(Kanbur and Venables, 2005, Elbers et al., 2005 and Demombynes et al., 2003). The 

last part o f the thesis (chapters 5 and 6) focuses on this type o f within area inequality by 

using one o f its most popular measures, i.e. labour market inequality (as measured by 

returns to schooling). It examines the case of Uganda in the nineties, which provides an
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empirical setting complementary to the Indian one. Uganda is a LDC with lower levels 

o f income per capita than India. It has much smaller population and area. In terms of the 

night light pictures above, this implies that unlike India, Uganda is almost entirely in the 

dark. But similarly to India Uganda underwent a substantial economic liberalisation 

process (and experienced sustained economic growth) during the nineties. This process 

has been associated with rising inequality at the national level (as highlighted by the 

findings in chapter 5), a result which apparently seems inconsistent with the predictions 

of traditional trade theory. The district level analysis undertaken in chapter 6 helps 

reconcile the rising returns to schooling with this trade theory.

Chapter 5 develops the empirical framework to measure labour market 

inequality via returns to schooling, both at national and sub-national levels. This 

measure o f inequality is interesting also in relation to the importance given by the 

government and the donor community alike to investment in education to raise the rate 

o f growth and poverty reduction in many sub-Saharan African countries (including 

Uganda). Through the framework the chapter examines the evolution o f disparities in 

Uganda in the nineties at the national and regional level showing in both cases a steep 

rise in returns to schooling (with substantial variation across regions). Chapter 6 uses 

this empirical framework to analyse the inequality within districts in the same period. It 

tests for the effects o f both educational supply and demand related factors on the wedge 

between skilled and unskilled labour, finding that both factors are important to explain 

such wedge. The estimation controls for the likely endogeneity o f the educational 

variables, instrumenting them through a set of variables based on communities’ distance 

to primary and secondary schools. Importantly, the chapter also examines the likely 

impact o f some policy shocks, i.e. the trade liberalisation and the facilitation in cross­

district trade, on such inequalities. The results suggest that while trade opening reduced 

this wedge (in line with standard H -0  theory), pro-market reforms increasing trade 

across districts raised it in districts with a relatively larger skilled labour force.

In a world where policy-makers are increasingly interested in spatially focused 

policies such as migration restrictions, political decentralisation and development of 

export promotion zones, increasing our understanding o f spatial issues is a key step for 

adequate policy formulation. The hope is that this work may represent a small 

contribution on the route to doing this.
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Chapter 1. Urbanisation, inequality and development: 
Evidence from Indian states and towns

1.1. Introduction and scope of the work

The process of economic development is generally accompanied by the 

structural transformation o f the economy, whereby the rural population mainly 

employed in agriculture turns into an urban one shifting towards industry and eventually 

services. Although such a process is a well established fact, we still lack a clear 

understanding o f its relations with the spatial dimensions o f inequality. In particular, 

two important and complementary aspects o f this inequality in the transition process 

have received relatively little attention so far. The first relates to the inequality between 

rural and urban areas. What changes in welfare do rural and urban areas experience in 

the process o f economic development? Is there a systematic relation between rural- 

urban inequality and income per capita growth? The urban counterpart o f this question 

focuses on the way different urban areas are affected in the rural-urban transition. Are 

small and large urban areas differently affected along this transition? Is there a 

convergence or a divergence process in cities’ growth rates as a country urbanises?

Answers to these questions are important to gain a better understanding o f the 

nature o f both the rural-urban and the within urban transitions. This chapter addresses 

both types o f questions empirically by employing different types o f  data. I use the 

difference in direct measures o f wellbeing between rural and urban areas in order to 

examine the relationship between rural-urban disparities and per capita income. As 

these direct measures o f welfare are not available for cities, I use population growth as a 

proxy o f wellbeing for urban areas, as argued by Glaeser et al. (1995). I investigate the 

different questions o f the empirical analysis using Indian states over the Post- 

Independence period and Indian towns over the 21st century as the units of analysis. In 

this way I can exploit the richness o f contexts within the Indian sub-continent, 

controlling for many o f country level unobservables that undermine the robustness of 

inferences from cross-countries studies. India is currently experiencing the type o f 

structural transformation process mentioned above. Although its rate o f urbanisation is 

not particularly rapid, the sheer size of its population makes the country the world’s
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largest source o f new urban dwellers in the next decade (according to UN, 2008). Thus 

the findings from this analysis may be particularly relevant in assessing the possible 

implications o f such a massive urbanisation process. This analysis provides also a 

characterisation o f this urbanisation process in India, which is useful to put the results of 

the subsequent chapters in context.

1.1.1. Rural-urban inequality and economic development

The relationship between income distribution and economic development was 

first identified by the seminal work o f Kuznets (1955). His work hypothesised an 

inverted U shaped relationship between income and inequality: the initial stage o f a 

country’s economic development would be associated with rising inequalities up to a 

point (during the middle-income stage o f development), after which inequalities would 

decrease with income per capita.

I find it useful to split income inequality along a spatial dimension into a within- 

sector and a between-sectors component. The latter relates to the income disparity 

between the rural and the urban sector while the former refers to intra-urban and intra- 

rural inequalities. This chapter is concerned with rural-urban inequality, which usually 

explains the majority of a country’s inequality in the early stages o f the development 

process. For instance Kanbur and Zhang (1999) find that over 70% o f overall inequality 

in China was explained by the rural-urban component over the period 1983-1995.7 

Frankema (2006) argues that this component o f inequality mimics the relationship 

between overall inequality and income growth. In the initial phase o f development the 

urban sector expands due to rapid urban labour productivity growth. This widens the 

rural-urban income gap as the increase in rural productivity is more sluggish. After 

peaking, rural-urban dualism declines and eventually dissolves in the long run as rural 

labour productivity catches up following rural-urban migration and technology and 

demand spill-overs from the urban sector. Evidence from Latin American countries in 

the 20th century supports this type o f relation (Frankema, 2006).

Such a relation has important similarities with the one between regional 

inequality and economic development within a country. The work in this area has been

7 This share was over 80% for inland areas.
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inspired by the analysis of Williamson (1965), who found that regional disparities 

would bear a typical inverted U shaped relation with income per capita. NEG models 

are suitable to provide the theoretical intuition for this pattern (e.g. Fujita et al. 1999; 

Venables, 2004). This relies on the tension between centripetal forces towards 

concentration o f economic activity and centrifugal forces towards dispersion. The 

former can be driven for instance by labour mobility (i.e. a large market creates jobs and 

workers’ expenditure makes the market larger, as in Krugman 1991) or input-output 

linkages (i.e. firms create the market for other firms, as in Venables 1996). Such 

centripetal forces would prevail in the early stages o f development, causing a process of 

cumulative causation which reinforces the initial advantage o f the more advanced 

region/location. This concentration process would continue until the level o f economic 

activity reaches a threshold, after which the congestion costs from agglomeration 

(centrifugal forces) would offset the centripetal forces, dispersing economic activity 

again.8 These models may provide some micro-foundations for explaining the 

divergence-convergence hypothesis o f the rural-urban model.

While the relationship between regional inequalities and economic development 

has been the subject of increasing interest, relatively little empirical evidence is 

available on the rural-urban inequality-income relation. Although the analysis o f rural- 

urban dualism has enjoyed increasing attention in the recent development literature (as 

wished by Bourguignon and Morrison in 1998), this has tended to focus on a handful of 

countries, and particularly China (Park, 2007, Knight et al., 2006). Importantly, the 

main focus o f these studies has been the evolution of rural-urban inequality over time 

(e.g. Ravallion and Chen, 2007, Ferreira et al., 2008, Sahn and Stifel, 2003) or its 

relation with the urbanisation process (Park, 2007, Lu and Chen, 2006). On the other 

hand the relationship between rural-urban inequality and economic development has 

received little attention. Arguably, this is also due to the failure to separate the sub­

components o f the inequality-income relationship. Most literature concentrates on the 

relation between inequality and economic growth without distinguishing the different 

components o f inequality (i.e. rural-urban, intra-urban and intra-mral). This may lead to 

overlook countervailing forces hidden in the catch-all income inequality variable, which 

may help explain why the inverted U-shaped Kuznets’ hypothesis is still empirically

8 Junius (1996) uses this NEG framework to derive the inverted U-curve between economic concentration 
and development at the country level.
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controversial, although it seems to fit a number o f countries’ development processes, 

including the recent growth experience of China.9

The first part of this chapter analyses the relationship between rural-urban 

inequality and economic development in Post-Independence India. It is worth noting 

from the outset that there is no presumption to identify any causal relation in this 

context, for the main objective is to examine whether a systematic association between 

economic development and an important component o f inequality does exist 

empirically. Understanding the nature o f this relation would be relevant in order to 

assess whether the economic development process has an urban, a rural or a neutral 

bias.

1.1.2. Size and growth of cities

The second part o f the chapter examines the urban-counterpart o f the rural-urban 

inequality analysis o f  the first section, by analysing the (population) growth o f Indian 

urban areas in the 20th century. It explores the determinants o f the growth (in size) of 

Indian cities, focusing in particular on the question o f convergence in economic growth. 

This question links back to the literature in the tradition o f Baumol (1986) and Barro 

(1991). The findings from this literature firmly support the idea o f convergence between 

sub-national units (e.g. US States) (Quah, 1996), while the evidence on cross-country 

convergence is much weaker. In a neoclassical world, these results may be explained by 

the limited mobility o f factors of production, and capital in particular, across countries, 

and by the free factors’ mobility within countries.10 Analysing convergence across cities 

in one country, where capital and labour are quite mobile at least within states in one 

country, provides an interesting testing ground for the convergence hypothesis. Income 

growth is a natural measure of productivity growth across countries as labour is 

immobile. In contexts where labour is mobile as across Indian cities (within a state or a 

district) the situation is different (Glaeser et al.,1995). To the extent that internal

9 A vivid illustration of this point is provided by Frankema (2006), who finds that the persistent personal 
income inequality o f Latin America in the 20th century is also associated to declining rural-urban 
inequality.
10 Lucas (1990) provides two sets of explanations for the apparent paradox that capital doesn’t flow to 
countries where it is relatively scarce. One has to do with differences in fundamentals between countries 
that influence the production function, e.g. technology, institutions, human capital; the other is related to 
imperfections in international capital markets (e.g. asymmetric information, risk of expropriation). These 
differences are usually much smaller within a country.
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migration responds strongly to growth opportunities, population growth captures the 

extent to which cities are becoming increasingly attractive labour markets. On the other 

hand Glaeser et al. (1995) show that income growth in a city is associated not only with 

productivity growth, but also with a decline in the quality o f life. Therefore according to 

this view income growth is a less straightforward measure o f urban success than 

population growth. The latter is thus a more natural variable to use when testing for 

convergence across cities within a country.

In the context o f an urbanising country the analysis o f convergence is important 

as it answers the question o f whether larger cities have grown at a different rate than 

smaller ones. To the extent that policy-makers fear that large cities especially in 

developing countries are growing too large, the absence o f convergence, or even the 

presence o f divergence may support the idea o f the state’s intervention to tilt the balance 

of the urbanisation process in favour o f smaller cities.11 This has been, for example, the 

rationale for the Integrated Development o f Small and Medium Towns programme 

(LDSMT), implemented by the Indian government since 1979.12

Despite the potential importance of the question o f convergence in cities’ 

growth, not much empirical evidence has examined it so far. In general the focus of the 

empirical literature on cities’ growth has rather been on the determinants o f city size, 

such as human capital, unemployment, natural conditions and the industrial base (e.g. 

Glaeser et al., 1995, Glaeser and Shapiro, 2001, Shapiro, 2006, Rappaport, 2007, de 

Mata et al., 2007). A recurrent finding of this literature is that human capital enhances 

the growth prospect of a city while unemployment has the opposite effect. In the United 

States cities with warmer weather have grown more than average in recent decades 

(Glaeser and Shapiro, 2001, Rappaport, 2007), while local government spending -  

except on highways -  was associated with lower growth. Only a few studies devote 

some attention to the question o f convergence. Using a cross-section o f US cities 

Glaeser et al (1995) find little evidence of convergence in population growth rates 

between 1960 and 1990 (and somewhat more robust evidence for the period 1950- 

1970). Similarly Eaton and Eckstein (1997) find that initial population is unrelated to

11 Scott and Storper (2003: 581) argue for instance that urbanisation patterns in developing countries have 
generated “macrocephalic urban systems consisting of a few abnormally large cities in each country”.
2 This programme supported the growth o f small and medium sized towns through public investments, 

especially in small infrastructure projects.
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subsequent city growth in France and Japan. On the other hand da Mata et al. (2007) 

find some evidence o f convergence for a sample o f Brazilian cities between 1980 and 

2000. The present focus on India is particularly interesting in light o f the existing 

literature, as it characterises the growth of cities during the urbanisation process of the 

country. This provides a rather different context to that o f a fully urbanised country (as 

in the studies mentioned above), where the majority o f city growth is driven by inter­

city migration. As much of the empirical literature on cities’ growth is based on fully 

urbanised countries, generalising its findings to (developing) countries in the midst of 

the urbanisation process may be problematic. One partial exception to it is the work by 

Henderson and Wang (2007), who examine urbanisation patterns across countries 

between 1960 and 2000. They find that increasing urbanisation is accommodated by the 

growth o f small and medium sized cities. Furthermore, democratisation seems to help 

smaller cities grow relative to larger ones as it levels the playing field across cities. 

However, as for all cross-country studies, the extent to which these results are driven by 

time varying unobservable differences across countries is open to question. By 

focussing on an individual country this chapter aims to examine some cities’ growth 

determinants isolating national level factors.

Alongside convergence, given the data available it is possible to examine some 

other determinants of city growth as well, such as geography, climate and proximity to 

large agglomerations. These factors have been shown to be potentially important 

predictors o f city growth in fully urbanised contexts. Glaeser et al. (2001), and Glaeser 

and Shapiro (2003) find that warm and dry weather was positively associated with city 

population growth in the United States at the end o f the 20* century. As noted by 

Rappaport (2007) nice weather in the US has become a more important consumption 

amenity probably due to broad-based rising per capita income. There are reasons to 

expect that weather conditions may not be as important determinants in the case o f India 

as they are in more developed economies. First, average incomes in India are still very 

low by international standards and therefore weather may still not be considered as an 

important consumption amenity by the majority o f the population. Second, the variation 

o f weather conditions across India is not as large as in the US, as the vast majority of 

Indian urban areas are concentrated in tropical and semi-tropical geo-climatic areas. 

Another determinant o f city growth that can be tested in the analysis is proximity to 

large agglomerations used as a proxy for market potential. Da M ata et al (2007) find
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that market potential (measured as the distance discounted sum o f incomes o f all 

metropolitan areas for any city) is an important determinant o f city growth in Brazil. In 

particular, being close to large urban markets raises the city’s productivity.

Finally, I can also test the extent to which growth rates are persistent over time, 

a finding that is consistently supported in the case of US cities (e.g. Glaeser et al., 1995, 

Glaeser and Shapiro, 2001). Section 1.3 will explore these features using a panel of 

Indian cities in the 20th century.

1.2. Rural-urban disparities

The basic idea o f this section is to test whether a relationship exists between 

economic development and rural-urban inequality, and what shape it eventually takes. 

To the extent that economic progress is associated with urbanisation this analysis is also 

related to that o f Chapter 4, which looks at the impact of urbanisation on rural poverty.

I use three families of indices to measure the disparities in welfare between rural 

and urban areas across Indian states over time:

1) Poverty based measures

2) Consumption based measures

3) Health based measures

The use o f such indicators rather than income based ones is due to the lack of 

data on rural and urban incomes at the state level in India. It is also motivated by 

another consideration. Although poverty- and consumption-based indicators of 

inequality are obviously inter-related with more traditional measure o f inequality 

(calculated on absolute incomes), their use may add a further interesting angle to die 

debate. That is the case to the extent that poverty reduction can arguably be considered a 

more important policy objective than inequality per se. For instance, as argued by 

Eastwood and Lipton (2000, p. 21) transfers among those above the poverty line that 

“reduce inequality without touching poverty should be o f second-order concern”. 

Finally, the use o f a health related indicator allows examining the disparities in one of 

the key dimensions o f wellbeing.

I construct two different indicators of rural-urban disparity based on poverty 

measures: the difference in the headcount index between rural and urban areas
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(Hi=Hrw-H urby, and the difference in the poverty gap (PGi=PGrw-PGurb) -  Appendix

1.1 describes the construction of these indices.13 The rural headcount index measures 

the share of rural people below the rural poverty line in total rural population, and so 

does the urban headcount index. Thus their difference is conveying information on the 

differential incidence o f poverty between rural and urban areas. However, the index 

does not contain any information on the severity o f poverty, as it assigns the same 

weight to all poor. The poverty gap instead measures the mean distance from the 

poverty line as a proportion o f the poverty line, thus taking into account how far from 

the poverty line the poor are on average. As argued by Eastwood and Lipton (2001), 

indicators using the poverty gap index are better at capturing relative rural poverty than 

those using the headcount index.14 This is because the latter does not capture any 

changes in the poverty o f persons below the poverty line unless they cross such line. I 

find it useful to use both indicators as they convey different insights. The results are 

slightly different between the two, especially as far as socio-demographic determinants 

are concerned, as shown below.

I also use the ratio o f the rural to the urban mean per capita monthly expenditure 

as the consumption measure (ME2 =MEurb/MErur). Finally, I proxy the difference in 

health conditions with the rural-urban difference in death rates per 1000 people 

(Di=Drur-Durb). Death rates convey important information about development in their 

own right. They are likely to be determined by a large array o f socio-demographic and 

economic factors. I try to control for as many of these factors as possible. All o f these 

indicators except ME2 are based on variables that measure negative attributes, such as 

poverty and death rates. I modify ME2 (i.e. rural expenditure is subtracted from the 

urban one) so as to make all indicators increasing in the rural-urban gap in living 

standards.

13 The rural-urban division is made according to the Census definition of urban areas. The Census in 1991 
classifies towns as all the statutory places with a municipality, corporation, cantonment board or notified 
town area committee, or, alternatively, places satisfying simultaneously the following three criteria: i) a 
minimum population of 5,000; ii) at least 75 per cent of male working population engaged in non- 
agricultural pursuits; and iii) a density of population of at least 400 per sq. Km. This definition has 
changed slightly over the time considered but in a consistent way across states, thus year effects control 
for this potential issue.
14 Eastwood and Lipton (2001) actually use ratios instead o f differences in indices. When I tried to use 
ratios the results are similar to those with differences although slightly less robust.
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The basic approach is to estimate the following panel data model:

K  = a s +r, + P\y* + P iy l  + A  (An, / ) + r x a + e„ ( i . i)

where hst is some measure o f rural-urban disparities as described above in state s at time 

t, y st is state real income per capita, Xst is a vector o f socio-demographic controls, as is 

state fixed effects and y, is year effects. Since the dependent variable has also negative 

values, all variables in (1) are in levels (rather than in log). I estimate equation (1.1) for 

a panel of the sixteen major Indian sates (in the 1958-2002 period). The cross-sectional 

dimension o f the dataset is relatively small implying that an important part of the 

identification strategy comes from the time variation. Such a strategy has become 

increasingly popular in the empirical literature in development economics, a relevant 

part o f which uses the same Indian states as in this study (e.g. Datt and Ravallion, 1996, 

Besley and Burgess, 2000, 2002 and 2004, Rud, 2009). I cannot use all Indian states due 

to data limitations but those in the sample account for over 95% of total Indian 

population in 2001.

In such a context fixed effects estimation appears to be more appropriate than 

random effects, as the states considered are not randomly selected (they are the largest 

ones) and states’ unobservables are not likely to be systematically related to the right 

hand side variables.15 Moreover the Hausman test rejects the null o f non-systematic 

difference between fixed and random effects estimators. Endogeneity can arguably 

affect specification (1.1), especially as far as income per capita is concerned. For 

instance both income per capita and rural-urban gap could be driven by the same 

unobserved shocks (e.g. monsoon failure or a policy reform). However as mentioned 

earlier the analysis does only seek to examine whether a systematic association between 

rural-urban disparities and income per capita exist empirically, without establishing any 

causality. Nevertheless I try to control for a large array o f factors that may bias the Pi 

and P2 coefficients in (1), and I also use the lagged values o f income per capita that may 

partly reduce the endogeneity bias.

The X vector in (1) includes all those socio-demographic characteristics o f the 

rural and urban populations likely to affect both rural and urban welfare measures. In

151 obtain similar results to those detailed in the main text estimating the model through GLS modelling 
the error term as an AR(1) process allowing for state-specific autocorrelation. Results are available upon 
request.
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particular, they include the age structures o f the population and the sex ratio, which may 

influence the relative productivity (which in turn affects poverty). The potential effect 

o f the sex ratio on productivity is rooted in the differential productivity between males 

and females in economies dominated by agriculture. This difference has been one of the 

major social factors to explain the “missing women” (Sen, 1992) problem in South 

Asia, and in India in particular (Agnihotri et al., 2002, Das Gupta, 2005). The 

supposedly lower female productivity in agriculture (relative to males) contributes to 

skewing the intra-household allocation o f resources in favour o f males. This includes 

food and healthcare provision determining higher infant mortality rates for females than 

males. As such, the sex ratio would be expected to have an effect in rural but not in 

urban areas. By the same token, ceteris paribus working age population are usually 

more productive than older people and infants. The share o f scheduled caste population, 

which has historically had above average poverty incidence, is a further control. I also 

include the growth rate o f GDP in (1.1) to capture eventual dynamic effects of 

economic growth on rural-urban disparities. Finally, I also test whether the land reform 

enacted in the Post-Independence period has had any impact on rural-urban disparities. 

As shown by Besley and Burgess (2000) such legislation has had a substantial poverty 

reducing effect in rural areas, thus it is expected to reduce the rural-urban poverty gap.

1.2.1. Data

The data for the income and consumption based measures come from the World 

Bank dataset prepared by Ozler, Datt and Ravallion (1996), and further updated by the 

same authors (see Appendix 1 for a description o f the methodology to construct those 

indices). The same dataset provides also state-wise income data, which have been 

updated until 2002.16 Data for death rates come from various years of the Indian 

Census, and so do the demographic data. Data on land reform legislation come from 

Besley and Burgess (2000), who coded all the relevant acts passed by the state 

parliaments to implement the land reform since 1957. The reform was implemented 

under the 1949 Indian Constitution, according to which states are granted the powers to 

enact (and implement) land reforms. Each state parliament implemented the reform 

through autonomous acts. There are significant differences in the intensity with which

16 The data has been updated by the Economic Organisation and Public Policy Programme at the London 
School of Economics.
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states have enacted the various types o f land reform legislation over time. Such 

differences have been captured by Besley and Burgess (2000) who construct a yearly 

cumulative land reform variable, by adding up individual land reform acts between 

1957 and 1992 in the major Indian states. They classify each act into four types of 

legislation: tenancy refonn, abolition of intermediaries, land ceiling legislation, land 

consolidation legislation. Using this cumulative variable, the authors show that land 

refonn had a significant impact in reducing poverty (and increasing agricultural wage) 

across states over time.

Table 1.1 presents the summary statistics for the rural-urban disparity and 

income variables. Interestingly, not all welfare indicators are worse in rural than urban 

areas at any point in time, as shown by the negative minimum values for the headcount, 

poverty gap and death rate differences. However the average difference in headcount 

poverty rates between rural and urban areas is 8 percentage points (first row, column 2), 

indicating a substantial (albeit variable) gap between rural and urban areas across Indian 

states.

Table 1.1: Summary statistics for the main variables
Obs. Mean Std. Dev. Min Max

Rural-urban poverty headcount 
difference 622 8.06 10.79 -21.14 50.06

Rural-urban poverty gap 
difference 562 2.42 4.03 -11.03 14.73

Rural-urban mean consumption 
ratio 562 1.38 0.21 0.90 2.41

Rural-urban death rate difference 
(per 1000 people) 448 4.13 2.04 -3.90 12.30

Per capita GDP in constant 1980 
prices (Rs ‘000) 679 1.93 0.96 0.62 6.22

Annual GDP growth 663 0.03 0.09 -0.34 0.47
Urban share (% of total 
population) 816 21.37 8.19 4.06 43.86

Source: Indian Census and Datt et al. (1996).
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1.2.2. Graphical evidence

Before proceeding with the regression analysis, it is useful to graphically 

explore the relationships between the main variables. Figure 1 shows the relationship 

between rural-urban disparities (using the headcount index) and income per capita for 

each Indian state over the period 1958-2002. I fit the line for each state by using OLS 

with a quadratic function.

A quite clear U-shaped relationship emerges for most states, although a few 

states (i.e. Jammu & Kashmir, Madhya Pradesh and Karnataka) have the opposite 

inverted U-shaped pattern and Orissa, Rajasthan and Tamil Nadu have linear patterns. 

These patterns have been corroborated by state-level regression analysis (not shown 

here), which confirms that rural-urban poverty difference is slightly increasing in per 

capita GDP and decreasing in its squared term for Jammu & Kashmir, Madhya Pradesh 

and Karnataka. Similarly the squared term appears to be insignificant for Orissa, 

Rajasthan and Tamil Nadu. This U-shaped pattern emerges quite vividly when using the 

other consumption and health based measures o f inequality as well (Figures A 1.1 and 

A1.2 in the Appendix).17 These stylised facts may suggest a pattern o f economic 

development accompanied by a reduction in rural-urban inequalities over time (with an 

eventual slight increase for certain states). This pattern is the product of a monotonic 

increase in GDP per capita over time and a mixed evolution -  with often a decreasing 

pattern -  o f rural-urban poverty difference, as shown in Figure 1.2. This plots the 

evolution o f GDP per capita and rural-urban disparities over time. Let us turn to a more 

formal scrutiny o f the relationship to test to what extent this U-shaped relationship holds 

when controlling for other factors.

17 Note that due to cross-states variation in data availability over time, some states have less data points 
than others.



Figure 1.1: Rural-urban disparities (headcount index) and GDP per capita in Indian states in the Post-Independence period
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Figure 1.2: Evolution of rural-urban disparities and real income across Indian states over time, 1958-2002 
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1.2.3. Regression analysis

Table 1.2 presents the results o f the regressions based on equation (1.1), which 

provide support for the U-shaped relation emerging from the graphs. The difference in 

the headcount poverty index between rural and urban areas decreases as income rises up 

to a point after which it starts increasing again. In particular in the baseline regression 

without controls (column 1) a 10% increase in real per capita GDP (from the mean of 

1,930 Rs.) is associated with a reduction of 3.1 percentage points in rural-urban 

difference in the headcount index.18 The trough in this difference is reached for a value 

o f GDP per capita o f 4,450 Rs. (at 1980 prices) after which the rural-urban headcount 

difference starts rising. Note that only 3 out of 16 states (Haryana, Maharashtra and 

Punjab) had income per capita higher than this level in 2000. Column 1 further suggests 

that rural-urban inequality increases in the speed o f per capita income growth.

These results are robust to the inclusion o f a number o f socio-demographic 

controls (column 2). The share of the population in working age (15-59 years) in urban 

areas is positively associated with rural-urban headcount poverty difference while the 

coefficient o f the same share in rural areas has a negative sign. The reverse is true for 

the share o f population over 60, consistently with the relatively lower productivity of 

the older age group. The female/male ratio in rural areas is associated with an increasing 

rural-urban poverty headcount difference, while the ratio in urban areas has an 

insignificant (but positive) effect. This is consistent with a lower female productivity in 

agriculture but not in the urban sector where the incidence o f poverty among females is 

not significantly different than among males. As expected, the presence of scheduled 

caste influences the headcount difference through its positive association with poverty 

rates, although the only significant effect is in urban areas. These results are broadly in 

line with the expected effects o f socio-demographic factors on poverty.

18 This coefficient is obtained considering that a 10% increase in GDP per capita at the mean is 0.193 and 
for its squared term it is 0.463. Therefore (Pi*AGDP/GDP)+((32*AGDP/GDP)= -21.71 * 0.193 + 2.44 * 
0.463 = -3.06
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Table 1.2: Rural-urban disparities and income per capita across Indian states, 1958-2002
( 1)

headcount
difference

(2)
headcount
difference

(3)
headcoimt
difference

(4)
headcount
difference

(5)
headcoimt
difference

(6)
headcount
difference

(7)
headcount
difference

GDP pc -21.71*** -17.67*** -20.30*** -20.83*** -20.83*** -19.95***
(3.26) (3.68) (3.63) (3.95) (3.95) (4.07)

/n t-\t\ 2 4 4*** 2 4j *** 2.30*** 2.85*** 2.85*** 2.84***
UDr pc sq. (0.43) (0.46) (0.46) (0.55) (0.55) (0.55)

GDP growth 12.26*** 10 95*** 13.31*** 4.91* 11 44*** \ I 44*** 10.96***
(3.29) (3.02) (3.17) (2.63) (2.99) (2.99) (3.01)

Population -12.84* -13.61** -20.17*** -9.53 -9.53 -8.87
(’00000) (6.71) (6.63) (7.16) (7.90) (7.90) (7.91)

i c co -1 49*** -1 54*** -2.35*** -0.85** -0.85** -0.93**Kurai i> o y (0.39) (0.41) (0.43) (0.39) (0.39) (0.41)
T 1C CO 0 42 *** 0.50*** 0.39** 0.14 0.14 0.12Urban i s o y (0.17) (0.16) (0.17) (0.19) (0.19) (0.19)
n , i c a i 2.67 3.29** 0.77 2.27 2.27 2.13Kural Dlrr

(1.81) ( 1.66) (1.63) (2 .01) (2 .01) (2 .02)
T T-Lrt« ZTAi -5.31*** -5.23*** -3.53* 0.05 0.05 0.48Urban oirr ( 1.88) (1.91) (2 .01) (2.34) (2.34) (2.41)
Fem/male 159.56*** 154.15*** 160.62*** 73.49* 73.49* 76.65*
rural (40.95) (43.47) (46.58) (43.97) (43.97) (44.35)
Fem/male 44.58 -5.37 -22.88 27.18 27.18 22.37
urban (29.09) (28.70) (29.52) (31.46) (31.46) (32.03)
Shr scheduled 0.89 -0.08 -0.08 -0.13
caste rural (0.74) (0.79) (0.79) (0.81)
Shr scheduled -2 74*** -1.75** -1.75** -1.69**
caste urban (0 .66) (0.73) (0.73) (0.75)
Share urban 0.24 -0.35 -0.60 -0.87* -0.87* -0.82
(% tot. pop.) (0.41) (0.38) (0.42) (0.49) (0.49) (0.50)
Cumul. land -1 46*** -1.46*** -1 44***
reform (t-4) (0.30) (0.30) (0.30)

1 03*** 1.00***Year trend (0.19) (0 .21)
Trend x Post- 0 .002* 0.004
1991 (0 .001) (0.003)
Urban share x -0.11
Post-1991 (0.18)

Observations 577 544 544 544 514 514 514
States 16 15 15 15 15 15 15
R-sq. (within) 0.646 0.743 0.726 0.705 0.773 0.773 0.773
All regressions include state and year effects; Robust standard errors (Huber-White method); * 
significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level; all variables 
are in levels; Jammu & Kashmir is excludedfrom columns 2-8 due to lack o f  data.

Finally, the degree o f urbanisation (as measured by the share of urban 

population in total) is associated with a widening rural-urban headcount poverty 

difference, although this is not significant at conventional levels. Such a positive 

association is surprising for at least two reasons. First, the evidence at the global level 

shows that the process o f urbanisation has recently been accompanied by a steep 

reduction in poverty rates only in rural areas (Ravalion et al., 2007). Second, the 

evidence presented later on in Chapter 4 suggests that the urbanisation process in India
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has had a significant poverty reducing effect on rural areas in the period 1981-1999. 

Given these stylised facts, an increasing urban share o f total population would be 

expected to be associated with a declining rural-urban poverty headcount difference. 

Interestingly this is the case once I exclude the scheduled caste variables from the set of 

controls. Column 3 replicates the specification in column 2 without the scheduled caste 

variables: in this case the coefficient o f urban share becomes negative but not 

significant. This suggests that the urbanisation process may be associated with an 

increasing concentration o f scheduled caste in urban areas (i.e. scheduled caste are more 

likely to migrate from rural to urban areas than other rural dwellers). This increasing 

concentration drives the widening rural-urban poverty difference effect o f the urban 

share variable. Results in column 4 show that the relation between urban share and 

rural-urban headcount poverty difference is partly mediated via GDP per capita. To see 

this note that the exclusion o f GDP per capita from the right hand side variables (as in 

column 4) ahnost doubles the magnitude o f the urban share coefficient (cf. column 4 

with column 3). This result is consistent with the positive correlation between 

urbanisation and GDP per capita.

The main results are also robust to the inclusion o f the cumulative land refonn 

variable (lagged four years as in Besley and Burgess, 2000), which has a negative and 

significant effect on rural-urban disparities as expected (column 5). Interestingly the 

inclusion o f this variable has the effect of increasing the size and the significance of the 

GDP per capita coefficients and turns the urban share coefficient to negative and 

significant even when including the scheduled caste controls (cf. column 5 with column 

2). This influence of the land reform on the urban share coefficient can be interpreted as 

follows. Other things being equal, states which implemented the land reform more 

thoroughly tended to have faster declines in rural poverty (Besley and Burgess, 2000) 

and a lower pace o f urbanisation (as the evidence in Chapter 3 confirms). Therefore 

failing to control for the effects o f land reform may generate a bias towards a positive 

association between urban share and rural poverty and thus between urban share and 

rural-urban poverty difference as well (as in column 2).

The year 1991 marked a watershed in India’s economic policy with a wave of 

pro-market reforms that included a sharp trade liberalisation (Topalova, 2005) and the 

dismantling o f a large part o f the state controlled licensing system in manufacturing (the
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so-called license Raj, see Aghion et al., 2008) among others. It is worth examining 

whether such important policy shocks have had a different impact on rural and urban 

areas. To do this I add a time trend and an interaction between this time trend and a 

post-1991 dummy to the specification in column 5 (see column 6). The results suggest 

that rural-urban headcount poverty difference increased faster after 1991 relative to their 

long-term trend, i.e. positive coefficient of the interaction between the trend and the 

post-1991 dummy.19 The size of this positive coefficient increases (but becomes less 

significant) when adding the interaction between the urban share o f population and the 

post-1991 dummy, which tests for the differential impact o f urbanisation on rural-urban 

poverty difference after 1991 (column 7). The positive coefficient o f this interaction 

term indicates that urbanisation has had a larger negative effect on the headcount 

difference after 1991, although such a differential impact is not significant at 

conventional levels. These results are in line with those o f Topalova (2005), who finds a 

more adverse effect o f trade liberalisation in rural than in urban areas.

The main results are robust also to the use of the other measures o f rural-urban 

disparities described above, as shown in Table 1.3. Income per capita maintains the 

same U-shaped relation with rural-urban disparities using either the difference in 

poverty gap or the ratio of real mean consumptions as the dependent variable (columns 

1-4). The urbanisation coefficient is not significant when using the poverty gap 

difference while it is negative (but not significant at standard levels) when using the 

consumption ratio measure. As in Table 1.2, the exclusion o f the scheduled caste 

controls makes the urban share coefficient more negative (cf. column 3 with column 4). 

The coefficients o f the other controls are generally in line with those o f Table 1.2. 

Interestingly, the female-male ratio in urban areas is consistently positive and 

significant with both dependent variables. This suggests two stylised facts. First the 

incidence o f severe poverty in urban areas is lower among females than males. Second, 

females seem to have a higher level o f expenditure than males in urban areas.

I next test the rural-urban disparity-per capita income relation using the death 

rate differential as the dependent variable (column 5). Again, the U-shaped relation

19 The results are not as clear when I run the same regressions using earlier years (i.e. 1988, 1989 and 
1990) as break points (not shown here), confirming that the effective break seems to have occurred in 
1991.
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between disparities and income emerges strongly using the full set o f controls (column

5).20 The coefficient o f the share o f urban population is positive but not significant, 

which may suggest a composition of rural-urban migrants skewed towards relatively 

more healthy individuals (e.g. as those are the ones potentially more able to withstand 

the change in living conditions from rural to urban areas). The share o f elderly - over 59 

-  increases the death rates in both rural and urban areas, while the share o f working age 

population reduces it in urban areas but interestingly increases it in rural areas. The 

latter result may be driven by the relatively high mortality rates among people above 35- 

40 years o f age in rural areas. Also, ceteris paribus a higher share o f female in the rural 

population reduces the disparities in death rates, and the opposite is true for urban areas. 

This can be related to females having higher life expectancy than males and possibly to 

the role o f women in improving children’s healthcare provision by tilting household 

spending towards social expenditures, and health services in particular. Interestingly, 

the share o f scheduled caste in urban population increases the death rate differential, 

implying that the scheduled caste population has a relatively lower death rate than the 

rest o f the population.

To summarise, the results support the idea o f a U-shaped relation between rural- 

urban disparities in socio-economic indicators and income per capita. These disparities 

decrease as income per capita grows for low income levels o f economic development 

until they reach a trough and then they start to increase again. Only a few state-year 

observations in our dataset appear to he on the right o f this trough. This pattern seems to 

be consistent with the one characterising countries at the very early stages of 

development (e.g. LDCs), as highlighted by World Bank (2009, fig. 2a) on a cross- 

section o f countries. This evidence further suggests that there is a tendency for rural- 

urban disparities to increase in the following transition from low to middle income and 

then to decrease again after reaching the middle-income stage. As most Indian states in 

the second half o f the 20th century had income per capita typical o f the bottom part of 

today’s low income countries, this analysis may be representative o f the very early 

stages o f the transition. If  that is the case, living standards in rural and urban areas may 

now diverge as states develop and will eventually return to converge when states reach

20 The results are different for random effects estimation, but the Hausman test o f random vs. fixed 
effects estimator strongly rejects the null of no systematic difference between coefficients estimated using 
the two methods. Therefore RE estimation may yield biased coefficients.
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much higher levels o f incomes. A further result is that urbanisation seems to play some 

role in shaping this inequality, part of which is driven by its relationship with GDP per 

capita. It is associated with declining rural-urban disparities in poverty and 

consumption, while it is positively (but not significantly) associated with death rate 

differentials.

GDP pc 

GDP pc sq.

GDP growth 

GDP pc(t_2)

GDP pc sq.(,_2)

GDP growth^)

Population
(’00000)

Share urban 

Rural 15-59 

Urban 15-59 

Rural 60+

Urban 60+ 

Fem/male rural

Fem/male urban

Shr sched. caste 
rural
Shr sched. caste 
urban
Cumulative land 
refonn (t-4)

Obs.
States 
R- squared

( 1) 

PG diff 

FE

(2) 

PG diff 

FE

(3) 
Mean con. 

ratio 
FE

(4) 
Mean con. 

ratio 
FE

(5) 
Death rate 

diff.
FE

(6)
headcount
difference

FE

(7)
headcount 
difference 

FE IV

-8.15*** -8.24*** -0.84*** -0.84*** -1.27** -27.63***
(1.74) (1.74) (0 .12) (0 .12) (0.54) (9.41)

j 27*** q qq*** 0 .10*** 0.08*** 0 .2 0*** 3.50***
(0.24) (0.24) (0 .02) (0 .02) (0.06) (1.03)

5.74*** 6.34*** 0.26*** 0.31*** 1.14 8.64
(1.52) (1.54) (0.09) (0.09) (0.71) (13.17)

-2.28 -3.52 -0.72*** -0.82*** 1.97

-15.89***
(4.41)

2.63***
(0 .68)
2.58

(3.01)
-9.98 -5.99

(4.14) (4.30) (0 .22) (0.24) (1.30) (8.47) (8.33)
0.07 -0.02 -0.01 -0.02 0.06 -0.93* -1.10**

(0.19) (0 .20) (0 .01) (0 .01) (0.06) (0.50) (0.48)
-0.34** -0.39** 0.01 0.01 0.48*** -0.94** -0.43
(0.16) (0.16) (0 .01) (0 .01) (0.09) (0.45) (0.55)
0.09 0.09 0 .01** 0.01** 0.09*** 0.01 0.07

(0.09) (0.08) (0 .00) (0 .00) (0.03) (0.19) (0.19)
1.18 1.16 0.06 0.04 1 48*** 0.34 2.00

(0.91) (0.79) (0.04) (0.04) (0.25) (1.98) (2.19)
-0.38 -0.21 -0 .11* -0.08 1.24 0.96
(1.17) (1.04) (0.06) (0.06) (0.30) (2.33) (2.25)
13.29 9.60 2.08 1.72 4.03 101.13** 87.29**

(19.38) (20.19) (1.39) (1.45) (9.08) (45.11) (41.62)
25.29* 16.71 2.83*** 10.65 -18.32 -13.98
(13.30) (12.08) (0.78) (0.76) (6.62) (29.08) (27.95)
-0.57*
(0.29)
-0.04
(0.33)

-0.41*** -0 47***

-0.06***
(0 .02)
0.01

(0 .02)
-0 .02** -0.03***

-0.13 
(0 .10) 

q 44*** 

(0 .12)

-1.25* 
(0.70) 
-1.07 
(0.81) 

-1 38***

-0.99
(0.70)
-0.67
(0.79)

-1.65***
(0.14) (0.13) (0 .01) (0 .01) (0.29) (0.33)

484 484 484 484 412 486 486
15 15 15 15 15 15 15

0.707 ' 0.701 0.832 0.825 0.852 0.786 0.785
All regressions include state and year effects; Robust standard errors (Huber- White method); * significant 
at the 10% level; ** significant at the 5% level; *** significant at the 1% level; Jammu & Kashmir is 
excluded due to lack o f data; in column 7 per capita GDP, per capita GDP squared and per capita GDP 
growth are instrumented with their values lagged Mo years.
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As mentioned above these results are to be interpreted as statistical relationships 

rather than in any causal way. This is mainly due to the potential endogeneity of the 

main regressors. The typical method to address this problem is instrumental variable 

(IV) estimation. However it is arguably very challenging to find appropriate instruments 

that explain GDP per capita but do not influence rural and urban areas in any 

differential way (which represents the necessary exclusion restriction for any such 

instruments). In the absence of instruments satisfying both conditions, researchers often 

employ the General Method of Moments (GMM) estimation, developed by Arellano 

and Bond (1991) and Blundell and Bond (1998). However this method is only efficient 

asymptotically and is suitable for samples with large N  and small T. In this case I have a 

small N (16 states) with a relatively large T (between 36 and 45 years). Therefore the 

GMM estimation may not be appropriate for our purposes.

Instead I employ two different specifications using lagged regressors, which 

may be indicative o f the robustness o f the GDP per capita coefficients although they do 

not properly tackle these endogeneity concerns. The results from these specifications 

(reported in the last two columns o f Table 1.3) provide support to the robustness of the 

coefficients in Table 1.2. In column 6 I run the same specification as in Table 1.2, 

column 5 but lagging the GDP per capita, GDP per capita squared and GDP per capita 

growth variables two years. Lagged variables tend to be less endogeneous than the 

contemporaneous ones, although their persistence over time suggests this is not a 

satisfactory way to deal with their endogeneity. The U-shaped relationship between 

rural-urban headcount poverty difference and GDP per capita remains although the 

coefficient of the linear negative term is lower. On the other hand the coefficient of 

GDP growth becomes insignificant. In column 7 I employ IV estimation by 

instrumenting the three GDP per capita regressors by their values lagged two years. 

Again, this is a not fully satisfactory way o f tackling endoegeneity as it is based on 

weakly exogenous instruments. The results confirm the U-shaped relationship between 

rural-urban disparity and GDP per capita (while the growth coefficient is insignificant) 

and the absolute size of both coefficients is larger than in the corresponding FE 

estimation (cf. Table 1.2 column 5). It is also reassuring that the coefficients o f GDP per 

capita and GDP per capita squared from Table 1.2, column 5, lie in between those in 

column Table 1.3, columns 6 and 7.
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1.3. Convergence and the determinants of towns’ growth

While the first part o f the chapter is concerned with the way the economic 

progress is shared between rural and urban areas, this second part relates to how the 

growth in wellbeing differs across the urban sector, and in particular between towns of 

different size. This represents the urban-counterpart o f  the rural-urban inequality 

analysis o f the previous section and is based on an analysis o f the (population) growth 

o f Indian towns and urban agglomerations in the 20th century (compiled from the Indian 

Census). It is important to understand the distinction that the Census makes between 

towns and urban agglomerations (UAs), as this will feature in the analysis. Towns’ 

definition is described above (see footnote 13). According to the Indian Census 

(Government o f India, 2001) an UA is “a continuous urban spread constituting a town 

and its adjoining urban outgrowths or two or more physically contiguous towns together 

and any adjoining urban outgrowths o f such towns”.21 In practice the most important 

agglomerations usually comprise a core large town, surrounded by a number o f smaller 

towns. Sometimes the difference in population between the main town and the UA may 

be substantial. For example Calcutta UA had a population o f 13.2 million in 2001 while 

the town of Calcutta had 4.6 million. The former comprises over 100 towns, many of 

which have been incorporated into the UA over time. The incorporation o f a new town 

may bias the analysis as it provides a source of growth which is lumpy and has little 

relation with the socio-economic characteristics o f the UA. Therefore throughout the 

analysis I try to focus on towns (which are not subject to this problem), while analysing 

separately UAs.

All towns and urban agglomerations with a population over 10,000 in 1991 are 

included, while the coverage for urban areas below 10,000 is patchy.22 This translates 

into an average o f almost 2,500 observations per period for a total o f 11 periods (i.e. 

1901-2001 with a ten-yearly frequency). Table 1.4 provides summary statistics for the 

two main variables used in the analysis: population and ten-year population growth rate.

21 Examples o f outgrowth may include railway colonies, university campuses, port areas. These may 
develop outside the town’s statutory limits but within the revenue limits of a village or villages 
contiguous to the town or city. Each such individual area may not satisfy the minimum population limit to 
qualify as an independent urban unit but the Census may decide to club it with the town as a continuous 
urban spread.
22 Note that the towns’ coverage is slightly smaller than that of Chapter 5, which uses data only for die 
1971-2001 period rather than for the entire 20th century as here.

34



The latter is computed using the formula: g  = (ut /w,_10)1/10 -1  where ut is population at 

time t. Both the number o f towns and urban agglomerations and their average 

population increase over the century following India’s urbanisation process. 

Interestingly, the process intensifies over time, as it is indicated by the increase in the 

mean growth rate of urban areas over the 20* century, at least until 1981, after which 

there is a slight drop in the growth rate.

Table 1.4: Summary statistics for cities’ population and population growth, 1901-2001
Population Growth rate

Obs. Mean Std. Dev. Obs. Mean Std. Dev.

1901 1,297 17,505 46,007
1911 1,332 17,291 50,444 1,242 -0.29% 2.79%
1921 1,419 17,634 53,768 1,307 0.33% 2.38%
1931 1,550 19,328 56,662 1,400 1.34% 1.89%
1941 1,716 23,647 83,238 1,537 1.82% 2.26%
1951 2,015 28,183 113,532 1,685 2.08% 2.83%
1961 2,165 34,856 143,645 1,807 2.36% 2.72%
1971 2,534 41,645 183,891 2,152 2.75% 2.39%
1981 3,061 49,506 227,400 2,490 3.22% 2.26%
1991“ 4,200 50,397 246,537 3,061 2.71% 2.58%
2001b 3,845 67,658 322,523 3,845 2.16% 2.18%

Note that the number o f  observations for the growth rate is lower than that fo r  the towns’ population in 
the corresponding year due to the disappearance o f a number o f towns from one decade to the next, 
a. The mean value for 1991 is not strictly comparable to that o f the other years due to the wider cities ’ 
coverage; b. the distribution o f  town for the year 2000 is slightly skewed towards larger towns due to 
data availability.

The analysis focuses on testing whether the urban areas in India have evolved 

according to a process o f convergence during the 21st century. Glaeser et al. (1995) 

assume a linear influence o f city’s size on subsequent rate o f growth. This is the 

approach experimented initially, by running the following cross-sectional specification 

for each year t:

Su = a  + A  to(«)iM0 + r Z„ + et (1.2)

where uit is population of urban area (town or urban agglomeration) i at time t, 

gu  is the annual rate o f growth (as defined above) of town (or UA) and Z is a vector of 

geographical characteristics, including distance to the state capital, a dummy for the 

presence of a river in the town, distance to the nearest large town (i.e. above 100,000), 

level o f rainfall, maximum and minimum temperature. The first control captures the 

possible benefits that a town enjoys by being close to the seat o f the state power. The 

presence of a river may have an ambiguous effect on growth in that it may facilitate
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transportation but may also constrain the physical expansion o f the urban area. The 

proximity to a large town controls for the degree o f access to a sizeable market (both for 

goods and inputs), but also for the possible diversion o f migrants (away from the city 

under investigation) that the presence o f a nearby large town may generate. The climatic 

controls may capture eventual migrants’ preferences for certain weather conditions, as it 

is the case in the United States with the recent migration towards warmer urban areas 

(Rappaport, 2007). The test for convergence is captured by the coefficient /?;, with a 

positive sign indicating a tendency towards divergence (i.e. larger towns grow faster 

than smaller ones).

Table 1.5 presents the results obtained by running specification (1.2) over a 

number o f different periods. The population coefficient is not significantly different 

from zero for the period 1991-2001 (columns 1-3). Adding the squared term of town 

size (column 4) makes the linear population variable significant, suggesting that city 

size exerts a significant negative influence on subsequent growth, although the intensity 

o f the effect diminishes with size. In particular a town’s population appears to have a 

negative effect on growth for towns up to 62,000 in 1991 after which the effect becomes 

positive. Only 538 towns (14% of the total) in the sample considered were larger than 

this threshold in 1991. The analysis further highlights that the distance from the state 

capital negatively affects the town’s growth prospects, and so does the presence of a 

navigable river.23 The negative coefficient on distance to the state’s capital may have 

two non-mutually exclusive interpretations: it can indicate the positive impact for a 

city’s prospects o f being close to the seat of the political power; it could also represent 

the effect o f market potential on cities’ growth, as state capitals are usually large 

markets as well. The latter effect is more clearly driving the positive coefficient on the 

distance to the closest large town (i.e. with over 100,000 population). The negative 

effect on a town’s growth prospects o f being situated by a river could be related to the 

physical constraints to growth imposed by the presence o f the river or to the danger of 

flooding which may induce people to settle in towns without rivers. However, these 

explanations would need further research to be verified. These effects of geographical 

variables are robust to the inclusion o f both state (25 states, column 2) and district 

effects (443 districts, column 3), which control for local conditions likely to affect urban

23 This is a dummy variable which takes the value of 1 if  the town has a navigable river.
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growth, such as policy variables, market characteristics, location. On the other hand the 

influence o f weather related factors on urban growth is explained by state effects (cf. 

column 1 and 2) and these controls may be excludable according to an F-test. As they 

are not available for several towns, I exclude these variables in the rest o f the analysis.

Pop t-io  ( lo g )

P o p ,-10 ( lo g )  sq .

Distance state 
capital (log) 
Distance large 
town (log)

River

Rainfall (log) 

Max temp (log) 

Min temp (log)

State effects 
District effects 
Observations 
R-squared

Popno (log)

Popt-i0 (log) sq.

Distance state 
capital (log) 
Distance large 
town (log)

River

Popt-30 (lO g)

Popt-30 (log) sq.

District effects
Observations
R-squared

(1) (2) (3) (4) (5) (6)
1991 ■2001 1991 ■2001 1981 ■1991

-0.0001 -0.00003 0.0001 -0 .022** -0 .002** -0.026
(0.0005) (0.0005) (0.0005) (0.009) (0 .001) (0 .021)

0 .001*** 0.001
(0 .000) (0 .001)

-0.004*** -0.004*** -0.005*** -0.004** -0.009*** -0.009***
(0 .001) (0 .001) (0.002) (0 .002) (0.003) (0.003)

-0 .002*** -0 .002*** -0.003*** -0.003*** 0.000 -0.000
(0 .000) (0 .001) (0.001) (0.001) (0 .001) (0 .001)

-0.005*** -0.004*** -0.004*** -0.004*** -0.003** -0.003**
(0 .001) (0 .001) (0 .001) (0 .001) (0 .001) (0 .001)

-0 .001** 0.0053
(0 .001) (0 .001)
-0.002 0.0003
(0.003) (0.003)
-0.001 -0.0002
(0 .001) (0 .001)

NO YES YES YES YES YES
NO NO YES YES YES YES
3320 3320 3797 3797 3019 3019
0.042 0.064 0.209 0.215 0.294 0.299

(7) (8) (9) ( 10) ( 11) ( 12)
1971--1981 1961-■1971 1971--2001

-0 .002* -0.050* -0.0003 -0.045***
(0 .001) (0.028) (0 .001) (0 .012)

0 .002* 0 .002***
(0 .001) (0 .001)

-0.006*** -0.004* -0.004** -0.003* -0.005*** -0.004***
(0 .002) (0 .002) (0 .002) (0 .002) (0 .001) (0 .001)
-0.001 -0.001 -0.001 -0.002 0.000 0.000
(0 .001) (0 .001) (0 .001) (0 .001) (0 .001) (0 .001)
-0.002 -0.002 -0.002 -0.002 -0.003*** -0.004***
(0 .002) (0 .002) (0 .002) (0 .002) (0 .001) (0 .001)

-0 .001** -0.054***
(0 .001) (0 .011)

0.003***
(0 .001)

YES YES YES YES YES YES
2452 2452 2116 2116 2230 2230
0.243 0.273 0.283 0.294 0.344 0.408

Robust standard errors (Huber-White method) in parenthesis;* significant at the 10% level; ** 
significant at the 5% level; *** significant at the 1% level; dependent variable: annual growth rate in 
population in the period indicated.
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The convergence hypothesis is confirmed for the periods 1981-91 (columns 5-

6), 1971-81 (columns 7-8), and 1961-71 (columns 9-10), and in the first case the 

convergence process appears to be more linear than non-linear. The non-linear U- 

shaped convergence holds also for the earlier periods (1911-61) as well as shown in 

Table Al in the Appendix. The convergence hypothesis of towns’ growth seems to hold 

for the entire Post-Independence period, as the plot of the (linear) effect of population 

size on subsequent growth between 1911 and 2001 shows (Figure 1.5).24 However, in 

the last period the convergence process seems to be slowing down and whether it will 

be reverted remains an open question. The U-shaped relation between growth and initial 

size holds also when considering long-term urban growth. In the period 1971-2001, the 

growth reducing effect reverts for towns larger than 39,000, which represent 20% of the 

towns in the 1971 sample (columns 11 and 12).

Figure 1.5: The effect o f city size on subsequent growth rate, 1911-2001

0.5% - 
0.4% J 
0.3% J
0.2% J 
0 . 1% - 

0 .0%  -  

-0 . 1%  - 

-0 .2% 

-0.3% - 
-0.4% 
-0.5% - 
-0.6% J

The solid line is derived from the coefficients o f linear term in city’s population in OLS estimation with 
geographical and district controls; the dashed lines represent confidence intervals

1.3.1 Robustness checks

I next perform some tests to check whether the main results are robust to 

different samples and regressors. The results of these checks are presented in Table 1.6. 

First, I run specification (1.2) for the first period 1901-11, which has a much smaller 

sample of towns as the urban system was much less developed (column 1). The results 

are pretty similar to the other periods in tenns of U-shaped type of convergence with the 

trough of the effect for towns of around 18,000, or 21% of the sample in 1901. However

241 use the linear coefficients o f the population variable on subsequent growth as they can be more easily 
represented than two coefficients (i.e. linear and non-linear).
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the geographical controls have opposite signs than in the other periods. Distance from 

the state capital has no significant effect, which is likely to be due to the fact that the 

configuration o f Indian states was very different under the British rule and states had 

different (and generally lower) powers than in the Post-Independence period. As a 

matter o f fact the negative effects of distance to the state capitals become more 

important after 1931 and in particular since the decade 1941-51 when the modem states’ 

configuration started to emerge after the Independence (see Table A l in the Appendix). 

This may hint at the importance of the political explanation (i.e. being close to the seat 

o f the power) to account for the significant effect o f this variable in recent periods. 

Also, being located by a river has a positive effect on the growth prospect in 1901, 

which suggests that transportation channel was important to spur the development of the 

urban areas during that period, unlike the present day. This positive effect o f being next 

to a river does not instead hold for the subsequent decades (1911-61) as reported in 

Table A l in the Appendix.

Table 1.6: The effects of population size on towns’ growth, robustness checks

Period
Sample

(1)
1901-11

All

(2) 
1991-01 
>100 yr 

old

(3) (4) (5)
1991-01 1991-01 1981-91
>20 yr Same as >20  yr

old in (3) old

-0.034* -0.031* -0.029*
(0.018) (0.018) (0.016)
0.002* 0 .001* 0 .001*
(0 .001) (0.001) (0 .001)

0.151*** 0 .211***
(0.035) (0.040)

(6) (7) (8)
1971-01 1991-01 1981-91
>60 yr >50 yr >50 yr 

old old old

Pop,.10 (log)

Popt-io (log) 
sq.
Growth(lO)
t-10

Popt-30 (log)

POpt-30 (log) 
sq.
Growth(30)
too
POpt-50 (log) 

Popt-50 (log)
sq.
Distance 
state capital

River

Distance 
large town

Obs.
R-squared

-0.137***
(0.049)

0.007***
(0 .002)

0 .002***
(0 .000)

-0.025***
(0.009)

0 .001***
(0 .000)
0.113**
(0.051)

0.003 -0.005*** -0.004** -0.005*** -0.003* -0.004***

-0 .021***
(0.006)

0.001***
(0.000)

-0.005***

-0.021***
(0.007)

0 .001***
(0.000)
-0.002

(0.003) (0.002) (0.002) (0.002) (0 .002) (0 .001) (0.002) (0.002)
0.007** -0.005*** -0.004*** -0.005*** -0.003** -0.002 -0.005*** 0.000
(0.004) (0.002) (0.001) (0.001) (0 .001) (0 .001) (0.001) (0.001)

0.001 -0.001 -0.001 0.001 0.001* 0 .002* 0.001**
(0.001) (0.001) (0.001) (0 .001) (0 .001) (0 .001) (0.001)

1222 1163 2673 2673 2452 1470 1838 1676
0.452 0.542 0.281 0.258 0.348 0.490 0.374 0.405

Robust standard errors (Huber-White method) in parenthesis; * significant at the 10% level; ** significant at the 
5% level; *** significant at the 1% level; dependent variable: annual growth rate in population in the period  
indicated.
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When I restrict the 1991-2001 analysis to the sample of towns which have 

existed since 1901, the coefficient of population becomes linear and positive, thus 

reverting the previous results (column 2). This suggests that it is the relatively new 

towns that drive the non-linear convergence process found in Table 5: they are on 

average smaller than the old towns (the median town in the latter had a population of 

42,000 in 1991 against 13,000 for those towns which did not exist in 1901), but tend to 

grow faster than them (2.2% vs. 2.0% on average in 1991-2001). Column 3 tests for the 

persistence in growth rates over time. Towns which grew relatively fast in 1981-91 did 

also well in the following decade. This result is consistent with previous studies for the 

US (e.g. Glaeser et al., 1995, Glaeser and Shapiro, 2001), but both the extent of 

persistence and its explanatory power are lower than in those studies. Here if a town 

grew 1 percent more quickly in the 1980s, it grew on average 0.15 percent more quickly 

in the 1990s as well, while the same proportion was 0.58 for the US (Glaeser and 

Shapiro, 2001). The other coefficients are little affected by the introduction of past 

growth rates (cf. column 4, which uses the same sample as in column 3). The 

persistence in growth rates also applies to the 1981-91 period, when the coefficient is 

even higher (0.21, see column 5), and it holds also when using the growth rate over 

thirty years (i.e. growth in 1971-2001 on growth in 1941-1971, column 6). However, 

such persistence appears to be a relatively recent phenomenon in India. As shown in 

Figure 1.6, past growth rates have become to be positively correlated with future ones 

only since 1971-81. And before then, the relationship was negative and significant: 

towns that grew faster in a period would grow relatively more slowly in the next period.

Figure 1.6: Persistence in cities’ growth rate, 1911-2001

0.3

0.2 -

1911-21 1921-34 .1931-41  1941-51 1 i1-7>rt97-HB1 1981-91 1991-01

0.3

0.4 -(

0.5

The solid line is derived from the coefficients o f lagged growth rate in OLS separate estimation for each 
decade with population, geographic and district controls; the dashed lines represent confidence intervals.
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The last two columns o f Table 1.6 check whether the U-shaped effect of 

population on growth is robust to using larger lags of population. This check addresses 

the potential simultaneity bias that may arise as the dependent variable is calculated 

using also the main regressor. The results using population lagged 50 years are similar 

to those using a 10 year lag. Interestingly, die population coefficients are practically 

identical for 1981-91 (column 8) and 1991-2001 (column 7).

1.3.2 U rban  agglom erations

Following the discussion in sectionl.2.1, I also examine the convergence 

hypothesis separately for UAs. I apply the analysis to the larger UAs (i.e. above 50,000 

people), as these incorporate a collection o f urban outgrowths, that make many o f them 

differ substantially from the core town. Table 1.7 presents the results, which are rather 

different from those for towns.25 In particular, the non-linear effect o f population for 

1991-2001 is reversed and has now more the shape of an inverted-U: the effect is 

positive but diminishing with size, although it is not significant at the standard level 

(column 2). On the other hand the U-shaped relationship emerges again for the period 

1981-91 and when using growth over a longer period o f time as the dependent variable 

(columns 3 and 4). In columns 5 and 6 I restrict the analysis only to outgrowths o f UAs: 

the results are similar to those for towns, although they are less robust for 1991-2001. 

This suggests that individual outgrowths of UAs follow a similar convergence pattern to 

independent towns. The real difference in terms o f the effects o f population is between 

entire UAs and towns. Among the former there is a tendency for larger UAs to grow 

faster than smaller ones in the last decade, although at some point this size effect 

eventually vanishes. Middle-large UAs grew relatively fast in the nineties, while the 

very large UAs did not fare equally well, which may suggest that they have already 

reached a point where congestion costs offset the benefits o f agglomeration. Finally, the 

effect o f  past growth on subsequent growth is positive and similar to that for towns in 

the period 1991-2001 (column 7), while it is insignificant for the preceding period 

(column 8).

25 These regressions do not include any control variables, as geographical variables are not available for 
UAs and district effects would have exhausted the degrees of freedom.
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Table 1.7: The effects of population size on urban agglomerations’ growth

Sample

Period

(1)
Large
UAs

1991-01

(2)
Large
UAs

1991-01

(3)
Large
UAs

1981-91

(4)
Large
UAs

1971-01

(5)
UA

outgrowth
1991-01

(6)
UA

outgrowth
1981-91

(7)
Large
UAs

1991-01

(8)
Large
UAs

1981-91

Popno (log)
0.0001 0.026 -0.066 -0.013 -0.045*** 0.027 -0.070
(0 .001) (0 .021) (0.045) (0.015) (0.017) (0.021) (0.044)

Pop,.io (log) -0.001 0.002 0.001 0 .002** -0.001 0.002
sq. (0 .001) (0 .002) (0 .001) (0.001) (0 .001) (0 .002)

-0.024
Popt-30 (log) (0.017)
Popt-30 (lOg) 0.001
sq. (0.001)
Growth(10)t. 0.161 0.083
10 (0.114) (0 .121)

State Effects YES YES YES YES YES YES YES YES
Observations 91 91 89 98 730 686 89 89
R-squared 0.36 0.37 0.36 0.27 0.08 0.14 0.39 0.37
Robust standard errors (Huber-White method)inparenthesis; * significant at the 10% level; ** 
significant at the 5% level; *** significant at the 1% level; dependent variable: annual growth rate in 
population in the period indicated

1.3.3 Fixed effect analysis

Given the type o f data available I can also test for convergence with a fixed 

effect specification. This would allow controlling for all time invariant town-specific 

factors which may affect the growth pattern o f a town’s population in each time period. 

For that I use the following variant o f equation (2):

Si, = & , + / ,  to(w)iM0 + /?2[ln(«),,_10]2 +‘eu (1.3)

as in (2) g  and u are the growth rate and the town’s population respectively, a 

are towns’ effects and y are year dummies. Note that the presence o f the lagged 

population term in this FE framework is likely to generate endogeneity. In the absence 

o f adequate instruments, I cannot deal with it through GMM estimation, as this uses 

lagged values o f the regressors to instrument them. In (1.3) this strategy would generate 

perfect collinearity as gjt=ln(u)jt- ln(u)it-io- As I am unable to deal with the likely 

endogeneity in this case, an extra note of caution is needed when interpreting the 

subsequent fixed effect results.

Table 1.8 presents the results of using specification (1.3). The first column pools 

all the periods together and the U-shaped convergence is highly significant. In fact the 

linear term is much more relevant than before and the trough after which towns’
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population size starts to exert a positive impact on subsequent growth is 139 million, 

which is much larger than any Indian town. These results are robust to the exclusion of 

influential observations (column 2).26 They also hold (although with slightly reduced 

coefficients) when lagging population by thirty years (column 3). In this case using only 

the linear term for population gives a highly significant (and negative) coefficient 

(column 4). However, the share of within group variation explained by the model is 

considerably lower than with the non-linear specification, suggesting that the latter is 

more appropriate. The results are valid for both the pre-Independence (1901-1941) and 

Post-Independence (1951-2001) periods (columns 5-6), although in the former period 

the negative effect o f size on growth for small towns is larger than in the Post- 

Independence period but then it vanishes more rapidly. The U-shaped relation between 

growth and initial size applies also to the 1981-2001 period (column 7).

The results are robust to considering UAs and their outgrowths as well. Columns 

8 and 9 test the same model as in column 2 for both large UAs and all UAs, obtaining 

similar results to those for towns. The U-shaped relationship between growth and initial 

size also holds when considering UAs outgrowths only (column 10) as well as for large 

UAs in the 1981-2001 period and in the Post-Independence period (columns 11-12).27

These fixed effect results suggest that as a town (or UA) grows in size, its rate of 

growth slows down relative to the rate o f growth experienced when its size was smaller. 

This within group result is statistically more important than the cross-sectional one, as it 

emerges from two facts. First, the population variables in Table 1.8 explain a much 

larger part o f the within group than o f the between groups variation. This can be seen by 

noting that the within group R-squared is over 100 times larger than the between group 

R-squared across all specifications in Table 8 (not shown here). Second the intensity of 

the size effect calculated for the median town is larger in the FE analysis than in any of 

the previous cross-sectional regressions. The within group component is more important 

for the Pre- than for the Post-Independence period. This is consistent with the findings 

in figure 6: during the Pre-Independence period a higher growth rate is associated with

26 I exclude those observations, for which the town either shrunk by more than 5% in any ten-year period 
or grew by more than 20%.
27 These results are also robust to the inclusion of state-year effects, which control for time varying state- 
specific urban systems. In addition, the findings are equally valid using a balanced panel, i.e. conditional 
on the existence and the statistical reporting o f towns in every year between 1951 and 2001. Results of 
these further robustness tests are available from the author upon request.
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lower growth rate in the subsequent decade, while the persistence of growth rates 

emerges only in the latter part of the 20th century.

Sample
Period

(1)
All towns 
1901-2001

(2)
All towns 
1901-2001

(3)
All towns 
1901-2001

(4)
All towns 
1901-2001

(5)
All towns 
Pre-Ind

(6)
All towns 
Post-Ind

Popt-]o (log) 

Popt-io (log) sq. 

Popt-3o (log)

Po p t-3o (log) sq.

-0.075***
(0.007)

0 .002***
(0 .000)

-0.045***
(0.004)

0 .001***
(0 .000)

-0.033***
(0.003)

0 .001***
(0 .000)

-0 .011***
(0 .001)

-0.161***
(0 .021)

0.005***
(0 .001)

-0.046***
(0.006)
0.000

(0 .000)

Fixed eff.
Year eff. 
Influential obs. 
Observations 
Towns/UAs(No.) 
R-sq. within

YES
YES
YES

20526
4207
0.310

YES
YES
NO

20352
4196
0.286

YES
YES
NO

13064
2558
0.594

YES
YES
NO

13064
2558
0.112

YES
YES
NO
5387
1560
0.490

YES
YES
NO

14965
4196
0.284

Sample

Period

(7)
All towns 

1981-2001

(8) 
UAs > 
50,000 

1901-2001

(9)
All UAs 

1901-2001

( 10)
UA

outgrowths
1901-2001

( 11) 
UAs > 
50,000 

1981-2001

( 12) 
UAs > 
50,000 

Post-Ind

Pop,. io (log)
-0.105*** -0.035*** -0.039*** -0.058*** -0.189*** -0.106***

(0.018) (0.009) (0.007) (0 .010) (0.045) (0.023)

PopMo (log) sq.
0 .001* 0.000 0 .001*** 0 .001*** 0.004** 0.002*
(0 .001) (0.000) (0 .000) (0 .000) (0 .002) (0 .001)

Fixed eff. YES YES YES YES YES YES
Year Eff. YES YES YES YES YES YES
Inflluen. obs. NO NO NO NO NO NO
Observations 6878 1743 2863 3747 317 954
Towns/UAs(No.) 4189 237 374 872 228 237
R-sq. within 0.457 0.311 0.325 0.248 0.631 0.518
Robust t-statistics in parenthesis; * significant at the 10% level; ** significant at the 5% level; *** 
significant at the 1%> level; dependent variable: annual growth rate o f  population in each decade in the 
period indicated.

1.4 Conclusions

This chapter has described some aspects o f both the rural-urban and the within 

urban transitions in the Indian economic development process. The results o f the former 

analysis performed on Indian states support the idea o f a U-shaped relation between 

rural-urban disparities in socio-economic indicators and the level o f income per capita. 

Such disparities decrease as income per capita grows but at the diminishing rate until 

they reach a trough and then there is some indication that they may start to rise again.
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This is the mirror-image to the traditional U-shaped inequality-income curve 

hypothesised by Kuznets (1955). One way to reconcile these rural-urban results with the 

national ones a la Kuznets on income inequality is to put the Indian states in the 

international context. The rural-urban disparities-income relationship in Indian states 

seems consistent with the one characterising countries at the very early stages of 

development (World Bank, 2009). As most Indian states in the second half of the 20th 

century had income per capita typical o f the bottom part o f today’s low income 

countries, this analysis may be representative o f the very early stages o f the low to 

lower-middle income transition. The international evidence further suggests that there is 

a tendency for rural-urban disparities to increase with income in the following transition 

from low to middle income and then to decrease again after reaching the middle-income 

stage (World Bank, 2009). If  that is the case, living standards in rural and urban areas 

may now diverge as Indian states develop and will eventually return to converge when 

states reach higher levels o f incomes. Two further findings o f the analysis may help 

policy-makers prepare for (and eventually mitigate) these changes. First, land reform 

has a negative association with rural-urban disparities helping rural areas to catch up 

relative to urban areas. Second, rural-urban disparities decrease with urbanisation. 

Hence to the extent that the relation between urbanisation and rural-urban disparities 

follows the same path as in the past, urbanisation may dampen the eventual future 

increase in disparities.

In addition using a large dataset of Indian towns for the 20th century, I found a 

tendency towards convergence in growth rates among Indian towns across all decades 

o f the century. Smaller towns grow faster than larger ones, although this pattern holds 

until a certain size threshold after which growth rate becomes an increasing function of 

size. This finding contrasts with the concern o f policy-makers about urban 

concentration with large towns growing too quickly relative to small and medium 

ones.28 On the other hand very large cities seem to be less subject to this negative size 

effect on growth than large ones, which may be o f some concern with respect to the 

Indian mega-cities. Unlike the evidence for US towns, which shows clear persistence in 

growth rates (Glaeser et al., 1995), Indian towns exhibit a mean reversing process in

“ This fear stimulated for instance the Integrated Development of Small and Medium Towns programme 
launched by the Indian Government in the sixth five year plan to foster the growth of small and medium 
towns through public investment projects.
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growth rates (i.e. the growth rate in one period is negatively correlated to the period 

before) in each decade of the century except in the last two. This suggests that in the 

first half o f the century the determinants o f city growth in India had little to do with 

time invariant factors, which would have determined persistence in growth rates. This 

pattern changed in the last two decades of the 20th century, when rapidly growing towns 

have eventually maintained their sustained rate o f growth over time and vice-versa for 

low growing towns. This may suggest that similarly to urban areas in the US some 

persistent characteristics o f towns (such as sectoral and population composition) may 

have become important determinants of their rate o f growth. To the extent that such 

characteristics become to dominate towns’ growth rate, initial size may cease to be a 

significant determinant of subsequent growth (as in the US). But further data would be 

needed to test for this hypothesis with Indian towns.
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Appendix 1.1
M ethodological note to the construction o f poverty measures

The poverty headcount ratio and the poverty gap index are two standard Foster 
Greer Thorbecke (FGT) measures of poverty. FGT poverty measure for a given 
population is defined as:

K  = }
f  \

z i ~ y f (y )dy

where z, is the poverty line in the area i (with i = [rural, urban]), and f(y) is the 
distribution function o f monthly per capita expenditure (in this case), with the 
population ordered in ascending order o fy  (i.e. starting from the poorest).

Headcount Index

The headcount ratio is computed by setting a=0, thus it represents the proportion 
o f the population below the poverty line in a certain geographical unit (poverty rate). 
The poverty lines used by the dataset are those recommended by the Planning 
Commission (1993) and are as follows. The rural poverty line is given by a per capita 
monthly expenditure o f Rs. 49 at October 1973-June 1974 all-India rural prices. The 
urban poverty line is given by a per capita monthly expenditure o f Rs. 57 at October 
1973-June 1974 all-India urban prices (see Datt (1995) for further details on the rural and 
urban cost o f living indices and the estimation of poverty measures).

Poverty Gap Index

This is computed by setting a= l and is defined as the mean distance below the 
poverty line as a proportion o f the poverty line where the mean is taken over the whole 
population, counting the non-poor as having zero poverty gap. That is the mean shortfall 
from the poverty line (counting the non poor as having zero shortfall), expressed as a 
percentage of the poverty line.
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A ppendix  1.2 
O ther Figures and Tables

Figure A l.l:  Rural-urban disparities (Mean consumption) and GDP per capita across Indian states, 1958-1994
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Figure A1.2: Rural-urban death rates disparities and GDP per capita across Indian states, 1971-2001
Andhra Pradesh Assam Bihar Gujarat

CO -
, — ^ CO -
0
CL -M- -
O CM -
0
Q_

O
O
O
t—
i_ CO -
0a. t o  -

Tf -
0 CM -
o O  -
c
0

0)
4=

0 O  _

CO CO -
CD -

. c ■M- -
0 CM -
0

-O
c
0

-Q
3i 00 -
0!_ CO -

=3 Tj- -
a: CM -

j?
H

* / J 
«

2 
4 

6 
81

0
i 

i 
i 

i 
i

m
f«

 
* ¥

m
f

2 
4 

6 
8

i 
i 

i 
i

f 0 
2 

4 
6

.. 
1 

1 
I 

1 .

• **
i i i i
1 2  3 4 

Haryana

i i i i
1 1.5 2 2.5 

Jammu & Kashmir
00 -

*  CO -

*
•  * .  • C M -

i i i i
.5 1 1.5 2 

Karnataka

V

i i i i
1 2  3 4 

Kerala
«<» «

mm m
1 i r i i
2 3 4 5 6

Madhya Pradesh

I I I
1 1.5 2

Maharashtra

•* .  00 -:• • * ♦ *

I 1 1 I
1 2  3 4 

Orissa

: :

I I I I
1 2  3 4 

Punjab
# •

•
i i i i
1 1.5 2 2. 5 

Rajasthan

• # X) - 

m cvl -

i i i i i
1 2 3 4 5 

Tamil Nadu
m _

I 1 1 1 I
1 1.5 2 2. 5 3 

Uttar Pradesh
CO -•

o  -

1 1 I 1 1
2 3 4 5 6 

West Bengal

1 1.5 2.5 1.5 2.5

GDP per capita (Rs. ’000) constant 1980 prices
Note: The X  axis measures the difference in the number o f deaths per 1000 people in rural and urban areas

49



Table A l: The effect of city size on subsequent growth rate, 1911-1961

0 ) (2) (3) (4) (5)
1911-21 1921-31 1931-41 1941-51 1951-61

Popno (log) -0.115*** -0.039** -0.041** -0.043* -0.078***
(0.026) (0.018) (0.018) (0.024) (0.030)

Popt.io (log) sq. 0.006*** 0 .002** 0 .002** 0.002* 0.004**
(0 .001) (0 .001) (0 .001) (0 .001) (0 .001)

Distance state -0.002 -0.000 -0.003* -0.008*** -0.003
capital (log) (0.003) (0 .002) (0 .002) (0 .002) (0.003)

River -0.001 -0.001 -0.004* 0.001 -0.000
(0.004) (0 .002) (0.003) (0.003) (0 .002)

District Eff. YES YES YES YES YES
Observations 1287 1380 1517 1663 1780
R-squared 0.382 0.321 0.305 0.345 0.353

Robust standard errors in parenthesis; * significant at the 10% level; ** significant 
at the 5% level; *** significant at the 1% level; dependent variable: annual growth 
rate in population in the period indicated.
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Chapter 2. On the connection between the agricultural sector 
and urbanisation patterns in a developing country

2.1. Introduction

For the first time in its history the world is estimated to have become more urban 

than rural in 2007. The world’s urban population was estimated at 3 billion in 2003 and 

is predicted to rise to 5 billion by 2030 (UN, 2005). Most o f this growth will take place 

in developing regions, many o f which are (and will be) experiencing substantial 

increases in urbanisation rates. While a significant amount of literature has focused on 

the costs and the benefits o f the urbanisation process in developing countries, the 

investigation o f the factors shaping it has received less attention. In particular, key 

questions on what socio-economic factors determine urban hierarchies in the process of 

development, and how they do so, are left largely unaddressed. As noted by Overman 

and Venables (2005), this gap is in the development economics as well as in the urban 

economics literature. The former has mainly approached urbanisation issues in the 

context o f rural-urban migration, although this has occurred without any significant 

analysis o f intra-city dynamics. The urban economics approach has concentrated on 

city-level dynamics o f output production (e.g. Henderson, 1985 and 1988), mainly 

focussing on pull factors (city’s labour demand) and usually abstracting from the 

modelling o f rural-urban migration.

This chapter and the next one aim to help fill this gap, by focussing on the role of 

push factors in the urbanisation process in an economy experiencing rural-urban 

migration (i.e. a developing country). In particular the work tries to combine insights 

from the urban economics and the development economics literature, focusing on an 

explicit role for the agricultural sector in the determination of the urban hierarchy and 

urbanisation rate. More importantly, chapter 3 uses a novel empirical strategy based on 

intra-country (rather than cross-country) analysis to test for the effects o f agricultural 

variables on urban primacy and on urbanisation in the light o f the theoretical framework 

developed in this chapter. The test is applied to the case of India, by constructing a 

dataset o f Indian state-wise urban agglomerations over the 1951-2001 period. The 

remainder o f this chapter is organised as follows: the next section puts the analysis in 

the context o f the existing literature; section three develops a simple analytical
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framework linking equilibrium city size and urban population to the agricultural sector; 

section four concludes summarising the predictions o f the model which will help guide 

the empirical analysis in chapter 3.

2.2. Related literature

What do we currently know about the connections between the rural sector and 

urbanisation in the development process? A long standing tradition in development 

economics (see inter alia Lewis, 1954; Ranis and Fei, 1961; Harris and Todaro, 1970) 

has highlighted the importance o f the structure of the agricultural sector (e.g. shape of 

the production function, unemployment, factors’ endowment) as the main push factor in 

the urbanisation process. This type of analysis has concentrated on the determinants of 

rural-urban migration. Lewis (1954) describes the urbanisation process as one fuelled 

by rural people who migrate to the urban area without affecting the rural wage (due to 

the over-supply o f labour in the rural areas). In Lewis’ view this is a healthy process as 

it reduces the excess labour supply in the rural area, and provides labour to the 

expanding industrial/urban sector. This model assumes full employment in the urban 

sector throughout the process of development, which contrasts with the empirical 

observation o f rural-urban migration in the presence o f open urban unemployment. To 

resolve this issue Harris and Todaro (1970) model rural-urban migration as a function of 

the gap between the expected net urban wage (i.e. the product o f the urban wage in the 

formal sector and the probability of being employed in that sector) and the rural wage. 

Therefore the former can be higher than the latter even in the presence of 

unemployment.

These works have been key to understand the rural-urban migration process in 

developing countries; however they generally assume a perfectly elastic labour supply 

curve. This is in contrast with more recent evidence on developing countries, reviewed 

in Lall et al. (2006), which shows that the labour supply curve is upward-sloping in the 

agricultural wage (e.g. Brueckner, 1990 and Ravallion and Wodon, 1999). Moreover, as 

better micro-level data emerged, the search for determinants o f rural-urban migration 

has expanded, including the role o f other factors, such as social networks, skills and 

education.
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Despite the substantial effort in understanding the migration mechanism 

underlying the labour supply curve, the literature has been little concerned with linking 

this curve to the process o f city formation. An exception is Brueckner (1990), who 

models the relationship between rural-urban migration and city growth using an urban 

economic framework. He finds theoretically and empirically (using a small cross- 

section o f developing countries) that the size o f the largest city o f a country and the 

urbanisation rate are both inverse function of the rural-urban income ratio. While this 

finding points towards the importance of the urban-rural wage gap in determining the 

pace o f urbanisation, it does not inform on the role of this gap in determining the type of 

urbanisation pattern.

A somewhat complementary approach is the one taken by the urban economics 

literature, which is instead focused on the modelling o f the formation and development 

o f cities (see Henderson, 1985 and 1988). These typically emerge as a consequence of 

increasing returns to agglomeration of economic activity. These models derive 

conditions for equilibrium city size determined by the intersection o f the urban labour 

demand and supply curves. The former is the result o f the tension between productivity 

enhancing agglomeration effects and productivity reducing congestion costs (both 

increasing in the city’s population). The labour supply curve is usually treated as 

exogenous and it is assumed to be perfectly elastic in wage. This is justified by two 

assumptions underlying most models: net wages are equalised across urban areas and 

cities’ population changes only via inter-city migration (along with natural population 

growth). This latter assumption is consistent with the study o f fully urbanised systems 

typical o f high income countries, which do not experience rural-urban migration any 

longer. Although a number o f urban papers have started to focus on developing 

countries (e.g. Venables, 2004, Overman and Venables, 2005, Au and Henderson, 

2006a and 2006b, da Mata et al., 2007, Duranton, 2007), the implications o f rural-urban 

migration for the distribution of the urban population across cities are still largely 

unclear. This chapter tries to shed some light on these implications by combining 

insights from the development economics and the urban economics literature.

I focus in particular on urban primacy, i.e. the share o f urban population

concentrated in the largest city. There are a number o f reasons that justify this focus.

First in the developing world urban primates often represent a major urban concern for
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policy-makers. These primates often have the highest intra-city disparities in the 

country, such as in the case o f Nairobi, Johannesburg and Lagos (World Bank, 2009). In 

India itself Delhi’s rapid population growth (from 1.4 million in 1950 to 15.6 million 

today) has been accompanied by an increase in the number of slum clusters from 200 to 

1,160 (World Bank, 2009). A lot o f urban primates in the developing world have areas 

within the city with far higher incidence o f severe poverty than in rural areas 

(Satterthwaite, 2004). In addition urban primates tend to foster the concentration of 

income and production in a highly localised area often contributing to generate a high 

degree of spatial inequality within the country. Greater Cairo produces 50 percent of 

Egypt’s GDP, using just 0.5 percent of its land area and politicians generally view such 

economic imbalance disapprovingly (World Bank, 2009). A variety o f policies have 

been tried to slow down the rate o f growth o f urban primates (e.g. migration restrictions, 

change o f the capital, investment in alternative cities).

A second reason to focus on primacy is that the largest city is usually a relevant 

deviation from the remarkable empirical regularity of the city size distribution defined 

by the Z ip f s law. This states that the city size distribution is approximated by a Pareto 

distribution with exponent equal to minus one. Gabaix (1999) shows that Z ip f s law can 

be generated when the urban growth satisfies Gibrat's law for the mean and variance of 

the growth rate in steady-state (i.e. the mean and variance o f cities growth rate are 

independent o f city size).29 The largest city is often an outlier in the distribution and 

especially in developing countries it tends to be larger than Z ip f s law would predict 

(see evidence in Soo, 2005). Finally, the use of urban primacy has the advantage of 

requiring little data relative to other measures based on the entire city size distribution. 

This is desirable in contexts where data on cities’ population over time may not be as 

complete as necessary.

The literature in search o f the determinants o f urban primacy can be divided into 

two major strands. One has tried to find a deterministic relationship between the level of 

economic development and that of urban concentration in a country, hypothesising an 

inverted U-shaped relationship (e.g. Williamson, 1965, Wheaton and Shishido, 1981,

29 Such a property is confirmed by Eaton and Eckstein (1997) for France and Japan and by Ioannides and 
Overman (2003) for the US. Duranton (2006) provides also an economic rationale for Zipf s law through 
a model where city growth is driven by innovations generated by R&D activities.
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Alperovich, 1992) but without reaching any undisputed conclusion. A more analytic 

(and fruitful) approach is the one which focuses on country-specific pull factors, e.g. 

political and institutional factors as the main determinants o f urban primacy. Ades and 

Glaeser (1995) develop a model where a country’s population is attracted to the capital 

city to maximise its benefits through rent-seeking activities. They show theoretically 

and empirically that countries with dictatorial and politically instable regimes and where 

the largest city is the capital tend to develop higher levels o f  urban primacy, while 

transport infrastructure investments and trade openness reduce urban primacy. This last 

finding is in line with the theoretical predictions o f Krugman and Livas Elizondo 

(1996), who explain urban primacy in developing countries as the result o f an inward- 

looking process of industrialisation. The empirical analysis by Moomaw and Shatter 

(1996) and Davis and Henderson (2003) provide further evidence on the influence of 

political factors on the degree of urban primacy.

As mentioned above these analyses o f urban primacy do not include an explicit 

role for the push factor in the urbanisation process as they concentrate only on the pull 

factors. A relevant exception is Puga (1998), who uses a new economic geography 

model to show that a higher wage elasticity o f labour supply from the rural sector 

widens the range o f transport costs values for which a primate city equilibrium emerges. 

This chapter adopts a similar focus to Puga’s (concentrating on the role o f push factors 

to explain urban concentration) while it takes a different approach for the reasons 

explained below (although the conclusions here may be reconciled with those o f Puga).

2.3. A simple theoretical framework

The objective of this section is to develop a highly stylised model which links 

the conditions in the agricultural sector to the urbanisation pattern and to the 

determination o f urban primacy in particular. Using a simple urban economics 

framework, I will highlight some channels through which such a role may be warranted. 

The basic intuition is that the conditions in the agricultural sector shape the urban labour 

supply curve, especially during the early stages o f the urbanisation process.30 As noted 

by Duranton (2008), the available evidence suggests that the slope o f the supply curve

30 Note that I use the terms “city” and “urban area” interchangeably in the paper, unless otherwise 
specified (as in the empirical section).
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seems to be determined mainly by the conditions in the rural sector (i.e. the decision 

whether or not to migrate from rural to urban areas depends more on the conditions in 

the rural than in the urban sector). This influence o f the rural conditions would then play 

a key role in the determination of the equilibrium level between the costs and benefits of 

urban agglomeration.

I describe a stylised urban economics model, focussing on the labour supply 

curve, rather than on the labour demand (as in most urban economics literature) in 

determining the equilibrium city size. The model is developed in a partial equilibrium 

framework considering only the equilibrium in the urban sector while treating the rural 

sector as exogenous. In particular, the net rural wage, which captures the conditions of 

the agricultural sector, is exogenous to the model, i.e. it is not affected by the changes in 

the urbanisation rate. This assumption reflects Lewis’ (1954) idea o f “unlimited labour 

supply” in the rural sector. In such a context rural-urban migration mops up the excess 

labour supply in the rural areas without affecting rural wages.31 This is a situation close 

to that o f the rural sector in India in the Post-Independence period, which is the focus of 

the empirical analysis in the next chapter.32 This model is used to derive ways in which 

the elasticity o f labour supply may impact on the degree o f urbanisation and importantly 

o f urban primacy. The framework should provide a rationale for the empirical work in 

chapter 3, although it makes unambiguous predictions only on the relation between the 

elasticity o f labour supply and the degree o f urbanisation (but not for urban primacy).

Assume a closed region with two potential locations for cities, 1 and 2 and two 

sectors: a modem urban sector and a traditional agricultural sector. The size of the city 

depends on the number of firms-workers in it. Both sectors use labour to produce their 

goods. Labour is imperfectly mobile between the rural and the urban sector, but is 

perfectly mobile between cities. This type o f labour mobility arises for example if  there 

is a fixed cost to moving from the rural to the urban sector (e.g. learning a different 

technology o f production; adjusting to a new lifestyle, etc.), which an urban dweller

31 In Lewis’ framework the high fertility of the rural sector determined rural labour to be employed 
beyond the point where the marginal product was zero. Therefore anal-urban migration did not produce 
any changes in the agricultural wage.
32 I also discuss below the possible implications for the framework of relaxing the assumption of die 
exogeneity o f the rural wage.
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does not face when moving between cities. I analyse below the effects o f relaxing this 

assumption. Labour is entirely concentrated in the agricultural sector in the beginning.

2.3.1 U rban  labour dem and

The urban production function is location specific. As in Venables (2004), let us 

assume that labour productivity has two components: a location specific component 

which is linked to the city’s characteristics such as its geography or administrative 

status (e.g. access to the sea, seat o f the political power). This component acts like a 

parameter shifter for the city’s labour productivity function. The second component 

captures the idea that the productivity in the city is driven by its number o f workers. 

Thus changes in productivity are a function of city size only. The aggregate production 

in urban area i is: Qt = /■(«) for /=1, 2, where n is the number o f workers in the city

(equal to the city’s population), with dQj /d n >  0 and importantly d 2Qi /d n 2 > 0 . The 

latter condition describes the key feature of the urban production function, i.e. 

increasing returns to labour at the city level. A worker in city i is paid its marginal 

product, i.e.:

w!7 = dQj / d n -  Wj (n) (2.1)

where the location specific component determines the differences between cities in the 

earning function for any level of city size n. The increasing returns at the city level 

implies that the nominal wage is an increasing function o f city size, i.e. dwt Id n t> 0 . 

Since a great deal of attention has been devoted to determine and model the micro­

foundations o f such an urban production function, I don’t delve into any details of its 

functioning here. One can think for instance of how learning mechanisms operate more 

effectively in denser environments (i.e. more populated cities), where more frequent 

direct interactions between economic agents favour the creation, diffusion and 

accumulation o f knowledge.33

Expression (2.1) determines the local nominal wage in i; in order to obtain the city 

demand for labour I need to add the costs o f living to (2.1) so as to compute the net 

wage function. These costs can be thought o f as related to the increasing congestion as

33 See Duranton and Puga (2004) for a complete description of the forces shaping the urban production 
function.
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the city expands, such as the costs o f commuting to the central business district, or the 

housing costs (in the presence of a relatively sticky supply o f land). These are usually 

assumed to be an increasing and strictly convex function o f n. For the sake of 

simplicity, assume that the cost function is the same across locations, so that a worker 

will face the cost function c(n) ,  with c \n )  > 0,c"{n) > 0 24 The net wage for a worker 

in city i would then be determined as:

(n) = wi(n ) -c { n )  (2.2)

Expression (2.2) presents the stylised version o f the trade-off between agglomeration 

and congestion forces at work when a city expands (i.e. when n grows). As in standard 

urban economics let us assume that the shapes o f Wj(n) and c(n) are such that coi 

increases for small levels of n, it peaks and then decreases.

Following Combes et al. (2005), it is effective to study the net wage curves 

through diagrams that for each city focus on the inverse demand for labour rather than 

on output per worker as a function o f the city’s workforce. The inverse demand relates 

the net wage o f workers to the size o f the city’s population (i.e. its workforce). The 

inverted U-shaped solid curves in the upper part o f Figure 2.1 show the net wage curves 

for city 1 and city 2 (we assume that a tf (n) > co% {n)\fn  ).35 The horizontal sum of the 

two net wage curves represents the total labour demand o f the urban sector (D i). In 

Figure 2.1, only the decreasing part o f the D i curve is represented as this is the portion 

o f the curve which coincides with stable cities’ equilibria.

2.3.2 Urban labour supply

Given the demand for labour a labour supply curve is needed in order to find the 

equilibrium urbanisation level and cities’ size. Cities will face an horizontal labour 

supply curve as labour is perfectly mobile within the urban sector. This implies that the 

equilibrium level o f urbanisation will determine the size o f the two cities given the net 

wage curves. Also, the net wage will be equalised across locations in equilibrium.

34 Introducing a location specific cost function would not change the results in  any significant way,
35 This is because coj (n) is augmented by a location specific externality, w hich increases labour 
productivity for each level o f city size. One could think o f  such externality as determ ined for example by 
the advantage o f  being close to the political power, in case C ity 1 w ere the capital, and/or by its 
geography.
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The total urban labour supply curve is determined solely by rural-urban migration, 

as the rural sector provides the labour force needed to the urban sector to industrialise.36 

Such an assumption reflects the idea that during the process o f urbanisation, and in its 

early stages in particular, most o f the population growth in urban areas occurs through 

rural-urban migration.37

As migration is a function o f the urban-rural net wage gap, the urban labour 

supply curve can be modelled as a function o f net rural and urban wages:

N s =N{cov ,coA) (2.3)

with d N s / do)u > 0 ; and d N s / dcoA < 0 , where cou is the net wage in urban areas and 

co4 is the net wage in rural areas. As mentioned above, coA is exogenous in the model as 

the large pool of idle labour in the rural sector guarantees the rural wage to be 

unaffected by rural-urban migration. Expression (2.3) states that the supply of labour 

from the agricultural to the urban sector is a positive function o f the urban net wage and 

a negative function of the rural net wage. The hypothesis o f an upward sloping labour 

supply curve is supported by a large empirical literature (see Duranton, 2007 and Lall et 

al., 2006 for a review). The upward sloping labour supply curve is determined by the 

imperfect mobility o f labour between the rural and the urban sectors. For any urban- 

rural wage gap, there will be only a certain number o f rural dwellers willing/able to 

move to the urban areas. The flatter the labour supply curve the higher this number will 

be. One can think o f various mechanisms detennining this imperfect inter-sectoral 

labour mobility, such as idiosyncratic preferences for rural areas, high, fixed costs of 

rural-urban migration, etc. It is important to understand how coA affects this curve, as 

this is the main identifying assumption of the empirical analysis in chapter 3. It seems 

reasonable to assume that A5 is a function of the ratio between the urban and the rural 

net wages rather than o f their difference. In other words changes in coA would affect the 

slope o f the labour supply curve, i.e. its elasticity with respect to the net urban wage. To 

see this take one special case of (2.3), i.e.

n s =^ M .  ( 2.3 ’)

36 The assum ption underlying this labour supply curve is that there is no  other source o f labour for the 
urban sector, i.e. fertility rate is equal to death rate in the urban areas.
37 This assum ption seems warranted for low income countries, m ost o f  w hich have recently been (or are 
currently) undergoing such process.
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the slope in (2.3’) is determined by (dcou I dri) x -^—; therefore an increase in coA would
co

make N s steeper, i.e. less elastic.

Why is this assumption warranted? The wage ratio, unlike the wage difference, 

captures the concept of relative gap, which in the presence o f imperfect rural-urban 

labour mobility seems a more appropriate determinant o f the elasticity o f labour supply 

than the absolute gap. Consider the same monthly net wage difference between the 

urban and rural sector, say 1000 Rupees, with two different (average) net rural wages, 

say 100 and 10,000 Rupees.38 In the former case the expected increase in wage for a 

rural-urban migrant is 1000% while in the latter case it is only 10%. Given the 

decreasing marginal utility o f income, the latter case should provide a lower incentive to 

migration than the former. This feature is captured by the wage ratio as the determinant 

o f the labour supply. This discussion implies that in the remainder o f the chapter (and in 

the next one as well) I will treat changes to the net rural wage as affecting the slope of 

the labour supply curve. It is worth noting that the main results o f the model would hold 

even when modifying this assumption, by making the changes in rural wage shift the 

labour supply curve but not its slope.

2.3.3 Equilibrium

Plotting this labour supply curve in the same [co,n] space (for a given value of 

coA ’) allows one to find the equilibrium level o f total urban population. In Figure 2.1 this 

is determined by point A (where die urban labour demand and urban labour supply 

curves intersect). At this point the equilibrium urban net wage is co', which determines 

the equilibrium cities’ size given each city’s net wage curve. Hence, the equilibrium net 

wage-size would be [co ’,Nj] for city 1 and [co ’.fy ]  for city 2, with Ni > N2. Note that net 

wages are equalised across urban areas due to the perfect labour mobility assumption. It 

is useful to transpose the same situation to the two cities diagram in the bottom part of 

Figure 2.1 in order to highlight changes in the relative size o f the cities. This diagram 

has two origins (O] and O2), each o f which representing the origin for one city. The 

width o f the diagram represents the total urban population (O1-O2) and it changes

38 Technically the urban wage facing a potential m igrant is an expected rather than an actual wage. In the 
presence o f urban unem ploym ent this would be the product o f  the urban w age and the probability o f 
obtaining a job  in the urban sector.
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according to the level determined in the upper part o f the diagram. The equilibrium is 

determined at point E, where the cities’ net wage curves and the cities’ labour supply 

curve S l intersect. The population of city 1 is Oj-P=Nj and that o f city 2 is C>2-P=N2.

2.3.4 Comparative statics

Consider now a situation with a higher level o f agricultural wage, f t/  ’ The 

labour supply curve is now steeper (i.e. less elastic), and it is represented by a dashed 

line in the upper part o f Figure 2.1. It intersects the labour demand curve at point A 

which corresponds to a lower level of urban population (O1-O2 0 and to a higher level of 

net urban wage (co”) than before. Given the same net wage curves for cities, the 

equilibrium in die two cities’ diagram (lower part of Figure 2.1) would be at point E ’. 

The cities’ population would be 0 ]-P ’=N]’ and O2 ’-P >=N2 ’ for city 1 and city 2 

respectively (with Nj ’< N] and AV< N 2). Therefore a higher level o f rural wage 

generating a steeper labour supply would be associated with a lower level o f urban 

population. What is the degree of urban primacy associated with this higher level o f ft/?  

Ruling out the possibility o f having unstable equilibria (i.e. considering only the 

decreasing portions o f the sum of the two net wage curves), the answer will depend on 

the relative slope o f the two curves. It is useful to look at the upper part o f the diagram 

to see why this is the case. The condition for a lower elasticity o f labour supply (a 

steeper S l)  to be associated with a less concentrated urban system is that:

n } + n 2 n x+ n 2
, or equivalently:

N : N x

(2-4)

Taking the inverse function o f coP (n) from expression (2.2) as «. = g f (ft;) (and taking 

away the superscript U to save clutter), expression (2.4) may be re-written

as: ~ 82l C° l > 0 ’ or equivalently gx(®')g2(®")> gx(a>")g2(®') (as
gi(® ) g 2(® )

g,(ft>") > 0V /). I f  we consider this condition at the margin using the Taylor formula

(given that g ;. (co + A co) = g, (co) + —  dco for i=l,2), (2.4) could be re-written as:
do)
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dgx{(D') ^ N x dg2(co') 

dco N  2 dco
(2.5)

 ̂ / f \
Let us analyse this condition in more detail. A s— 1-------< 0 (we are moving

dco

along the decreasing part o f the net wage curves), the absolute value of the first term 

must be greater than that of the second term for (2.5) to be satisfied. This means that the 

inverse o f the net wage curve for city 1 (expressing nj as a function o f co) needs to be 

steeper than the inverse o f the net wage curve for city 2. Or equivalently, the net wage 

curve for city 1 needs to be flatter than that for city 2. This is intuitive by examining 

Figure 2.1: a higher value o f cou should determine a more than proportionate reduction 

in city 1 equilibrium population relative to city 2 population for condition (2.4) to be 

verified. From expression (2.5) it is apparent that this more than proportionate decrease 

in population (i.e. the ratio between the slope of gi(co) and g2(co) evaluated at co’) should 

be at least as large as Ni/N2> 1.

This is the case represented in Figure 2.1, where a steeper labour supply curve is 

indeed associated with a reduction in urban concentration. Therefore the predictions of 

this framework with respect to the effects o f a shift in the elasticity o f labour supply on 

urban primacy ultimately rest upon the intensity with which congestion costs 

(summarised by c(m)) operate realtively to agglomeration forces (summarised by wfa)) 

in each o f the two cities.
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Figure 2.1: Rural sector and urbanisation with perfect mobility o f labour
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On the other hand the predictions with respect to the degree o f urbanisation are 

unambiguous: the higher the elasticity o f labour supply, the lower the urbanisation rate. 

The intuition underlying this result lies in the role o f the agricultural sector as a provider 

o f labour during the industrialisation process. If  the supply o f labour from the rural 

areas is very elastic, the demand for labour by the urban sector can be satisfied by a 

large pool o f rural workers willing to migrate to the urban areas even in the presence of 

a small wage gap. For any given urban net wage curve, this allows the urban sector to 

expand relative to a situation with an inelastic labour supply curve.

Finally, let us briefly examine how the framework would change if the 

assumption o f an exogenous net rural wage were relaxed. A standard way used to model 

this is to make the marginal product of labour in the rural sector vary with the number 

o f rural dwellers. In particular given a fixed supply o f land, the marginal productivity of 

labour is diminishing with the size of the rural labour force. In terms o f the framework 

sketched above, denoting total rural population with L, the net rural wage would be 

expressed as: coA = coA{L - n) with dcoA / dn>  0 .39 In this case expression (2.3’) could

be re-written as: N s = —~  - n -  , or expressing it in terms o f its inverse function: 
co (L - yi)

cou = s(n)x<oA { L -r i)  (2.6)

where s(n) is the expression for cou as a function o f the supply o f labour to the 

urban sector. In the light of this framework let us re-consider the situation depicted in 

Figure 2.1 with equilibrium at point A ’. At this point the urban population is lower than 

at point A. As coA is a positive function of n, ceteris paribus its value would be lower 

due to the feedback effect via a higher rural population. This means that the slope of the 

labour supply curve would be flatter than that of its corresponding curve in the case coA 

were exogenous (i.e. urban labour supply curve ” in Figure 2.1). The extent o f this 

adjustment depends on the functional form o f coA(L-n).40

39 N ote that the assum ption o f an exogenously determined rural net wage m ay be reconciled with this 
function allowing coA to be fixed for n<n*.
40 A large enough adjustm ent could make the labour supply curve even flatter than the urban labour 
supply curve ’ in Figure 2.1, reversing the functioning o f  the model depicted in the Figure.
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2.3.5 Equilibrium with imperfect labour mobility between cities

How does the story change if  we assume some imperfections to labour mobility 

between cities as well? As in the case of rural-urban migration this would be the case if 

there are substantial costs o f migration as a function o f distance between cities (e.g. due 

to transport costs, language and cultural barriers). As a consequence workers would 

need a large wage gap in order to relocate from one city to the other in the same way as 

when they move from the rural to the urban sector. In terms o f the model, this 

assumption implies that the labour supply curve to each city SL=s(n) (defined in the 

[n,co] space for any given value o f wa) would be upward sloping rather than horizontal 

as in Figure 2.1 (and as in most urban economics literature). This upward sloping S l is 

represented in Figure 2.2 along with the two net wage curves. I assume the standard 

functional form such that d s / d n > 0 and5 2s / dn2 > 0 . This time the equilibrium city 

size and net wage are obtained where S l intersects each o f the wage curves: point Ei for 

city 1 and point E2 for city 2.

Figure 2.2: Rural sector and urbanisation with im perfect labour m obility
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As in the previous framework, the location specific advantage makes city 1 

larger than city 2. Because labour is not perfectly mobile, city 2 still manages to attract 

part o f the rural population (e.g. rural workers who live near city 2 and who are not able
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to bear the costs o f moving to city 1), despite the higher net wage in city 1 (in 

equilibrium co]>co2). The equilibrium city sizes are obtained by solving the following 

expression for n: s(n,) = - c i; (/?,.) for i=l,2. With a steeper labour supply curve

S l’ (due to a higher coA) the equilibrium city size o f city 1 would be N[ < (point E\ ’ 

in Figure 2.2). Similarly for city 2 the equilibrium populationwould be N \ < N 2 ( point 

E 2 1). Again in equilibrium coi’>co2’ (with coj’>cqi and co2’>a>2). As in Figure 2.1, total 

urban population is lower for a steeper labour supply curve. But in this case the 

resulting change in urban primacy depends directly on the slope o f the S l (i.e. by the 

changes in the rural sector), other than on the shape of the net wage curves.

2.4 Conclusions

The basic hypotheses arising from the two frameworks presented above are 

summarised in Table 2.1.

Table 2.1: Predictions from the models
Urban primacy Urbanisation

Depends on net wage curves Positive function of
Model with perfect labour mobility

elasticity o f labour supply 

Depends on net wage curve Positive function of
Model with imperfect lab. mobility

and on labour supply curve elasticity of labour supply

Therefore the predictions are unambiguous in relation to the rate of urbanisation, 

while they depend on the shape of the net wage curves (and on the labour supply curve 

in the case o f the second framework) in relation to urban primacy. The empirical 

analysis in the next chapter will test the former hypothesis and shed light on the sign of 

the latter. In particular, it will investigate the effects o f changes in the agricultural sector 

(proxy for changes in the labour supply curve) on urbanisation outcome (and urban 

primacy in particular), controlling for changes in the net wage curves.

The mechanisms presented in the frameworks above are not far in spirit from 

those arising from the NEG model developed by Puga (1998), where the elasticity of 

rural to urban labour supply increases the range o f transport costs for which an 

equilibrium with an urban primate arises. This implies that other things being equal the 

higher the elasticity o f labour supply the more a higher urban primacy equilibrium is
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likely to emerge. There are however some differences between the two approaches, 

which may have implications for the empirical analysis. Differently from the present 

paper, Puga (1998) develops a NEG general equilibrium model, with constant urban 

population, which distributes either only in one city or evenly across two cities. This 

very nature of the model (where cities have the same production functions) generates 

these ‘extreme’ outcomes, which are obviously absent in the real world. Importantly 

unlike Puga’s model this approach does not require the use o f data on transport costs, 

which are often unavailable, in the empirical implementation. Finally the elasticity of 

labour supply in Puga’s model is obtained as a ratio between other variables (i.e. share 

of manufactures in expenditure and labour share in the agricultural production function), 

which have a direct (independent) effect on the range o f transport costs for which the 

primate equilibria arise. This may make the identification o f the impact o f the elasticity 

o f labour supply more problematic at the empirical level.
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Chapter 3. Agricultural productivity and urban primacy: 
Empirical evidence from Indian states

This chapter develops the empirical analysis based on the framework presented 

in chapter 2. As mentioned above the rate o f urbanisation is the only dependent variable 

on which chapter 2 has an unambiguous prediction. However I focus mainly on the 

effects o f agricultural variables on urban concentration (and urban primacy in 

particular) rather than on the urbanisation rate. This is for two main reasons. First, there 

exists more knowledge on the determinants of urbanisation than on the determinants of 

urban primacy. In particular the degree of urbanisation is intrinsically and positively 

related to the process o f economic development. Second, as argued in chapter 2 urban 

primacy is a major urban policy issue in developing countries unlike the degree of 

urbanisation per se, which is perceived to be structurally linked with the process of 

economic development. Therefore policy-makers are relatively less prone to influence it 

than in the case o f the growth of an urban primate.

The main dependent variable in the analysis is urban primacy, i.e. the share of 

the largest city in total urban population; but other measures o f urban concentration are 

used as well that are based on the upper tail of the city-size distribution. In addition, I 

also apply the same empirical analysis to other urban concentration measures derived 

from a larger set o f urban areas than only the upper tail. This allows one to test whether 

the findings about the impact of the agricultural sector on urban concentration extend 

beyond the upper tail of the city size distribution. The rest o f the chapter is organised as 

follows: the next section describes the empirical methodology and the data used to test 

the hypotheses; section two presents the results; and section three concludes.

3.1. M ethodological framework

In order to bring the theoretical framework of Chapter 2 to the data, I employ a 

methodology which departs from the traditional empirical analyses on the determinants 

o f urban concentration, such as Davis and Henderson (2003), Moomaw and Shatter 

(1996) and Ades and Glaeser (1995). I use sub-national units (i.e. states within a federal 

country) rather than countries as the unit of analysis, studying the variation of 

urbanisation and urban concentration measures across units and over time.
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3.1.1 The Indian context

I apply the empirical test to the case o f India, as it has a number o f features that 

make it particularly amenable to this type o f empirical analysis. First, it is a federal 

country composed o f several states with a fairly high degree o f political autonomy, 

which allows for some state-wise variability in policy variables.

Second, the size o f the major states is similar in terms o f both population and 

geographical extension to that o f medium-large countries. The average population of the 

16 major states considered for the analysis in 2001 was 61,921,484 (Government of 

India, 2001).41 If  it were a country, it would rank number 20 (between Thailand and 

United Kingdom) out o f 236 (CIA, 2003). Even the least populous state, Jammu & 

Kashmir with 10,069,917, would rank above the median country (number 70). The 

average size o f the 16 states is 189,573 Km2 (Government o f India, .1991), which would 

rank number 88 among the largest countries in the world between Senegal and Syria 

(CIA, 2003). The smallest state is Kerala that with 38,863 Km2 would rank number 137 

(slightly below the median).

The vast size and population of Indian states along with their differences in 

terms o f languages, culture and social norms appear to have limited the mobility of 

labour across states. Cashin and Sahay (1995) find that the response o f migration to 

income differentials across states was similar to the weak responsiveness o f population 

movements to income differentials across the countries o f Europe. Similarly, Topalova 

(2005) finds extremely limited labour mobility across Indian regions between 1983 and 

2000. The World Bank (2009) confirms that the share o f inter-state migrants in total 

migrants in India in the nineties has been small even relatively to other Asian countries 

such as Vietnam and more recently China.42 This relative inter-state immobility of 

labour is a necessary condition for the empirical test to be meaningful. If  that were not 

the case changes in the labour supply curve in one state may be reflected on

41 The states considered for the analysis are: Andhra Pradesh, Assam,, Bihar, Gujarat, Haryana, Jammu 
& Kashmir, Karnataka, Kerala, Madhya Pradesh, Maharashtra, Orissa, Punjab, Rajasthan, Tamil Nadu, 
Uttar Pradesh, West Bengal. Together they represent over 97% of Indian population.
42 Note that circular and temporary migration, which are an important part o f internal migration in India, 
are not included in the statistics underlying these findings as these types of migrants do not change 
residence in the process of migration. Therefore the Census data consider them as non-migrant. This 
should not be a problem for this chapter’s analysis as the dependent variables are constructed on the basis 
of Census data.
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urbanisation patterns in other states as well.

Finally, Indian urbanisation experienced an important growth over the period 

considered with its rate increasing from 17% in 1950 to 27.7% in 2000 (UN, 2006). 

Over 20 million people moved from rural to urban areas only in the 1990s accounting 

for 30% of national urban growth (Lall et al., 2006). As a comparison, migration from 

rural areas accounted for about 25% of urban growth in the 1980s and 1990s in Africa.

3.1.2 The intra-country analysis

The intra-country methodology has various advantages over cross-country 

regressions in search o f the determinants o f urban concentration. First, it allows better 

control for country-specific unobservable factors, such as macro-institutions, culture, 

politics and history. Although - as argued above - these factors differ among states, such 

differences are likely to be less significant than those between countries, as the states 

are set in a single institutional context, with a common history and similar languages. 

These unobservable factors are likely to be relevant determinants o f urbanisation 

patterns. Most empirical studies found national level poltical and policy variables to be 

major determinants of urban primacy (e.g. Ades and Glaeser, 1995 and Davis and 

Henderson, 2003). This hints at the potential role that other related unobservable 

factors, such as the quality o f political institutions, or country-specific political shocks, 

may play in determining urbanisation patterns. For example suppose that a government 

increased the level of centralisation of the country’s political set up without changing 

any formal institution. This may lead to higher returns to rent-seeking activities close to 

the seat o f the power and thus to a higher concentration o f population, which would not 

be picked up in cross-country analyses. Davis and Henderson (2003) try to deal with the 

problem that the error term is likely to be correlated with both political variables and 

income through IV estimation. However concerns remain as to what extent it is possible 

to properly deal with country-specific time variant unobservables captured in the error 

terms.

Second, using sub-national units avoids the problem of the artificial differences 

in the definition o f urban area across countries, which may systematically bias cross­

country urban concentration analysis. This may be the case if  the urban definition 

criteria changed in a way that is correlated to other explanatory variables of urban
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concentration. As such criteria may be related to a country’s total population, this may 

represent a source o f systematic bias in cross-country regressions. Satterthwaite (2006) 

finds that between 20 and 40 percent o f the population in many nations lives in 

settlements that could be considered to be either rural or urban according to the 

definition employed.43

Finally, by controlling for national level variables (e.g. types o f political system, 

degree o f regional autonomy, trade policy, level o f political stability), which in cross­

country regressions take up most explanatory power o f urban primacy, this 

methodology allows one to focus on agricultural variables as well. It is important to 

isolate the effect of these variables, as they may have a direct policy relevance.

The main drawback o f the intra-country methodology relatively to the cross­

country one is the relatively small number of cross-sectional observations (i.e. 16 

states). Unlike the analysis in chapter 1, the analysis in this chapter does not have many 

observations in the time series dimension, although it spans a long period o f time (1961- 

2001). That is due to the fact that population data are available only every ten years, 

thus the baseline regressions are run on 5 time periods only. This creates a further 

challenge for the precision of the estimates, increasing the difficulty o f obtaining 

significant coefficients relative to those Indian states’ analyses based on a large number 

o f time series observations (e.g. Datt and Ravallion, 1996, Besley and Burgess, 2000, 

2002 and 2004, Rud, 2009). Given these challenges, the significance o f the coefficients 

in the following analyses should signal an even more robust relationship than that found 

by analyses with a large time series dimension.

3.1.3 Specifications

The basic empirical strategy is to test for the effects of agriculture and socio­

demographic variables on measures o f urban concentration and on the urbanisation rate 

across a panel o f states over five decades in the Post-Independence period.44 I employ a 

reduced form which incorporates the effects of changes in the agricultural sector on the

43 For. instance India is a predominantly rural nation according to its Census. But most of India’s rural 
population lives in villages between 500 and 5,000, which would be classified as “urban” by some 
national urban definitions, thereby turning India into a predominantly urban nation (Satterthwaite, 2005).
44 The analysis does not address issues of intra-distribution dynamics (as for example in Overman and 
Ioannides, 2001), as the urbanisation measures that I use are aggregated ones and abstract from the 
pattern o f individual cities.
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labour supply curve and the impact of the latter on urban concentration. I use two basic 

specifications to test for the effects of rural variables on urban concentration. First I run 

a pooled OLS regression of the type:

y* = A> + Pxrurs<-i + P ix s< + N  + £s, (3.1)

Second, I also employ a fixed effect (FE) model as follows:

y sl = fio + A  ™rs,-i + P ix s, + & t + a s + est (3.2)

where y st is some measure o f urban concentration in state s at the period t, rurst_t is the 

rural variable o f interest lagged i years, X  is a set o f control variables, a s is state fixed 

effects and t is year effects. The choice of the lag should reflect the time that changes in 

a variable takes to exert their influence on the dependent variable. I experiment with 

different lags using the average value of the agricultural variable between t-i and t-1. 

The use o f the average value o f a variable is also preferred as it limits the extent to 

which the results are subject to yearly fluctuations. As shown below the results obtained 

are robust to the choice o f the lag. These empirical specifications are similar to those 

used by the empirical literature described in chapter 2, with the main difference being 

the addition of the rural variables on the right hand side. I also test for the effects of the 

rural variables on urbanisation by using the same specifications with the share of urban 

population in total population as the dependent variable and a similar set o f controls as 

in Davis and Henderson (2003).

3.1.4 Dependent variables

The main dependent variables are for each state and time period the urban 

primacy ratio and the share o f urban population in total. The former is the share of 

national urban population residing in the most populous urban area {PRIMACY). 

Considering an urban system of A  cities, this is defined as:

with 1/N<UP<1



where P, is the population o f the z'th largest urban area.

For robustness purposes I also test some of the results using the following other 

three indices o f urban concentration (again higher values o f the indices represent more 

concentrated urban systems):

1) the ratio o f the largest urban area to the sum of the next three cities,

R A TI04: Rt  = - f — with 1/3<R4< oo.

I * ?
i-2

2) the Herfindhal index o f urban concentration (HERF), which is calculated as45:

N p  /
H  = H (  / p  )2 with 1/N<H<1 

.■=, /  t0‘

3) the Herfindhal index of urban concentration conditioning for the total population

o f the urban areas considered (HERF2), defined as:

H\ = Zb£-)2 with ̂ < ^ < 1

1=1

where n is the number of urban areas considered.

Although all indices are measures o f urban concentration and tend to be highly 

correlated (due to the important influence exerted by the largest urban area), it is worth 

discussing some differences between them. PRIMACY and RA TI04  take into account 

only the very upper tail o f the urban areas’ distribution and measure urban primacy: the 

first one measures the extent to which die urban population o f a state is concentrated in 

the largest urban area; the second measures the extent to which the urban population is 

uniformly distributed in the upper tail of the distribution (i.e. whether other large cities 

have developed besides the largest one). The Herfindhal index usually takes into 

account the entire distribution o f die variable on which is based. I have consistent series 

o f data for the 20 largest urban areas for each state in every period (i.e. «=20), which 

cover at least 70% o f the entire urban population. As it is evident from the fonnulae, 

H<H2, as H i is adjusted for the fact tiiat the largest ten urban areas account for less tiian 

the entire population o f a state. However it is likely diat even die Herfindhal indices

45 Some authors (Wheaton and Shishido 1981 for example) consider the inverse of this index as a measure 
of “urban decentralisation”.
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may be disproportionately influenced by the largest urban area. This does not allow to 

properly identify the impact o f the agricultural variables over the entire city-size 

distribution. We discuss below ways to address this issue.

Figure 3.1 shows the evolution o f urban primacy for the main 16 India states 

over the period 1901-2001.46 There is a large variability o f trends and levels across 

states. For example states like Assam, Gujarat, Karnataka, Maharashtra and Rajasthan 

have increased their urban primacy during most o f last century, while states like Orissa 

and Bihar have had opposite trends. This variability should make the investigation of 

the determinants o f urban primacy amenable to longitudinal analysis.

3.1.5 E xplanatory variables

The explanatory variable o f interest in the model is the wage elasticity of the 

rural to urban labour supply curve (i.e. the slope o f the Sl curve in chapter 2). As there 

is no direct measure o f such elasticity I consider indirect measures on the basis o f the 

channels through which the conditions o f the rural sector may shape the slope o f the Sl 

curve 47 In this way I can derive an empirical specification through which the impact of 

agricultural and socio-demographic variables can be meaningfully tested. Because of 

the indirect nature o f this empirical test, I try to use different types o f variables to make 

the interpretation o f the results as robust as possible. There are a number of variables 

that could be used to proxy the elasticity o f labour supply to the urban sector, although I 

will argue that land productivity is the most appropriate one. For the sake of simplicity, 

in the following discussion I present the hypothesis o f the possible effect of the 

agricultural variables on urban primacy assuming that a flatter Sl curve determines 

higher urban primacy.

46 Although I use only urban concentration measures for the period 1951-2001, I find it useful to plot the 
evolution of urban primacy also for the pre-Independence period as it provides a more complete overview 
of long term trends.
47 Chapter 2 already discussed one such channel, i.e. net agricultural wage.
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Figure 3: The evolution o f urban prim acy across main Indian states in the 20"' century
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The main variable I use is land productivity, measured as yield (in ’000 real 

Rupees) per hectare o f sown land (YIELD).4* This is a measure intrinsically related to 

agricultural income but it has more observations available than wage for Indian states. 

Moreover as argued below it is potentially less subject to the endogeneity problem than 

agricultural wage. I construct averages for agricultural yield over different number of
9

years. I use the ten years average (i.e.^4vg(10)}7e/<i, = ( ^ Y ie ld t+i) / 10) as the main
;=0

regressor as this allows to incorporate all the information o f the explanatory variable up 

to the period before the year which the dependent variable refers to (as the urban 

variables are available every ten years). As shown below the results are unaffected by 

the nmnber o f years over which the variable is averaged.

To the extent that YIELD is positively related to agricultural income, its 

reduction is likely to be associated to an increase in the number o f rural workers willing 

to move to the urban area for any given level o f urban wage. Hence, the lower the 

agricultural productivity, the flatter the labour supply schedule should be. On the other 

hand, in the presence o f fixed costs o f rural-urban migration, a lower rural income may 

allow fewer potential migrants to meet these fixed costs. Therefore according to this 

channel a decrease in YIELD would be associated with a steeper labour supply curve. 

However available evidence from developing countries suggests that the latter channel 

appears to be second-order relative to the other one, i.e. the decrease in the urban-rural 

wage gap. For example Barrios et al. (2006) find that the decrease in rainfall in Sub- 

Saharan Africa (SSA) between 1960 and 1990 determined a considerable increase in 

rural-urban migration. As the decline in rainfall diminished agricultural productivity in 

SSA, the results support the idea of a negative relationship between YIELD and rural- 

urban migration. Da Mata et al. (2007) find that a 1% increase in surrounding rural 

income opportunities decreases a city population by 6.9%, concluding that city 

populations are very sensitive to rural earning opportunities. Hence a rise in YIELD is 

expected to be associated with a steeper labour supply curve. There is however a 

potential problem o f endogeneity with this variable. If  a low level of YIELD is 

associated with a high rate o f rural-urban migration, the latter may reduce the rural 

population density. In the absence of unused resources in the rural sector, this may

48 Agricultural yield in real Rupees is computed by dividing the net state agricultural product by the 
agricultural price index and then divide this product by the net sown area.
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affect the agricultural productivity o f land. Given the modest level o f rural-urban 

migration relative to the rural population in India, such a migration is unlikely to have 

had a significant impact on outcomes in rural areas, though it may have some impact on 

urban areas (Topalova, 2005).49 Notwithstanding this, I also include rural population as 

a control. In addition I test for the effects o f YIELD on urban primacy through IV 

estimation as well, as explained below.

As a robustness check, I use another agricultural variable in place of YIELD: 

agricultural wage in constant 1980 Rupees (WAGE). Again, there are different ways in 

which this variable may influence the elasticity o f labour supply. Similarly to YIELD, a 

lower level o f WAGE could determine a flatter labour supply curve, as there would be 

more individuals willing to move for any given level o f urban wage. Moreover, to the 

extent that the average wage in the rural area is an inverse function o f its supply of 

labour, a higher density o f rural population per arable unit o f land is likely to be 

associated with a lower rural wage. This would imply a higher responsiveness of 

migration to any given urban-rural wage gap. The opposite argument related to the fixed 

costs o f migration discussed above should apply to WAGE as well. Similarly to the case 

of YIELD this channel should be second order determining a negative relationship 

between WAGE and the elasticity o f labour supply. This variable is likely to suffer from 

a more serious endogeneity problem than YIELD, as rural wages should respond to 

variations in the urban sector in terms of both prices and demand for labour and goods. 

This is confirmed by the evidence on India provided in chapter 4. I add the share of 

urban population as a control to deal with this problem and again test the effects of 

WAGE through IV estimation.

The last set of variables used to proxy for the elasticity of labour supply is the 

one related to the demographic characteristics o f the rural population. It is quite 

uncontroversial that migrants tend to be concentrated among the young adults, and 

rural-urban migration in India confirms this pattern.50 Hence, other things being equal a 

higher proportion o f young adults are likely to be related to a flatter Sl curve. This is

49 The author calculates that the median urban sector of a district has one fifth of the population of the 
median rural sector of a district. Given that 7.6% of the median urban district population were rural 
migrants during the 1990s, this means only 1.6% of the median rural district population migrating to the 
city.
50 See for instance Joshi and Lobo (2003) for an analysis of all India’s rural-urban migration, and Oberai 
et al. (1989) for case studies of the states of Bihar, Kerala and Uttar Pradesh.
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measured by the share o f the rural population in the 15-34 age range (SHARE 15-34). 

Analyses o f migration in India (e.g. Joshi and Lobo, 2003) also highlight that men are 

the main economic migrants (i.e. moving to cities in search o f a job). I use the female- 

male ratio in the young population (15-34) -  FEM-MALE 15-34 -  to test the impact of 

gender balance on urbanisation pattern. Note that such variables may be endogenous to 

urban concentration patterns as rural areas with an elastic labour supply may experience 

an intense out-migration flow of young adults, which may deplete their stock in the 

following period. Again such a concern may be not so problematic in India, given the 

relatively low shares o f out-migration from the rural areas.

I also include a number o f controls, which comprise most o f the standard 

explanatory variables o f urban concentration. First, although the intra-country analysis 

control for (fixed and time varying) national level political factors, state-level politics 

may still play a role in determining the degree of primacy. A capital city dummy (i.e. 

value o f 1 in any year when the largest urban area is the capital city) should capture the 

effect o f the political advantage on the degree of primacy. I can include this variable 

even in the fixed effect model as it has some variation over time due to a number of 

events in Indian modem history. First, some Indian states have changed their capital 

throughout the period considered (such as Assam, whose capital changed from Shillong 

to Guwahati in 1973). In addition, the largest urban area in some states has changed 

over time, as in Kerala where the capital city Trivandrum has been the largest city only 

until 1954 (then it was overtaken by Cochi). Finally, some states have been created 

during the period considered, thus generating a new capital, as in the case of Gujarat 

(created in 1960). The controls include also real income per capita to capture any 

structural relationship between this variable and primacy, rural population and the share 

of urban population (plus its squared term due to non-linearities) to partly control for 

possible reverse causation (i.e. from the urban sector to rural variables).

Both YIELD and WAGE, as average measures, do not convey any information 

on the distribution o f agricultural incomes across the population o f the state. For 

example non wage earners (e.g. unemployed, landowners) are not included in the 

calculation. Moreover the concentration o f land ownership may affect the way in which 

changes in YIELD may translate into income changes to the rural workforce. In order to
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control for these factors I include in some of the regressions a measure of land 

ownership concentration, i.e. the Gini coefficient of land concentration (GINILAND).51

3.1.6 Instrumental variables

I use two sets o f instruments to tackle the endogeneity o f the agricultural 

variables discussed above: rainfall data and land reform legislation. Rainfall is a key 

input in the agricultural production function. There is substantial evidence that drops in 

rainfall tend to damage agricultural productivity, especially in developing countries (see 

the Intergovernmental Panel on Climate Change, 2001 for a review). In line with a 

growing literature (e.g. Miguel et al., 2004, Bruckner and Ciccone, 2008), I exploit 

rainfall variation as an exogenous shock to the agricultural sector. In particular, good 

precipitations should boost agricultural productivity and income, and via that reducing 

the propensity o f the rural population to migrate to urban areas.52

Land reform is likely to represent an exogenous shock to the agricultural sector, 

which has an impact on agricultural variables (wage and productivity), but as I argue 

below it is not related to a state’s urban concentration. The reform has been described in 

chapter 1 and the intensity of the reform has been captured by Besley and Burgess 

(2000) who coded each state’s acts into four types of legislations, and added them to 

obtain cumulative land reform variables. Using these cumulative variables, the authors 

show that land reform had a significant impact in reducing poverty (and increasing 

agricultural wage) across states over time.

As the authors note, the land reform was mainly designed to reduce rural 

poverty. Theories o f urban bias suggest that as the elites in developing countries tend to 

be concentrated in the urban areas, this leads to a policy discrimination against rural 

areas (Lipton, 1976). Therefore the urbanisation rate may influence land reform 

legislation. Including the share o f urban population in the controls should address this 

concern. But that does not address the potential reverse causality problem, i.e. the 

degree o f urban primacy as a potential determinant of land reform implementation. A 

plausible story undermining the exogeneity o f the land reform as an instrument could be

51 As this variable slightly reduces the number of observations, I only include it in a few specifications.
52 A similar channel has been tested for a large panel of developing countries by Barrios et al. (2007).
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the following. As a high degree o f primacy is usually associated with both political and 

economic power concentrated in the primate city, a high primacy could be associated 

with a poor implementation o f land reform legislation to ensure the supply of a large 

pool o f cheap labour from the country-side to satisfy the urban primate’s labour 

demand. However this is not the case when looking at Figure 3.2 which plots the degree 

o f urban primacy in 1941 (well before the implementation o f the land reform) against 

the cumulative land reform legislation 50 years after (upper quadrant). West Bengal has 

the highest level o f urban primacy in 1941 and the highest intensity in land reform 

implementation at the end o f the period, opposite to the predictions according to the 

story above. This positive association is most likely to be spurious. The high primacy 

(due to the historical role o f Calcutta as the capital o f the British Indian empire, see 

below) was not the driver o f the aggressive land reform legislation, which was a feature 

o f West Bengal’s hard left governments in the Post-Independence period. Dropping the 

two influential observations (West Bengal and Jammu & Kashmir) makes the lack of 

any relationship between the two variables clearer (lower quadrant).

I employ the IV estimation also for the urbanisation analysis to deal with the 

engogeneity o f the agricultural variables, which is even clearer in this case. Although 

land productivity (as measured by YIELD) is less subject to this problem than 

agricultural wage, it is still an important concern to deal with. For instance urbanisation 

is associated with an increase in urban-rural remittances, as argued in chapter 4. To the 

extent that these are used to invest in agricultural equipment, the increased capital-land 

ratio would raise land productivity. On the other hand, Rozelle, Taylor, and deBrauw 

(1999) found that there are incentives for household members to curtail their own labour 

efforts and use supplemental income from remittances to maintain their standards of 

living. This may be a consequence o f migrant workers’ typical inability to monitor the 

use o f their transfers. Also, urbanisation is usually associated with an increase in the 

demand for agricultural products especially o f higher value (see Parthasarathy Rao et 

al., 2004 on India). This may provide the incentive to using agricultural land more 

intensively (see Chapter 4). Likewise it is immediate to see the potential endogeneity of 

agricultural wage to urbanisation as well. Other than the channels described above for 

YIELD, another important one undermining the exogeneity in the case of WAGE is the 

following. To the extent that urbanisation reduces the rural labour supply, this may 

increase agricultural labour productivity (but not necessarily land productivity), given
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the fixed land supply and diminishing marginal returns to land. This may pose upward 

pressure on rural wages.

Figure 3.2: Primacy and land reform legislation
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3.1.7 D ata

I construct the urban concentration measures described above for the 16 main 

states from the Indian Censuses (1951-2001). These have a ten year frequency. The 

boundaries of the Indian states are kept as in 1991 as the states have changed boundaries 

over the period considered. I also complement the Census data with UN (2006), which 

compute the population figures for over 3,000 urban agglomerations and for total urban 

population in all countries in 5 year intervals (i.e. 1955, 1960, etc.). The computations 

are inter-censual years interpolations and extrapolations based on the difference 

between the growth rate of each city and the growth rate of the population of the rest of 

the country and on the difference between the urban and the rural growth rates (see
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Appendix 3.1 for a more detailed explanation). These data have already been used to 

examine the determinants o f urbanisation across countries (Davis and Henderson, 

2003). Although the main results are based on the restricted sample from the Census, it 

is reassuring that the findings are consistent with those obtained using the larger sample, 

which includes data from UN (2006) as well.

The agricultural variables (including the land reform variables) and most o f the 

other control variables (socio-economic, manufacturing, rainfall) come from Ozler, Datt 

and Ravallion (1996) and have been updated by the Economic Organisation and Public 

Policy Programme (EOPP) at the London School o f Economics.53 I have updated the 

agricultural yield, the rainfall data and the land reform data up to the early 2000s.54 The 

demographic data (age and gender) are taken from the Censuses with some state level 

aggregations. I also use a capital city dummy (i.e. the value of 1 if  the largest urban area 

is the capital o f the state) constructed from a variety o f sources including the Indian 

Census and Playne et al. (2006). Table 3.1 shows the descriptive statistics for the main 

variables in the analysis for the Census years (1961-2001).

Table 3.1 Descriptive statistics for the main variables (Census years, 1961-2001)
Obs Mean Std. Dev. Min Max

Primacy 80 0.228 0.152 0.070 0.701
Ratio4 80 1.708 2.348 0.367 13.557
Herf 80 0.251 0.153 0.104 0.771
Herf2 80 0.092 0.104 0.015 0.492
urb. share 80 0.225 0.085 0.063 0.439
Avg(10) YIELD 64 0.268 0.153 0.062 0.834
Avg(3) YIELD 78 0.275 0.174 0.056 1.013
YIELD 79 0.267 0.180 0.054 1.016
Avg(10)WAGE (log) 56 1.607 0.644 0.394 3.102
WAGE (log) 55 1.914 0.731 0.871 3.331

Source: Indian Statistical Census and Datt et al. (1996) updated by EOPP

53 Available at: http ://sticerd.lse.ac.uk/eopp/research/indian.asp
54 Agricultural yield is computed by dividing the real net state agricultural product (for which data are 
available from the Reserve Bank of India) by the net sown area (for which data are available from a 
variety o f sources and are obtained through Indiastats). State-wise rainfall data come from the 
Compendium of Environment Statistics, 2002, published by the Central Statistical Organisation. The 
cumulative land reform data through the World Bank (2006) report on India “Land policies for growth 
and poverty reduction”.
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3.2. R esults

3.2.1 Cross-state relationship

I first check the relationship between urban concentration and the main 

explanatory variables across states only. The upper-left quadrant o f Figure 3.3 shows a 

positive relationship between the level of urban primacy in 1981 and YIELD in 1971. 

However, this relationship appears to be driven by two outlier states (Jammu and 

Kashmir and West Bengal). There may be good reasons why these state don’t obey the 

relationship observed for the other states. Jammu & Kashmir has a very mountainous 

territory with the lowest level o f fertile land in all states - only 4.7% of total land is 

agricultural land (Government of India, 2001). This is likely to make the distribution of 

land an unimportant variable in determining urbanisation patterns in Jammu & Kashmir. 

The state has had the most equal distribution o f land in the sample during the post­

independence period with a relatively high level o f urban concentration. West Bengal’s 

urban system is dominated by Calcutta, which used to be the capital o f British India 

during the entire period o f British colonisation. Therefore its growth may have been 

driven mainly by its political attractiveness (for rent-seeking activities) rather than by 

any other factors. As a matter o f fact West Bengal has the highest urban primacy of all 

states throughout the period considered, despite relatively high land productivity.

Taking the two outliers out a negative relation (significant at the conventional 

5% level) between PRIMACY  and YIELD emerges (upper right panel of Figure 3.3). 

This means that a higher agricultural productivity of land is associated with a lower 

level o f urban primacy, suggesting that urban primacy may be a positive function of the 

elasticity o f labour supply. The relationship between the two variables holds also when 

using the average value o f YIELD between 1971 and 1980 (lower left quadrant) and for 

other years as well (not shown here). The cross-section relationship between PRIMACY 

and WAGE ten years before is also negative (lower-right quadrant). This suggests that a 

higher elasticity o f labour supply may be associated with more concentrated urban 

systems.

83



Figure 3.3: Urban primacy vs. agricultural income variables
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But more systematic evidence than these simple correlations is needed to 

establish any meaningful systematic connection between urban concentration and rural 

variables. Let us turn to it in the next section.

3.2.2 Urban concentration

I carry out the longitudinal analysis with data spanning over the period 1951- 

2001, testing first the contemporaneous relationship o f income-related agricultural 

variables with urban primacy. Table 3.2 shows the results o f regressing urban primacy 

separately on YIELD and on the log o f WAGE. I choose these two different functional 

forms for the two variables, as the analysis suggests that these are the most appropriate 

in terms o f the significance o f the results.55 Both variables have negative sign 

consistently throughout the various specifications, although they are not always 

significant according to the standard levels. YIELD has a negative but not significant 

relationship with PRIMACY  in the basic OLS regression with year effects, the set of 

controls and dummies for West Bengal and Jammu and Kashmir (column 1). This 

relationship remains negative and becomes significant (at the 10% level) when adding 

state effects (column 2). This suggests that YIELD may be correlated with some state 

invariant characteristics, which dampen the negative relation between YIELD and 

PRIMACY. The coefficient o f YIELD increases (and so does its significance) when 

adding the Gini coefficient of land concentration (column 3), suggesting that the 

distribution o f land matters in driving the impact o f YIELD on PRIMACY. The 

coefficient o f YIELD is not affected when I use the larger sample including the UN 

(2006) data (column 4). On the other hand the opposite holds for WAGE: the coefficient 

is negative and significant only in the specification without fixed effects (column 5), 

while it remains negative but becomes insignificant adding state effects (columns 6-7). 

Similarly to YIELD, this suggests that WAGE may be correlated with some state 

invariant characteristics, which inflate the negative relation between WAGE and 

PRIMACY.

It is worth commenting briefly on the coefficients o f the set o f controls as well. 

Not surprisingly, being the capital city o f the state increases the degree of urban 

primacy after ten years; the level o f primacy appease to rise with that of income per

55 The results are not qualitatively affected by changing the functional forms (e.g. log for YIELD) 
although their significance decreases (not shown here).
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capita, which is consistent with the fact that most Indian states have not yet reached a 

middle-income status (when primacy should start decreasing with income growth). The 

relation between GDP per capita and urban primacy becomes less significant in the 

regression with WAGE, suggesting that WAGE is somewhat more correlated with GDP 

than YIELD. The coefficient o f mral population is always insignificant, while 

urbanisation seems to have a mild inverted U-shaped relation with primacy in die 

specification with YIELD and fixed effects (column 2).56 Adding GINILAND makes 

this relationship not significantly different from zero (columns 3 and 4). Urbanisation 

has a positive but not significant relationship with primacy in the FE regression using 

WAGE as the main regressor. Finally GINILAND is negatively associated with 

primacy, i.e. the more concentrated the land ownership the lower the degree o f primacy.

Table 3.2: Contemporaneous regressions of urban primacy on agricultural variables

( 1) (2) (3) (4) (5) (6) (7)

Sample Census Census Census Census + 
UN Census Census Census + 

UN
Primacy primacy primacy Primacy primacy primacy primacy

YIELD -0.036 -0 .102* -0.199** -0.218***
(0.055) (0.062) (0.076) (0.069)

WAGE (log) -0.077**
(0.030)

-0.003
(0 .022)

-0.011
(0 .012)

Capitaluo
0.086*** 0.026 0 .022** 0 .022** 0.054*** 0.027** 0.024**
(0.018) (0.020) (0.008) (0.009) (0.019) (0 .011) (0 .011)

GDP pc (log) 0.085* 0.158*** 0.083** 0.042* 0 .121* 0.073** 0.040
(0.043) (0.043) (0.034) (0.023) (0.063) (0.033) (0.024)

Rural pop 0.005 0.137 -0.042 -0.135 -0.010 0.005 -0.067
(log) (0.016) (0.107) (0.107) (0.103) (0.014) (0.194) (0.155)

Urban share 0.381** 1.195 -0.320 -0.668 -0.977*** 0.423 0.178
(0.156) (0.855) (0.684) (0.559) (0.352) (0.519) (0.475)

Urban share -1.382 1.047 1.037 3.168***
squared (0.964) (1.300) (0.979) (0.860)

GINILAND -0.491*** -0.283*** -0.398 -0.219
(0.090) (0.056) (0.250) (0.182)

Jammu & 0.256***
Kashmir (0.041)

West Bengal 0.397***
(0.025)

0.444***
(0 .022)

State Effects NO YES YES YES NO YES YES
Observations 76 76 57 147 55 55 138
R-sq. (within) 0.872 0.384 0.592 0.453 0.914 0.329 0.296
Nr. of States 16 16 15 15 15 14 14

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; all regressions include year effects. Agricultural wage data fo r  Jammu and 
Kashmir and Haryana are not available.

56 This result is comparable to that in Davis and Henderson (2003) in their IV estimation.
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I next regress the measures of urban concentration on the main explanatory 

variables lagged a number o f years. Table 3.3 presents the results o f the regressions 

using Avg(10)YIELD  lagged ten years as the main explanatory variable. The FE 

estimation better accounts for the historical urbanisation trends o f the individual states 

than the simple OLS, hence I only employ the FE estimation here.57 The coefficient of 

Avg(10)YIELD  is negative and significant in the specification with the standard set of 

controls (column 1). Its size implies that a 10% increase in Avg(10) YIELD is associated 

with a 2% reduction in primacy. The coefficient increases slightly (i.e. 2.4% reduction 

in primacy) when adding GINILAND as a further control (column 2).58 The coefficients 

o f Avg(10)YIELD  are slightly larger than the corresponding ones in Table 3.2., which 

imply a reduction between by 1.2% and 1.9% in primacy for a 10% increase in YIELD 

(cf. columns 2 and 3). This confirms that there may be some time lag for the display of 

the effects o f YIELD on primacy. This negative effect is robust to the use o f the larger 

sample (column 3), to employing the average value o f YIELD over the preceding three- 

year period (column 4) and to using the simple value o f YIELD lagged one year (column 

5). The specification using the average value o f WAGE over ten years confirms the 

pattern o f influence o f agricultural variables on PRIM ACY  (column 6). These negative 

coefficients are also robust to the use o f other measures o f urban concentration as 

dependent variables (RATI04  and HERF2 in columns 7 and 8 respectively) in a 

specification with a full set o f controls. As these measures take into account a wider 

spectrum o f the city-size distribution, this finding may suggest that the effects of YIELD 

are operating on the upper tail of city size distribution more generally rather than only 

on urban primacy. This issue is explored further below.

The results in Table A l in Appendix 3.2 confirm that the negative impact o f the 

agricultural variables on urban concentration is robust to using different lags, to 

calculating average values o f YIELD and WAGE over five and three years respectively 

and to using the other three measures o f urban concentration.59 The Table reports also 

the coefficients o f the simple values of YIELD lagged one year, whose coefficients have 

lower magnitude and significance than the average values. This may suggest that year-

57 I also test the effects of YIELD and WAGE on PRIMACY (as in Table 2) using random effects instead 
of FE estimation, largely obtaining similar results (results available upon request).
58 This elasticity is obtained by considering a 10% increase in Avg(10)YIELD at the mean (i.e. increase in 
0.0268) and multiplying it by the coefficient in column 1, i.e. -0.175. The result (-0.0047) is 2% of the 
mean of Primacy (0.229).
59 The Table includes year and state effects and the ftill set of controls except GINILAND.
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to-year fluctuations tend to bias the coefficients downwards. In addition, I also check 

the robustness o f the results to the influence o f any specific state. I run the same 

regressions in columns (2) and (6) excluding a different state at a time (i.e. each 

regression for YIELD and WAGE uses 15 and 13 states respectively). The results in all 

cases -  not shown here for reasons of space -  are qualitatively unaffected.

Table 3.3: The effects o f agricultural variables on urban concentration

Sample

( 1)

Census

Primacy

(2)

Census

Primacy

(3) 
Census 
+ UN 

Primacy

(4)

Census

Primacy

(5)

Census

Primacy

(6)

Census

Primacy

(7)

Census

Ratio4

(8)

Census

Herf2

Avg(lO) -0.175* -0.217** -0.194* -5.800* -0.181**
yield,., 0 (0.089) (0.096) (0.103) (3.128) (0.069)
Avg(3) -0.179***
yield,,3 (0.058)

Yield,_i
-0.104*
(0.059)

Avg(lO) log -0.066*
wage,.io (0.037)

0.062*** 0.059*** 0.035** 0.028 0.030 0.016 0.984*** 0.027**Capitsl t_io (0.013) (0 .012) (0 .012) (0.019) (0 .021) (0 .021) (0.332) (0.009)
GDP pc 0.160*** 0.124*** 0.067** 0.147*** 0.143*** 0.049 1.676* 0.086***
(log) (0.045) (0.040) (0.031) (0.041) (0.045) (0.032) (0.826) (0.026)
Rural pop 0.147 0.002 -0.094 0.112 0.136 0.002 3.376 0.063
(log) (0.107) (0.083) (0.096) (0.105) (0 .110) (0.097) (2.440) (0.055)

1.315 0.423 -0.192 0.813 1.146 0.540 33.602 0.665Urban share (0.760) (0.563) (0.598) (0.843) (0.900) (1.007) (21.079) (0.480)
Urban share -1.602* -1.046 -0.556 -1.083 -1.341 -0.831 -28.223 -0.814
squared (0.896) (0.763) (0.734) (1.004) (0.987) (1.024) (19.298) (0.549)
GINILAND 0.096 0.011
t-10 (0.114) (0 .101)

Obs. 64 60 165 77 78 68 64 64
R-sq. within 0.499 0.519 0.405 0.437 0.362 0.260 0.469 0.495
Nr. of states 16 15 15 16 16 14 16 16
Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; all regressions include year and state effects; data fo r Haryana and Punjab not 
available before 1965, as they were a single slate; Avg(lO) andAvg(5) indicate the number o f years over 
which the average o f  a variable is calculated.

The findings point to an important role o f the agricultural sector in influencing 

the patterns o f urban primacy (and possibly o f urban concentration) across Indian states. 

In particular, to the extent that the assumptions on the relationship between the 

agricultural variables and the elasticity of labour supply are correct, the latter exerts a 

positive influence on the level o f urban primacy.

I check further the robustness of these findings to using the other proxies o f the 

elasticity o f labour supply, which are based on demographic variables (Table 3.4). The
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results are consistent with the finding that a steeper rural-urban labour supply curve 

decreases the degree o f urban primacy. In particular the main variable SHARE15-34 

lagged one year (which should increase the elasticity o f labour supply) exerts a positive 

and significant influence on PRIMACY  (column 1). The FEM-MALE 15-34 variable 

appears to have a very mild and non significant negative effect on PRIMACY  (column 

2). This suggests that females are less likely to migrate to urban areas than males for 

work but this effect is possibly dampened by the female dominated migration flow for 

marriage reasons (which involves the movement to the husband’s place o f residence).60

Table 3.4: The effects of demographic determ inants on urban prim acy
(1)

Census

primacy

(2)

Census

primacy

(3)

Census

primacy

(4) 
Census + 

UN 
primacy

(5)

Census

primacy

(6)

Census

primacy

(7)

Census

Primacy

0.658** 0.775*** 0 .686** 0.462 0.354Share 15-34,_i (0.235) (0.239) (0.270) (0.374) (0.378)
Fem/Male -0.198 -0.270 -0.242 -0.130 -0.037
15-34,., (0.285) (0.287) (0.283) (0.195) (0.270)

Share 15-34

Fem/Male
15-34
Avg(lO) yield
t-io
Avg(lO) log 
wage,.10

0.740***
(0.199)
-0.284
(0.252)

-0.312***
(0.071)

-0.252**
(0.099)
-0.026
(0.041)

Other controls YES YES YES YES YES YES YES
Observations 74 74 74 198 76 62 56
Nr. of states 0.206 0.183 0.236 0.276 0.275 0.649 0.562
R-squared 16 16 16 16 16 16 14
Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; all regressions include year and state effects; control variables include capital city 
dummy lagged 10 years; real GDP per capita (log), rural population (log), share o f  urban population 
and its squared term.

Including both variables in the same specification strengthen their significance 

suggesting that they ought to be included simultaneously (column 3). The results are 

also robust to using the larger sample with UN data (column 4). As demographic data 

are also obtained from the Census, they refer to the same year o f observation as the 

urban data. This means that they need to be interpolated in order to obtain the value of 

the variable lagged one year. In order to use the actual data, I regress PRIMACY  on both 

variables in the same period. Their coefficients and level o f significance are little

60 In 1991 for instance the totel stock of rural-urban migrants was 18 million for male vs. 22 million for 
female (Census of India 2001).
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affected (column 5).

Finally, I check how the results vary when including all the detenninants of the 

elasticity o f rural to urban labour supply. Although these variables are likely to be 

correlated with each other, they also capture partially different channels o f influence on 

the elasticity o f labour supply. In column 6 I &&& Avg(lO) YIELD to the specification in 

column 3. The coefficients of the demographic variables are halved although they 

maintain their sign (but SHARE15-34 becomes insignificant). On the other hand the 

Avg(IO)YIELD  coefficient is negative and significant and is statistically larger than the 

corresponding one in Table 3.3 (cf. column 1). The inclusion o f Avg(lO) WAGE 

(column 7) reduces slightly the other coefficients, but Avg(lO) YIELD remains 

significant. The coefficient o f WAGE is negative but insignificant, which suggests that 

the effects o f the agricultural sector on primacy are mainly captured by YIELD.

IV  Estimation

Although the previous results hold over a variety o f specifications, using 

different dependent variables, explanatory variables and samples, some concerns still 

remain over their robustness. In particular, all the agricultural variables employed are 

potentially subject to endogeneity bias, as the type o f urbanisation pattern may be likely 

to influence die rural sector. The error term in (3.1) and (3.2) may then be correlated 

with the rural variable, thereby determining inconsistent estimates. I instrument YIELD 

and WAGE with rainfall levels and land reform legislation to deal with this potential 

endogeneity.

Table 3.5 reports the results o f the first stage FE regression obtained by 

regressing various measures o f YIELD and WAGE on the different instruments for the 

periods in which the second stage is run (i.e. every ten years). I average rainfall over the 

same period as the dependent variables and run a contemporaneous specification using 

state and year effects, land reform legislation plus the other set o f controls included in 

the second stage. The analysis yields the surprising result that rainfall exerts a negative, 

albeit moderate, effect on Avg(lO) YIELD (column 1). A 10% increase in the average 

rainfall levels in the decade is associated with a reduction in yield per hectare of sown 

area by 2%. This effect is somewhat puzzling as rainfall is one o f the main inputs in any 

agricultural production function and thus deserves further analysis. One possible
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explanation for it is that in a flood-prone country like India too much of a good thing 

may become a curse. Indeed between 1988 and 1998 (except in 1992-93) India enjoyed 

consistently above normal levels of rainfall during the monsoons (which are responsible 

for 80% o f rainfall in India). At least three quarter of the districts experienced above 

average levels o f rain in each o f those years (Indian Ministry o f Finance, 1997 and 

2001). Excessive rain can be harmful to agricultural production. For example in 1996 it 

caused floods in Rajasthan and Haryana, West Bengal and Bihar and extensive damage 

in Andhra Pradesh (Indian Ministry o f Finance, 1997). This is also consistent with 

evidence from Besley and Burgess (2002) showing that precipitations well above the 

average o f the period are associated with floods in Indian states. In a context where 

almost all o f the land received enough rainfall, it may be possible that those areas that 

received comparatively more rainfall may have been penalised by floods and similar 

disruptions. This hypothesis receives some indirect support also from the results in 

column 2, which excludes the latest decade (i.e. the nineties) from the analysis.61 The 

rainfall coefficient turns now positive (albeit it is not significant) suggesting that the 

negative effect o f rainfall on agricultural productivity over the entire period is driven by 

its effect in the nineties. The change in impact o f rainfall on YIELD in the nineties may 

not only be due to the above normal level o f rainfall in India during this period but 

possibly also to the diminished dependence of agriculture on rainfall over the last 

decade. This is due to better irrigation systems and to the lower importance of rain-fed 

agriculture in India (e.g. rice accounted for a lower proportion o f total production value 

in the nineties than in earlier decades).62

Unsurprisingly the cumulative land tenancy reform variable exerts a positive and 

significant effect over both Avg(10) YIELD (column 1-4) and the simple YIELD 

(column 5-6). Note that as Avg(10)YIELDt is computed over the period t-t+9 I find it 

convenient to use the cumulative land reform variable in period t so that its influence is 

measured over the entire decade Avg(10)YIELD  refers to. The results hold using 

different lags and/or using the average o f die tenancy reform variable (not shown here). 

The results are also robust to using the extended samples including the years for which

61 Note that the Avgfl 0JYIELD variable is calculated as the average of YIELD over the following 10 
years, therefore Avg(10)YIELD for the year 1991 is computed over the decade o f the nineties.
62 The difference may also be partly due to the different sources used to construct the rainfall data series. 
The update for the latest decade (1991-2001) has been undertaken using another source than that used in 
the original dataset (see data section).
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also UN population data are available (column 3) as well as yearly data (column 4). The 

effect o f rainfall on the simple value o f YIELD is still negative but becomes less 

significant over the entire period of analysis (1960-2000) - column 5. Importantly, 

excluding the latest decade turns the relationship between YIELD and rainfall into an 

inverted U-shaped one (column 6). An increase in rainfall is beneficial for agricultural 

productivity in Indian states up to a point, after which it becomes damaging. This is 

consistent with the hypothesis presented above and suggests that using ten year- 

averages tends to make the relationship more linear than it is with annual values.

Table 3.5: The effects of rainfall and land reform on agricultural variables

Sample

. 0 ) 
Census

Avg(10)
Yield

(2)

Census

Avg(10)
Yield

(3) 
Census + 

UN 
Avg(10) 

Yield

(4)
Yearly

data
Avg(10)

Yield

(5)

Census

Yield

(6)

Census

Yield

(7)

Census

Avg(10) 
log Wage

Avg(10) log -0.059** 0.041 -0.049** -0.042* -0.037
rainfall (0.025) (0.041) (0 .021) (0 .021) (0.055)
Cumul. land 0.027** 0 .010* 0.023** 0.017* -0.017
tenancy reform leg. (0 .010) (0.005) (0.009) (0.008) (0.017)

Rainfall (log) -0.050 0.307*
(0.042) (0.151)

Rainfall (log) sq.

Curaul. land ten. 
reform leg.t.3 
Cumul. abolition of 
intermediaries leg.

0.018**
(0.007)

-0.026*
(0.013)
0.008*
(0.005)

0.080**
(0.038)

Period 1961-91 1961-81 1961-91 1961-91
1960-
2000 1960-90 1961-91

Other controls YES YES YES YES YES YES YES
Observations 61 45 168 532 75 59 54
Number o f states 16 15 16 16 16 15 14
R-squared (within) 0.863 0.860 0.856 0.843 0.785 0.788 0.974

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; data fo r  Haryana and Punjab not available before 1965, as they were a single 
state; Avg(10) indicates the number o f years over which the average o f a variable is calculated.

The determinants of Avg(10) WAGE are slightly different (column 7). First, the 

negative effect o f rainfall is reduced and becomes insignificant. Second the cumulative 

land tenancy reform legislation exerts a negative but not significant effect, while the 

cumulative abolition of intermediaries legislation performs better than the tenancy 

reform variable to influence WAGE with a positive and significant coefficient.
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Table 3.6 presents the results of the IV estimation. The first stage F-statistics 

obtained from the standard IV FE estimation suggests that the instruments are weak in 

most specifications. To alleviate concerns that using weak instruments may generate 

unreliable results, I run most o f the regressions using the Limited Information 

Maximum Likelihood (LIML) method. Stock and Yogo (2005) show that this method 

performs better than standard TV when instruments are weak. I also use the small 

sample correction whenever the size of the sample is smaller than 100 observations.63 In 

addition, I make sure that all specifications are not overidentified according to the 

standard Hansen J test. The joint null hypothesis o f this test is that the instruments are 

valid (i.e. uncorrelated with the error term) and that they are correctly excluded from the 

estimated equation. The following Tables report the values o f the test statistics 

distributed as a % (all values reported do not reject the null hypothesis at least at the 

10% level).64

Following the results in Table 3.5, the specifications with measures o f YIELD as 

dependent variable use (log of) rainfall and cumulative land tenancy reform legislation 

as instruments. This allows to maximise the predictive power o f the instruments. The 

coefficient o f Avg(10)YIELD  in the specification with all controls but GINLAND is 

negative and significant at the 1% level (column 1), and its magnitude is roughly double 

than in the OLS estimation (cf. Table 3.3, column 2). This suggests that the endogeneity 

tends to bias the estimates downwards. The coefficient is unaffected by the addition of 

GINILAND as a further control (column 2). This result holds also when using the land 

tenancy reform legislation as the only instrument (column 3). This shows that the results 

are not driven by the surprising (albeit possible) effect o f rainfall on YIELD. The result 

is robust to the specification using the larger sample including UN (2006) data as well, 

and its first stage explanatory power is higher than in ther restricted sample (column 4).

63 This correction adjusts the covariance matrix for the number of fixed effects g. The adjustment is (N-g- 
K), where K is the number of regressors, as opposed to the large-sample covariance matrix which has the 
adjustment (N-g).
64 Under the null, the test statistic is distributed as a x2 in the number of (L-K) overidentifying restrictions 
(where L is the total number of instruments and K is the number o f regressors in the second stage). A 
rejection casts doubt on the validity of the instruments. In the case of our analysis (i.e. 2SLS estimator), 
the test statistic is equivalent to Sargan's statistic, calculated as N*R-squared from a regression of die IV 
residuals on the full set of instruments (see Hayashi, 2000).
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Table 3.6: The effects of agricultural variables on urban primacy, IV estimation
( 1)

----------
(2) (3) (4)

r* .7 7
(5) (6) (7) (8)

primacy primacy primacy primacy primacy primacy primacy Primacy
Sample Census Census Census Census + Census Census Census Census

UN Interpol.
Method LIMLIV LIML IV LIML IV LIML IV FE IV LIML IV LIML IV FE IV

Avg(10) -0.441*** -0.449*** -0.429*** -0.452*** -0.594***
yield,., 0 (0.128) (0.137) (0.126) (0.085) (0.075)
Avg(3) -0.453**
yieldt.3 (0 .220)

-0.516**Yields (0.246)
Avg(10) agr. -0.337*
wage,. io (0.175)

0.048*** 0.050** 0.056*** 0.023** 0.019*** 0.023* 0.026 0.019Iw'dpildl t_io (0.016) (0.020) (0.020) (0.009) (0.005) (0.013) (0.016) (0.029)
GDP pc 0.116*** 0.117*** 0.162*** 0.065*** 0.036*** 0.146*** 0.173*** -0.121
(log) (0.035) (0.036) (0.042) (0.015) (0.010) (0.054) (0.064) (0.092)
Rural pop -0.056 -0.067 0.136 -0.146*** -0.176*** -0.044 0.002 -0.237

(log) (0.097) (0.097) (0.129) (0.050) (0.033) (0.090) (0.138) (0.184)
I, i . -0.623 -0.672 0.058 -0.927*** -0.986*** -0.776* -0.827 -0.882Urban snare (0.436) (0.439) (0.529) (0.234) (0.158) (0.429) (0.629) (0.658)
GINILAND 0.103
t-10 (0.125)

Small YES YES YES NO NO YES YES YESsample corr.
Period 1961-01 1961-01 1961-01 1961-01 1961-01 1951-01 1951-01 1961-01
Observations 60 60 64 168 532 73 74 56
Nr. of states 15 15 16 16 16 15 15 14

First Stage

Excluded Rain, Rain, Rain, Rain, Rain, Rain, Rain,
r'T p i

Instruments CLR1 CLR1 L'LfK 1 CLR1 CLR1 CLR1 CLR1 CLR2
F-statistics 6.23 6.38 7.74 15.07 27.62 4.24 2.79 3.49
> Stock-

15% 15% 20% 1% 5% 25% 30% 25%Yogo cr. val.
Hansen

0.68 0.87 1.59 4.02 1.06 0.79 1.39Overid. test

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; > Stock-Yogo critical value indicates the level o f significance o f the minimum 
critical values according to the Stock-Yogo weak identification test lying below the F-statistics o f the 
regression. Data fo r  Haryana and Punjab not available before 1965, as they were a single state; all 
regressions include state and year effects. Instruments: Rain is log o f monthly rainfall (mm) in the same 
period as the endogenous variable; CLR1 is cumulative tenancy reform legislation (contemporaneous to 
the endogenous variable if  the latter is averaged over ten years, lagged one year with Avg(3)Yield and 
lagged 3 years with Yield); CLR2 is cumulative abolition o f  intermediaries legislation; Avg(lO), Avg(3) 
indicate the number o f years over which the average o f  a variable is calculated.

In column 5 I also run the same regression using yearly data with interpolated 

urban data. The use o f yearly data in the first stage (which is instead based on actual 

rather than interpolated data) magnifies the instruments power, which is now well above 

the standard critical values suggested by Stock and Yogo (2005). This suggests that part 

o f the reason for the relatively weak predictive power o f the instruments in some of the
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specifications has to do with the limited sample size. The higher instrument power (and 

the larger number o f observations) has the effect of increasing the significance of the 

coefficient as well. This result should further alleviate the concern that weak 

instruments are driving the significance of the coefficients in the small baseline sample. 

A higher instrument power would probably increase further (rather than reduce) the 

significance o f the second stage coefficients. The results are again robust to using 

different length over which average values of YIELD are computed (three years in the 

case o f column 6) as well as to using the simple value o f YIELD (column 7) as 

dependent variables. The negative coefficient holds also in the specification with (log 

of) WAGE averaged over 10 years as the main regressor (column 8). In this case the 

increase in the size o f the coefficients relative to the corresponding FE estimation (cf. 

Table 3.3, column 6) is larger than that for YIELD, in line with the supposed stronger 

endogeneity o f WAGE than YIELD. IV results appear to be highly robust also to the use 

o f the other three measures of urban concentration as dependent variables (results 

reported in Table A2 in Appendix 2). Hence the findings o f the IV estimation largely 

confirm the robustness o f the negative effects of the agricultural variables on primacy.

3.2.3 U rbanisation

The frameworks in chapter 2 predict also that a steeper labour supply curve 

would reduce the level o f urbanisation. Let us turn to the test o f this prediction. Table 

3.7 shows the results o f the regressions o f the share o f urban population in total 

population on YIELD and WAGE. The results are consistent with the prediction of a 

positive impact o f the elasticity o f labour supply on the level o f urbanisation (i.e. 

negative and significant coefficient for YIELD and WAGE). Column 1 presents the basic 

specification with year and fixed effects and a parsimonious set o f control variables (so 

as to maximise the number o f observations), including (the log of) total population, 

income per capita and its square term. The coefficient o f Avg(10) YIELD is negative and 

significant, while income has a U-shaped relationship with urbanisation and total 

population exerts a negative effect on urban share. The negative coefficient o f YIELD is 

robust to including a number o f further controls, similar to those used by Davis and 

Henderson (2003) in their urbanisation regressions (column 2). Such controls include 

agriculture’s share o f GDP, the ratio of manufacturing to services in GDP and land area 

interacted with population. In addition I also include GINILAND lagged ten years as an
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extra control. This should capture the role of the distribution o f land in providing the 

incentives for rural-urban migration. Somewhat differently from Davis and Henderson, 

I use the percent urban in the state as the dependent variable rather than total urban 

population. This variable is a more direct measure of urbanisation than urban population 

with total population as a control. As I don’t have data on urban wages, following Davis 

and Henderson (2003) I use sector composition measures to reflect the outcomes of 

urban versus rural wages and prices at any stage o f development. In particular the 

manufacturing to service ratio may capture a related measure to urban wages since basic 

retail and personal services are usually found in rural villages and towns, while 

manufacturing production is mainly concentrated in urban areas. Therefore an increase 

in the ratio o f manufacturing to services may be associated with higher urbanisation.65 

In this way I hope to isolate the effects o f agricultural variables via changes in the 

elasticity o f labour supply (rather than via the direct effects on urban-rural wage gap). 

The inclusion o f these controls reduces the number o f observations but the coefficient of 

YIELD is qualitatively unaffected. The coefficient remains negative and significant also 

when using Avg(3)YIELD  (column 3), the simple value o f YIELD lagged one year 

(column 4) and the large sample including UN data (column 5). The results also indicate 

that the higher the concentration of land distribution the lower the urbanisation rate after 

ten years (columns 2, 5 and 7). This seems to suggest that a higher concentration o f land 

provides less incentives for rural-urban migration.66

The results of the regressions using Avg(10) WAGE (lagged 10 years) as the 

main explanatory variable are slightly different than for YIELD (columns 6-7). In 

particular, the effect o f WAGE on urbanisation is non linear (U-shaped). Urbanisation 

first decreases as WAGE increases and then it increases together with WAGE. This 

effect is significant when including a parsimonious set o f controls (column 6), while it 

becomes insignificant with the larger set o f controls possibly due in part to the small 

sample size available (column 7). The weaker results for WAGE may also indicate a 

more important endogeneity problem than for YIELD, which may bias the coefficient 

downwards, reducing its significance.

651 also try to use the share of manufacturing in GDP as a control instead of the ratio of manufacturing to 
services, obtaining the same results.
66 However, when including the contemporaneous value of GINILAND in the regression, its coefficient 
becomes positive (but not significant). In the analysis I keep the same lag as the agricultural regressor 
main objective of die inclusion of GINLAND is to control for the effects of YIELD on urbanisation via 
land distribution.
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Table 3.7: The effects of agricultural variables on urbanisation

Sample

( 1)

Census

Urb.
share

(2)

Census

Urb.
share

(3)

Census

Urb.
share

(4)

Census

Urb.
share

(5) 
Census + 

UN 
Urb. 
share

(6)

Census

Urb.
share

(7)

Census

Urb.
share

Avg(lO) -0.145*** -0.188* -0.144**
yield,., o (0.037) (0.098) (0.064)
Avg(3) -0.216***
yield,.3 (0.070)

Yield,.! -0.189**
(0.082)

Avg(lO) Agr. -0.086** -0.040
Wage,.,0 (0.031) (0.030)
Avg(lO) Agr. 0.017*** 0.010
Wage,.10 sq. (0.005) (0.007)

GDP pc (log) -0.902*** -0.441 -0.388 -0.016 -0.390*** -0.577*** -0.337
(0.166) (0.327) (0.230) (0.316) (0.123) (0.133) (0.290)

GDP pc (log) 0.056*** 0.028 0.027* 0.004 0.025*** 0.036*** 0.025
squared (0 .010) (0 .021) (0.014) (0.020) (0.008) (0.009) (0.018)
Total pop -0.219*** -0.147 -0.034 -0.026 -0.155* -0.248*** -0.037
(log) (0.054) (0.138) (0.092) (0.089) (0.087) (0.076) (0.103)
Area x In tot. 0 .0002* 0.0001 0 .0002* 0 .0002* 0.0002**
pop (x mln) (0.0001) (0 .0001) (0.0001) (0 .0001) (0 .0001)
Manuf./ 0.010 0.011 0.014 0.022 0.032
Services (0.031) (0.025) (0.034) (0.016) (0.047)
Agricultural 0.076 0.061 0.097 0.060 0.023
share in GDP (0.086) (0.068) (0.091) (0.040) (0.078)
GINILAND -0.166** -0.085* -0 .220**
t-10 (0.072) (0.044) (0.082)
GINILAND -0.034
t-3 (0.074)
GINILAND 0.002
n (0.073)

Observations 64 45 56 57 135 68 52
Nr. of states 16 15 15 15 15 14 14
R-sq. (within) 0.912 0.913 0.941 0.938 0.919 0.909 0.918
Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; all regressions include year and state effects; data fo r  Haryana and Punjab not 
available before 1965, as they were a single state; X  in Avg(X) indicates the number o f  years over which 
the average o f a variable is calculated.

IV  Estimation

As discussed above the agricultural variables are likely endogenous due to both 

reverse causality and omitted variable. I employ IV estimation using the same 

instruments as in Table 3.6 to deal with this issue.
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Table 3.8; The effects of agricultural variables on urbanisation, IV estimation
( 1) (2) (3) (4) (5) (6) (7) (8)

Urb share Urb share Urb share Urb share Urb share Urb Urb Urb
share share share

Sample Census Census Census Census + Census Census Census Census
UN

Method LIML IV LIML IV LIML IV LIML IV LIML IV LIML LIML LIML
IV IV IV

Avg(10) -0.207*** -0.387* -0.266*** -0.428***
yield,.] o (0.069) (0.230) (0.079) (0.159)
Avg(3)
yields
Yield,.!

Avg(lO) 
Agr. Wage,. 
10
Basic
controls
Extra
controls

Small
sample
corr.
Observatio
ns
Nr. of states

-0.253**
(0.106)

YES

NO

YES

60
15

YES

YES

YES

45
15

YES

NO

YES

64
16

YES

YES

NO

135
15

YES

YES

YES

56
15

-0.385*
(0 .222)

YES

YES

YES

57
15

-0.177** -0.178

(0.076) (0.374)
YES YES

NO YES

YES YES

56 42
14 14

Rain, Rain,
CLR1, CLR1,
CLR2 CLR2
3.93 1.25

20% 10%

1.02 2.92

First stage regression
Excluded 
Instruments

F-statistics.
> Stock-Yogo 
critical value 
Hansen Overid 
test

Rain,
CLR1

Rain,
CLR1 CLR1 Rain,

CLR1
Rain,
CLR1

Rain,
CLR1

11.04 2.49 10.24 4.30 5.20 2.04

5% 30% 15% 20% 15% 35%

3.15 0.79 . 1.00 0.37 1.09

Robust standard errors (Huber-White method) in parentheses; ^significant at 10%; **significant at 5%;
***significant at 1%; > Stock-Yogo critical value indicates the level o f significance o f  the minimum critical 
values according to the Stock-Yogo weak identification test lying below the F-statistics o f the regression. All 
regressions include state and year effects; data for Haryana and Punjab not available before 1965, as they 
were a single state. Basic controls include: log o f total population, log o f GDP per capita and its squared term. 
Extra controls include: agriculture’s share o f  GDP, the ratio o f  manufacturing to services in GDP, land area 
interacted with population and GINILAND (lagged the same number o f  years as the main agricultural 
regressor). Instruments: Rain is log o f monthly rainfall (mm) in the same period as the endogenous variable; 
CLR1 is cumulative tenancy reform legislation (contemporaneous to the endogenous variable if  the latter is 
averaged over ten years, lagged one year with Avg(3) Yield and lagged 3 years with Yield); CLR2 is cumulative 
abolition o f  intermediaries legislation; Avg(10), Avg(3) indicate the number o f  years over which the average of 
a variable is calculated.

Again the IV estimation broadly confirms the FE results, confirming also that 

the endogeneity tends to bias the coefficients downwards (Table 3.8). This is the case 

for various measures o f YIELD (columns 1-6) as well as for Avg(10) WAGE (columns 7- 

8). The negative coefficient o f Avg(10)YIELD holds using the basic controls (i.e. total
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population, GDP per capita and its squared term, column 1) as well as the extra controls 

(column 2) as in Table 3.7. It is also robust to instrumenting Avg(10)YlELD  only with 

the cumulative land tenancy reform (column 3) and to using the extended sample with 

UN data as well (column 4). The results hold also when using Avg(3)YlELD  (column 5) 

and the simple value o f YIELD (column 6) as the proxies for the elasticity o f labour 

supply. Results in column 7 suggest that the coefficient o f Avg(10)WAGE  becomes 

linear (and remains negative) in the IV estimation with the basic set o f controls. Adding 

the extra controls leaves the size o f the coefficient unaffected but reduces the precision 

o f the estimation (column 8). This result is driven by the reduction of the sample for 

which the extra controls are available (42 observations only) rather than by the effect of 

the controls per se.67 Therefore the omission o f the extra controls should not generate 

any important bias in the other coefficients.

3.2.4 Beyond the upper tail o f the distribution

The preceding findings provide quite substantial evidence that lowering the 

elasticity o f labour supply reduces the level o f urban primacy and o f urbanisation in 

Indian states. However, the empirics so far have not analysed whether changes in the 

labour supply curve have an impact on the entire city size distribution of the state, or 

they mainly influence the largest city. Two of the four measures o f urban concentration 

employed (UP and Ratio4) have only the largest city’s population as the numerator. The 

Herfindhal indices take into account the next nineteen largest cities as well, but the 

largest city (especially if  it is a mega-city) is likely to exert a dominant influence on 

their value given the way the index is constructed. Moreover, the analytical framework 

o f chapter 2 does not have clear predictions on this distinction, as it is based on a two 

city system. While the results using Herfindhal indices hint at the possibility that the 

rural variables affect urban concentration as well as urban primacy, more precise 

analysis is needed in order to shed some light on this issue. Works by Rosen and Resnik 

(1980) and more recently by Soo (2005) provide some evidence that developing 

countries tend to have more concentrated urbanisation patterns than the Z ip f s law 

would predict, i.e. fewer and larger cities. Yet, we lack any systematic evidence to 

assess whether developing countries are actually following a different urbanisation

671 test this by running the same regression as in column (7) with and without these controls keeping the 
same sample as in column (8). Results available upon request.
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pattern than that followed by developed ones and what role push and pull factors may 

have in this respect.

The literature has used the Pareto coefficient as the most convenient measure of 

urban concentration across the entire city size distribution (e.g. Parr, 1985; Alperovich, 

1992, Gabaix, 1999). This is the coefficient a  in the relation underlying the size

distribution o f cities: y ( = A x7a , which can be re-written as:

In y f = In A - a  ln(x,.) (3.3)

where y, is the number o f cities with population equal or above that of city i, jc, js the 

population o f city i and A is a constant. The Pareto coefficient is a standard measure of 

the city-size distribution and it is inversely related to urban concentration. This 

coefficient assigns the same ‘importance’ to all cities, therefore the largest one is not 

over-represented as in the other urban concentration measures used above. This feature 

should allow the Pareto coefficient to capture a concept closer to urban concentration 

than to urban primacy.

I calculate the Pareto coefficients in each Census year for every state and use 

them as dependent variables in regressions o f the type o f (3.2). If  changes in the 

elasticity o f labour supply not only affect urban primacy but also urban concentration, 

then the rural variables (proxies for the elasticity of labour supply) should be significant 

and with the opposite sign as in the regressions above (as higher Pareto coefficients 

indicate lower concentration). Since I have consistent data across states and over time 

for the twenty largest cities, I calculate the Pareto coefficients using only these cities 

(a 20). I also derive the coefficients using all cities I have data for in each year (a). There 

is a wide cross-state variation in the number o f cities for which data are available as the 

urban population differs significantly across states. For example in 1991 I include data 

on 682 cities for Uttar Pradesh, 198 for Andhra Pradesh and only 57 for Jammu and 

Kashmir. Moreover, as the urban population increases substantially between successive 

Census years, the number o f cities for which data are available increases over time too. 

The only exception is the year 2001 for which data on fewer urban areas are available. 

Therefore I exclude this year from the regressions with a  as dependent variable. Figure 

3.4 plots the evolution of both concentration indices between 1961 and 2001. Except for 

Haryana and Uttar Pradesh a 20 lies always below a, indicating that the upper tail of the
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city-size distribution is more concentrated (i.e. skewed towards larger cities) than the 

entire distribution. The evolution of the two measures is obviously correlated although 

there are several significant exceptions to such correlation, e.g. Kerala in the sixties, 

Haryana and Rajasthan in the seventies, Gujarat after 1981, West Bengal in the nineties. 

These differences are at the heart of the different results I obtain in the regressions 

below.

Figure 3.4 Evolution of urban concentration (Pareto coefficients), 1961-2001

Andhra Pradesh Assam Bihar Gujarat

Haryana Jammu & Kashmir Karnataka Kerala

Madhya Pradesh Maharashtra

Rajasthan Uttar Pradesh West BengalTamil Nadu

H---- 1---- 1---- 1-----1— -i-----1---- 1---- 1-----1— -i-----1-----1---- 1-----1— -i-----1---- 1---- 1---- 1—1
1960 1970 1980 1990 2000 1960 1970 1980 1990 2000 1960 1970 1980 1990 2000 1960 1970 1980 1990 2000

Year

Pareto coeff. (all cities) Pareto coeff. (largest 20 cities)

Source: Author’s elaboration on Indian Census

The results from these regressions are reported in Tables 3.9 and 3.10 and 

suggest that a higher elasticity of labour supply increases urban concentration only in 

the upper tail of the city-size distribution. Table 3.9 presents the results using a 20 as the 

dependent variable. Avg(10)YIELD reduces urban concentration (i.e. increases the value 

of the Pareto coefficient) in the simple FE regression for the 1961-2001 period (column 

1) as well as for the 1961-1991 period (column 2), although the coefficients are not 

significant at standard levels. This contrasts with the significant (and negative) effect of 

agricultural variables on primacy and on the other urban concentration measures in the 

Tables above. Given the difference between the Pareto coefficients and the other urban 

concentration measures discussed above, the lack of significance suggests that a
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substantial part o f the effects o f the elasticity o f labour supply on urban concentration is 

driven by its effects on the largest city. This is also confirmed by using the share of 

urban population o f the second largest city as the dependent variable. The coefficients 

o f the agricultural variables in this case are negative but never significant (not shown 

here - results available upon request).

Table 3.9: The effect of agricultural variables on urban concentration (using a.2 0 )
( 1) (2) (3) (4) (5) (6) (7)
FE FE LIML IV LIML IV LIML IV LIML IV LIML IV

zipf20 zipf20 zipf20 zipf20 zip£20 zipf20 zipf20

Avg(10) ■ 0.126 0.252 0.283* 1.062
y ie ld s (0.108) (0.238) (0.150) (0,722)

Avg(3) yield,.3
0.326**
(0.157)

Yield,.! 0.383*
(0.206)

Avg(10) Agr. 0.198
Wage,.10 (0.119)
Controls YES YES YES YES YES YES YES
Period 1961-01 1961-91 1961-01 1961-91 1958-01 1960-01 1961-01
Small sample 
correction NO NO YES YES YES YES YES

Observations 64 48 60 45 73 74 56
Nr. of states 16 16 15 15 15 15 14
R-squared 0.450 0.392 0.437 0.263 0.350 0.237 0.429

First Stage

Excluded Instruments Rain,
CLR1

Rain,
CLR1

Rain,
CLR1

Rain,
CLR1

Rain,
CLR1,
CLR2

F-test 9.11 1.53 4.24 2.79 3.36
> Stock-Yogo cr. val. 10% 35% 20% 30% 25%
Hansen Overid test 0.65 0.66 0.97 0.39 2.26

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **signifcant at 5%>; 
***significant at 1%; > Stock-Yogo critical value indicates the level o f significance o f the minimum 
critical values according to the Stock-Yogo weak identification test lying below the F-statistics o f the 
regression. Data fo r  Haryana and Punjab not available before 1965, as they were a single state; all 
regressions include state and year effects. Control variables include capital city dummy lagged 10 years; 
real GDP per capita (log), rural population (log), share o f urban population and its squared term. 
Instruments: Rain is log o f monthly rainfall (mm) in the same period as the endogenous variable; CLR1 is 
cumulative tenancy reform legislation (contemporaneous to the endogenous variable if  the latter is 
averaged over ten years, lagged one year with Avg(3)Yield and lagged 3 years with Yield); CLR2 is 
cumulative abolition o f intermediaries legislation; Avg(lO), Avg(3) indicate the number o f  years over 
which the average o f  a variable is calculated.

The IV results (columns 3-7) suggest again that the endogeneity may bias the 

coefficient o f YIELD downwards (column 3). Its size is now twice as large as that in 

column 1 and is significant at the 10% level. However the effect o f Avg( 10) YIELD on 

a 20 appears to be comparatively smaller than the corresponding effect on primacy. While
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a 10% increase in Avg(10)YIELD reduces primacy by 4.9% (according to Table 3.6, 

column 1), it increases a20 by only 0.8%. This difference confirms again that the effect 

o f YIELD operates particularly on the relative size o f the largest city. I also exclude the 

last decade from the analysis for reasons of comparability with the results using a as the 

dependent variable. This increases the coefficient almost four-fold and the standard 

error by even more (column 4), making the coefficient significant at the 15% level only. 

The direction o f the results holds also when using Avg(3)YIELD  (column 5), the simple 

value o f YIELD lagged one year (column 6) and A vg(10) WA GE as the main regressor.

These results do not hold when a is used as dependent variable (Table 3.10). 

The coefficient on YIELD becomes consistently insignificant across the various 

specifications both in the FE (columns 1-2) and in the IV estimations (columns 3-5). 

And the same applies to WAGE (column 6). This suggests that the agricultural variables 

have a different effect on a20 and a. What may explain such a difference? The answer 

must lie in the different ways of constructing the two coefficients: a20 captures the 

characteristics o f the upper tail of the city-size distribution, while a includes a much 

wider range o f cities. For example the influence of the largest city is likely to be greater 

for a 20 than for a  (as the largest city represents 10% o f all observations over which the 

Pareto coefficient is derived). The other reason for the difference between the results 

may be related to the varying number o f cities over which a is calculated. This is 

especially true across states as discussed above: in states with data on a large number o f 

cities, each city has a lower influence than in states where data is available on a few 

cities. This cross-states difference of course disappears for the calculation o f a 20.

As the reasons for the difference between the results for a and a20 are not clear, 

these findings need to be interpreted with caution. To the extent that such a difference 

reflects the fact that the two Pareto coefficients capture different portions of the city- 

size distribution, the results may provide further confirmation that only the upper tail of 

the distribution is influenced by changes in the elasticity o f labour supply. If  the 

difference between a and a20 is mainly related to the larger variation in the number of 

cities over which the values of a  are calculated, then one would need a better 

understanding o f the properties o f the two Pareto coefficients in relation to the concept
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of urban concentration (e.g. which of the two coefficients captures the concept of urban 

concentration most effectively).

Table 3.10: The effect of agricultural variables on urban concentration (using a)
(1)
FE

(2)
FE

(3) 
LIM L IV

(4) 
LIM L IV

(5) 
LIM L IV

(6) 
LIM L IV

(7) 
LIM L IV

a a a a a a a

L 10. avg 1 Oyi eld_real 

L3.avg3yield_real 

lly ield_con 

L l O.lavgl 0wage_80

0.002
(0.348)

0.121
(0.182)

-1.971
(1.925)

-2.299
(1.624)

-3.163
(4.462)

-0.343
(0.636)

-0.228
(0.270)

Controls
Period
Small sample corr. 
Observations 
N um ber o f  state 
R-squared

YES
1961-91

NO
48
16

0.698

YES
1958-91

61
16

0.513

YES
1961-91

45
15

YES
1958-91

58
15

YES
1960-91

59
15

YES
1960-01

74
15

YES
1961-91

42
14

First Stage

Excluded Instrum ents Rain,
CLR1

Rain,
CLR1

Rain,
CLR1

Rain,
CLR1

Rain,
CLR1,
CLR2

F-test
> Stock-Yogo cr. val. 
Hansen Overid test

1.53
35%
0.47

1.74
35%
0.12

0.331
50%
0.06

2.79
30%
1.40

1.12
40%
0.16

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; > Stock-Yogo critical value indicates the level o f  significance o f the minimum 
critical values according to the Stock-Yogo weak identification test lying below the F-statistics o f the 
regression. Data for Haryana and Punjab not available before 1965, as they were a single state; all 
regressions include state and year effects. Control variables include capital city dummy lagged 10 years; 
real GDP per capita (log), rural population (log), share o f urban population and its squared term. 
Instruments: Rain is log o f monthly rainfall (mm) in the same period as the endogenous variable; CLR1 is 
cumulative tenancy reform legislation (contemporaneous to the endogenous variable if  the latter is 
averaged over ten years, lagged one year with Avg(3)Yield and lagged 3 years with Yield); CLR2 is 
cumulative abolition o f intermediaries legislation; Avg(10), Avg(3) indicate the number o f years over 
which the average o f  a variable is calculated.

3.2.5 Discussion

The previous results provide compelling evidence that rural variables which 

influence the labour supply curve to the urban sector have been important determinants 

o f urbanisation patterns across Indian states in the post-Independence period. Other 

things being equal, a steeper rural-urban labour supply tends to reduce urbanisation 

levels. Importantly and perhaps more surprisingly, it also reduces the degree of urban 

concentration in the upper tail of the city-size distribution. The largest city appears to
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benefit the most from an increase in the propensity of the rural workforce to migrate to 

urban areas. In terms o f the two-city models presented in chapter 2 these results suggest 

that the descending part o f the largest city’s (city 1) net wage curve is flatter than that of 

the other city. In other words, congestion costs kick in relatively slowly in city 1. 

Therefore an elastic labour supply would ensure a constant flow of labour especially 

towards the largest city.

In the context o f the model with imperfect labour mobility between cities 

(Figure 2.2) this flatter net wage curve arises due to the location specific externality (p, 

which raises the productivity o f labour in city 1 above that o f city 2. For example this 

can be thought o f as the political advantage o f being close to the seat o f power, so as to 

exert rent seeking more effectively in a setting where the return to this activity is 

particularly high. Similarly, it can be consistent with a model where there is a limited 

provision o f certain public goods across cities (e.g. due to scarce resources), such as 

good tertiary education or health services. In particular, some o f these services may be 

provided only in the largest city. To the extent that entrepreneurs care about the 

provision o f such services (unlike unskilled labour) they would disproportionately 

locate in that city. This implies that as an economy grows and more entrepreneurs set up 

new finns and existing firms grow (i.e. the industrialisation process), urban population 

growth would be increasingly accommodated in the largest city. I f  the probability of 

starting a firm and/or if  the growth prospects o f an existing firm depend on the 

availability o f labour from the rural sector, then the more elastic the supply o f labour is, 

the more this will fuel both urbanisation and the relative growth o f the largest city. 

Therefore it is the interaction between the conditions in the rural sector and those in the 

different urban areas that drive the results here.

Such a sketch of model may help explain the empirical findings for Indian states 

in this chapter. In the period examined these states were in the early stages o f the 

urbanisation process and most o f them can be classified as low income countries. These 

conditions are similar to those o f a number o f sub-Saharan African countries today, 

where some evidence is emerging o f an urbanisation pattern skewed towards large cities 

(Behrens and Polo Bala, 2006). Whether this type of story can apply only to the early 

stages o f urbanisation and economic development remains an open question and further 

research is needed to shed light on this question.

105



What does appear clearer is that the effect o f rural factors seems to play a role 

only on the upper tail of the city-size distribution without affecting the overall 

distribution. This finding is consistent with the stability o f the rank size rule over time 

and across countries, which seem to be independent o f socio-economic factors.

3.3. Conclusions

This chapter has analysed empirically the role o f the rural sector in the 

determination o f urbanisation patterns, and o f urban primacy in particular, on the basis 

o f the framework developed in chapter 2. The findings point towards the positive 

influence o f the elasticity o f labour supply (proxied by different sets of variables) on 

urban primacy and on urbanisation levels. The results hold for a variety of 

specifications using an array o f dependent variables, o f rural variables and controls; and 

for different sets o f urban data. Results from IV estimation suggest that these results are 

causal in nature. The methodology using an intra-country rather than the usual cross­

country analysis should add further robustness to the findings.

The results along with the framework o f chapter 2 suggest that the generally 

higher level o f concentration o f urban systems in developing countries is determined by 

the combination o f both pull and push factors rather than only by pull factors (via 

political variables) as in traditional models o f urban primacy. Whether the role o f the 

rural sector acts mainly on the largest urban area, on the upper tail o f the distribution (as 

the findings o f this chapter seem to point towards), or on the entire system of cities is 

still open to question.

Finally, the results of the analysis may provide a new angle to the policy debate 

on urban decongestion. To the extent that the rural sector is an important determinant of 

urban primacy (as these chapters suggest), reducing the intensity o f the push factors in 

rural areas may help reducing (or decreasing the rate o f growth in) the level of urban 

concentration. Analytically, this would be similar to the effects o f migration restrictions, 

which also act on die labour supply curve making it steeper). However, restrictions 

contemporaneously reduce the welfare of potential migrants by preventing labour to
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move where it is more productive.

This may lead to a possible revaluation o f the role o f agricultural policies as 

urban de-concentration policies alongside other policies based on the action on pull 

factors, such as development of poles in remote areas, and political de-congestion 

policies (e.g. movement of the capital city, increasing the political decentralisation 

process).68

68 Countries such as Egypt, Brazil, Korea, Mexico, and China have pursued medium size city programs 
designed to forestall increased growth of larger cities (World Bank, 2009 and Davis and Henderson, 
2003).



Appendix 3.1
Procedures to estimate urban populations by the UN Population Division

The United Nations Population Divisions compute the both total urban population and 
individual urban agglomerations’ population. The explanation o f the computation 
methods is based on UN (2004).

Urban population estimates
The proportion of the population living in urban areas is estimated by country or area 
for the period 1950-2030 in five-year intervals. Once values o f the proportion urban at 
the national level are established for the 1950-2030 period, they are applied to the 
estimates and projections of the total national population o f each country or area derived 
from World Population Prospects: The 2002 Revision (United Nations, 2003) so as to 
obtain the corresponding urban population for 1950 to 2030. Calculation o f the 
proportion urban during the estimation period involves interpolation between recorded 
figures and extrapolation back to 1 July 1950 when the earliest o f recorded figures refer 
to a later date. Such interpolation or extrapolation to 1950 is based on the urban-rural 
ratio (URR), defined as the ratio of the urban to the rural population, that is:

URR(t) = U(t)/R(t) (A.6)

where U(t) and R(t) denote the urban and the rural populations at time t, respectively. 
The urban-rural ratio at tune t is directly related to the percentage urban (PU(t)) since

PU{t) = URR(t)/[l+URR(t)] (A.7)

Letting mr(t,n) denote the growth rate of the urban-rural ratio between time t and t+n, it
follows
that
rur{t,n) = ln(URR(t+n)/URR(t))/n (A.8)

where, substituting URR for its equivalent according to (A.6), one obtains

rur(t,n) = [In(U(t+n)/R(t+n)) -  \n(U(t)/R(t))]/n = [ln(£/(?+«)) -  ln(R(/+«)) -  ln(U(0) + 
\n(R(t))]/n =
[In(U(t+n)/U(t)) -  In(R(t+n)/R(t))]/n = u(t,n) - r{t,n) (A.9)

where u(t,n) denotes the growth rate of the urban population between t and t+n, and 
r(t,n) is the growth rate of the rural population between the same time points. That is, 
the growth rate o f the urban-rural ratio is equivalent to the difference between die 
growth rates o f the urban and the rural populations. Therefore, rur{t,n) is known as the 
urban-rural growth difference and it is the basis for the interpolation and extrapolation 
o f the proportion urban. Thus, if  T  is any time point within the intercensal period (/, 
t+n),

URR(T) = URR(t)Qxp[rur(t,n)(T-t)] (A. 10).

The use o f (A. 10) for interpolation and extrapolation purposes implies that rur is 
assumed to remain constant during each intercensal period and during the period 1950
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to the reference date o f the second observation available. Once an estimate of URR(T) is 
available, it can be converted to PU{T) by using equation (A.7).

Urban agglomerations estimation
Estimates and projections of the population o f cities with an estimated o f 100,000 or 
more within the 1950-2000 period are considered, provided data on their population size 
is available from a census or population register. For the 2003 Revision, a total of 3,284 
cities or urban agglomerations was considered. Because countries take population 
censuses at different times, the actual dates o f observation vary from city to city, 
although they are usually identical for cities within a particular country. Consequently, 
just as with the estimates of the proportion urban, the first step in preparing estimates 
and projections of city populations consists in estimating the population size of all cities 
for the same dates in the past.

To estimate the population o f cities on 1 July o f the years 1950, 1955, 1960 and so on, 
the procedure is similar to that described for the proportion urban. However, in this case 
the interpolation or extrapolation is based on the difference between the growth rate o f a 
city minus the growth rate o f the population o f the rest o f the country. Specifically, if  
one considers the ratio o f the city population at time t, C(t), to the population o f the rest 
o f the country, RES(t), that is

CRR(t) = C(t)/RES(t) (A. 11)

where RES(i) = P(t) -  C(t) and P(t) is the total population o f the country at time t, then 
the growth rate o f CRR between t and t+n, denoted by rcr(t,n), is

rcr{t,n) = [ln(Ctf/?(?+«)) -  ln(C7?tf(0)]/« (A. 12)

which is equivalent to

rcr(t,n) = c(t,n) -  res{t,n) (A. 13)

where c{t,n) is the growth rate o f the city’s population between t and t+n, and res(t,n) is 
the growth rate o f the rest of the country’s population between t and t+n. Then, the 
value o f CRR for any time T  within the period (t, t+n) is given by:

CRR(T) = CRR(t)exp[rcr(t,n){T-t)] (A. 14)

The same equation can be applied to obtain extrapolated values o f CRR when T  is 
outside the intercensal period (t, t+n) and that period is the closest to T. Then, because 
the proportion o f the total population living in the city at time T, PC(T), is equivalent to:

PC(T) = CRR(T)/[l+CRR(T)] (A. 15)

that proportion can be calculated for time T  and multiplied by an independent estimate 
o f the country’s population to obtain the population of the city at time T. Such 
independent estimate is obtained from the country-level estimates published in World 
Population Prospects: The 2000 
Revision (United Nations, 2001).
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A ppendix 3.2

Table A l; Using different lags and dependent variables
0 )

Ratio4
(2)

Herf
(3)

Herf2
(4)

Primacy
(5)

Ratio4
(6)

Herf
(7)

Herf2

Avg(3) yields 

Avg(5) yieldt.5

-5.081*
(2.493)

-0.166**
(0.066)

-0.161***
(0.047)

-0.158**
(0.067)

-4.927*
(2.479)

-0.162**
(0.069)

-0.155***
(0.050)

Obs.
R-sq. (within) 
Nr. of states

77
0.459

16

77
0.445

16

77
0.497

16

64
0.516

16

64
0.474

16

64
0.532

16

64
0.506

16

(8)
Ratio4

(9)
Herf

( 10)
Herf2

(ID
Ratio4

( 12)
H erf

(13)
Herf2

(14)
Primacy

Yield,.]

Avg(10) log 
wage,.io 
Avg(3) log 
wage,.3

-3.372
(2.154)

-0.093
(0.065)

-0.107**
(0.047)

-1.884
(1.216)

-0.070*
(0.036)

-0.052*
(0.029)

-0.038
(0.026)

Obs.
R-sq. (within) 
Nr. of states

78
0.392

16

78
0.351

16

78
0.406

16

68
0.343

14

68
0.328

14

68
0.285

14

54
0.273

14
Robust standard errors (Huber-iVhite method) in parentheses; *significant at 10%; **significant at 5%; 
***significant at 1%; all regressions include state effects, year effects and the fu ll set o f controls as in the 
Tables in the main text (except GINILAND); data for Haryana and Punjab not available before 1965; 
Avg(5) indicates that the value o f the variable is averaged over 5 years.
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Table A2; Robustness for IV regression using other measures of urban concentration
0 ) (2) (3) (4) (5) (6)

Ratio4 Herf Herf2 Ratio4 H erf Herfj
Method LIML IV LIML IV LIML IV LIML IV LIML IV LIML IV

Avg(lO) Agr. -17.431** -0.463*** -0.424***
Yieldno (7.639) (0.160) (0.116)

Yield t_. -22.953* -0.675 -0.510**
(13.756) (0.495) (0 .221)

Controls YES YES YES YES YES YES
Small sample 
correction YES YES YES YES YES YES

Observations 60 60 60 74 74 74
Nr. of states 15 15 15 15 15 15

First Stage
Excluded Rain, Rain, Rain, Rain, Rain, Rain,
Instruments CLR1 CLR1 CLR1 CLR1 CLR1 CLR1
F-test 6.23 6.23 6.23 2.79 2.79 2.79
> Stock-Yogo 
cr. val. 15% 15% 15% 25% 25% 25%

Hansen 
Overid. test 1.46 1.29 0.54 0.88 0.95 0.65

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; **significant 
at 5%; ***significant at 1%; all regressions include state and year effects; data for Haryana and 
Punjab not available before 1965, as they were a single state; control variables include capital 
city dummy lagged 10 years; real GDP per capita (log), rural population (log), share o f urban 
population and its squared term. Instruments: Rain is log o f  monthly rainfall (mm) in the same 
period as the endogenous variable; CLR1 is cumulative tenancy reform legislation 
(contemporaneous to the endogenous variable i f  the latter is averaged over ten years, and lagged 
3 years with Yield); Avg(lO) indicate the number o f years over which the average o f  a variable is 
calculated.
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Chapter 4. Does urbanisation affect rural poverty? Evidence
from Indian districts69

4.1. Introduction

The typical transformation o f an economy from agricultural and mainly rural to 

industrial and predominantly urban in the process of development has long been a well 

established fact (Lewis, 1954; Kuznets, 1955). However, the direct implications of this 

transformation on the economic welfare of the population during this process remain 

less apparent. In particular, what happens to surrounding rural areas when a city grows? 

Does the area’s population receive economic benefit from it and if  so, to what extent? In 

a period o f increasing urbanisation in most developing countries, answers to these 

questions can have important implications for development policies.

There is still little knowledge about the actual economic impact of urbanisation 

on rural areas. This chapter represents one of the first efforts to fill this gap, as it tries to 

measure the impact o f urbanisation on rural poverty in the Indian context. The chapter 

uses district-level panel data between 1981 and 1999 to show that urbanization has been 

an important detenninant o f poverty reduction in rural areas. In our preferred 

estimations, we find that an increase of 100,000 urban residents in the representative 

district (21% increase from the mean) implies a decrease o f between 3 and 6 percentage 

points in the incidence o f poverty in the district’s rural areas.

This analysis becomes more important when considering that most of the 

world’s poor reside in rural areas, where the incidence o f poverty is higher than in urban 

areas across all developing regions. In 1993 rural areas accounted for 62% of the world 

population and for 81% of the world’s poor at the $l/day poverty line; in 2002 after a 

period o f intensive urbanisation the same figures stood at 58% and 76% respectively 

(Ravallion et al., 2007).70 The process of urbanisation (which mostly concerns the 

developing world) has been accompanied by an unequal distribution o f the global 

reduction in poverty rates. Between 1993 and 2002 while the number o f  $l/day poor in

69 This Chapter is co-authored with Carlo Menon.
70 In fact the actual poverty line used by Ravallion et al. (2007) is $1.08/day, to save clutter we refer to it 
as the $l/day poverty line.
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rural areas declined by 100 million, that o f urban poor increased by 50 million. 

Ravallion et al. (2007) explain this “urbanisation o f poverty” through two related 

arguments.71 First, a large number of rural poor migrated to urban areas, thus ceasing to 

be rural poor and either they have been lifted out of poverty in the process (through a 

more productive use o f their work) or they have become urban poor. This is a direct (or 

‘first-round’ in Ravallion et al. (2007) terminology) effect o f urbanisation on rural 

poverty. Second, the process of urbanisation also impacts the welfare o f those who 

remain in rural areas through second-round effects. The overall impact o f urbanisation 

on rural poverty is substantial but, in the absence o f data on the poverty profile o f rural- 

urban migrants, it is not possible to distinguish between the two effects. We mainly 

focus on these second-round effects, trying to control for the direct effects of 

urbanisation on rural poverty.

Distinguishing between first and second-roimd effects is important. The former 

involves only a statistical association between urbanization and changes in rural poverty 

due to the change in residency o f some rural poor (who may or may not be lifted out o f 

poverty in their move to the urban areas). This entails no causal link. On the other hand, 

second-round effects capture the impact o f the urban population growth on the rural rate 

o f poverty. Such a relationship is causal in nature and tells us how good or bad 

urbanisation is for rural poverty. In a developing country context, understanding this 

relationship is particularly important because most of the population in these countries 

will continue to be rural for at least another decade and for another three decades in the 

LDCs.72 This figure, along with the recognition that poverty has a higher incidence in 

rural than urban areas, suggests that it is on this rural non-migrant population that the 

implications o f urbanisation will be most important for global poverty reduction in the 

near future.73 The focus on developing countries is essential given that almost the entire 

future population growth in urban areas (94% in 2005-2030) is predicted to take place 

in developing countries (UN, 2008).

71 The term “urbanization of poverty” was first introduced by Ravallion (2002).
72 Based on calculations on UN (2008) data, developing countries are expected to become more urban 
than rural in 2018 and LDCs in 2045.
73 This does not deny the importance of urban poor in global poverty. In fact these represent a substantial 
and increasing share of poor globally (although still lower than rural poor). However, estimating the 
effects of urbanisation on urban poverty would require another model altogether and it is left to the future 
research agenda.
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We consider Indian urbanisation at the district-level for the period 1981-1999. 

During this period the country urbanised at a relatively slow rate: the urban population 

was 23.3% of the total in 1981 and 27.8% in 2001 (Government of India, 2001). 

However, given the sheer size of the Indian population, this moderate increase turned 

into a massive rise in the absolute number of urban dwellers (126 million). This 

represents an increase of almost 80% in the urban population over this period. These 

figures mask a large variability in urbanisation patterns at the sub-national level; states 

have urbanised at very different rates. Among the major states, Tamil Nadu increased its 

share of urban population from 33% to 44% between 1981 and 2001, while Bihar 

maintained the same urbanisation rate over this period (13%). The differences are also 

evident in absolute terms: Uttar Pradesh increased its urban population by 28 million 

people (+140%); at the other extreme West Bengal increased its urban population by 

only 8 million (+56%). Not only are the urbanisation dynamics different, but so is the 

geographical spread of urban areas. Figure 4.1 shows that the density of towns is 

concentrated in Northern India, roughly in the area along the Ganges river and in the 

South-East (Tamil Nadu in particular). Other areas, such as Andhra Pradesh, Madhya 

Pradesh and the North-West have significantly lower densities.

Figure 4.1: Indian towns (2001 Census)

Note: the State o f Delhi is excludedfrom the map
Source: Authors ’ elaboration on data from Indian Census 2001, and data on city spatial coordinates from 
Indian Gazetteer and GPSvisulizer,com.
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This variability (both in levels and in changes) is even more remarkable at the 

district level, as the left hand-side map in figure 2 shows. For instance, a district like 

Idukki in Kerala increased its urban population by 13,000 (+29%) between 1981 and 

2001, while the urban population in Rangareddi (Andhra Pradesh) increased by 1.6 

million (+416%) and in Pune (Maharashtra) by 2.4 million (+130%) over the same 

period. In the subsequent analysis we try to exploit this variability to identify the impact 

o f urbanisation on rural poverty.

In this period India also provides an interesting case in terms o f the policy 

environment and economic performance because the country experienced structural 

changes in economic policy, rate of growth, and poverty levels. After a long period o f 

economic planning and import substitution industrialisation, the government started 

reforming the economy toward a more liberal regime in 1991. This change was brought 

about by the external payment crisis due to the government’s deficit spending. Possibly 

helped by the liberalisation o f the economy, economic growth took off since the mid- 

1980s, and more evidently since 1993, having increased more rapidly than in the 1960s 

and 1970s (Datt and Ravallion, 2002). Despite disagreements on the extent to which 

economic growth increased the welfare o f India’s poor, poverty in India declined 

steadily in the 1990s, particularly in rural areas (Kijima and Lanjouw, 2003). The 

geography o f the decrease in the share of poor, however, is extremely variegated, as the 

right hand side map in figure 4.2 shows. While in many districts more than 30% of rural 

population was lifted out of poverty between 1983 and 1999, for around a quarter of 

them the share o f poverty has remained roughly constant or has even worsened over the 

same period.

This chapter’s geographical focus is particularly important as India is the 

country with the largest number o f both rural and urban poor. Its number of $1/day rural 

poor in 2002 was over 316 million, representing 36% o f the world’s rural poor. 

Moreover, its urbanisation process is still in its infancy with only 28% of the population 

being urban in 2000. The country is expected to add a further 280 million urban 

dwellers by 2030.74 Thus estimating the impact o f urbanisation on rural poverty in India

74 This is based on authors’ calculations on UN (2008).
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may help identify the potential effects of this expected massive growth of urban 

population on the world’s largest stock of rural poor.

Figure 4.2 -  Urban population growth (% ) and poverty reduction, by district 1981-99

Note: the map (b) reports the difference between the district poverty share in 1983 and 1999. E.g., 
a value o f 0.30 means that in 1983 the share ofpoor rural population was 0.3 bigger than in 1999.
The State o f Delhi is excludedfrom the map
Source: Authors' elaboration on Indian Census and NSS (various rounds).

4.2. U rb an iza tio n  and  ru ra l poverty : C hannels

Why would the increase in urban population have an impact on poverty in 

surrounding rural areas? There are various ways in which urbanisation and rural poverty 

are linked. We can distinguish between a simple composition effect due to migration of 

poor from rural to urban areas (first round effect), and a spillover effect due to positive 

externalities of urbanization on surrounding urban areas (second round effect). In the 

following, we analyse the main mechanisms through which the latter effect may take 

place. Then we discuss the way in which we can try to isolate second-round from first- 

round effects.

4.2.1 Second round effects

There are at least six main indirect channels through which urban population 

growth may affect rural poverty in surrounding areas: backward linkages, rural non-

(a) U rban  p o p u la tio n  g row th  (% ), 1981-97 (b) %  o f  ru ral pop , lifted  out o f  poverty , 1983-99

India
pop growth

r : : : 3  ° 000 - 0 5 6 6
India
«l». of pop. Hft*l out of pov.
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farm employment, remittances, agricultural productivity, rural land prices and consumer 

prices.

B ackw ard linkages: An expanding urban area (both in terms o f population and 

income) will generate an increase in the demand for rural goods. For perishable 

products and in general for those products without spatially integrated markets (e.g. due 

to high transportation costs), such a demand will typically be met by surrounding rural 

areas; while the other agricultural products could be provided by locations farther away. 

This is linked to an idea that goes back to von Tinmen’s (1966) theory o f concentric 

circles of agricultural specialisation around cities that is determined by the size of 

transport costs. Rural locations close to urban areas specialise in high transportation cost 

goods, while locations farther away specialize in lower transport cost commodities. The 

farther one moves away from cities the more likely it is for rural communities to be self- 

subsistent in both agricultural and non-agricultural commodities. This is similar to the 

pattern found by Fafchamps and Shilpi (2003) for Nepal.

This channel is likely to operate via an income as well as a substitution effect. 

The former is related to the increased demand for agricultural goods due to higher 

incomes in urban areas relative to mral areas. Such a higher income is usually explained 

by urbanisation economies: urban areas have denser markets for products and factors, 

which raise labour productivity and wages over the level o f rural areas (see Fujita et al., 

1999). The substitution effect relates to the increased share o f  higher value added 

products in total agricultural demand typical o f more sophisticated urban consumers. 

Empirical evidence confirms this composition effect. Parthasarathy Rao et al., 2004 

found that Indian districts with an urban population over 1.5 million have a significantly 

higher share o f high value commodities than the other districts. Thanh et al. (2008) 

show that per capita consumption of high value fruit in Vietnam has increased faster in 

urban than in rural areas over the nineties.

R ura l non-farm  employment: Expanding urban areas may also favour the 

diversification o f economic activity away from farming, which typically has a positive 

effect on incomes (see e.g. Berdegue et al., 2001; Lanjouw and Shariff, 2002). This 

effect is particularly important in rural areas surrounding the cities. Three concomitant 

effects may explain such increased diversification. First, proximity to cities may allow
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part o f the peripheral urban workforce to commute to the city to work. This in turn 

generates suburban non-farm jobs in services, such as consumer services and retail 

trade, which are needed by the growing commuter population. Second, as cities provide 

dense markets to trade goods and services more efficiently, rural households close to 

cities may afford to specialise in certain economic activities (based on their comparative 

advantage), relying on the market for their other consumption and input needs 

(Fafchamps and Shilpi, 2005). This more extensive specialisation should boost 

productivity and income (Becker and Murphy, 1992). Third, proximity to urban areas 

stimulates non-farm activities instrumental to agricultural trade (which is increased by 

urbanization), such as transport and marketing. Recent evidence from Asia provides 

strong support for the effect o f cities in stimulating high return non-farm employment in 

nearby rural areas (see Fafchamps and Shilpi, 2003 on Nepal, Deichmann et al., 2008 

on Bangladesh and Thanh et al., 2008 on Vietnam). On the other hand, and consistent 

with this line o f argument, isolated rural communities do not tend to specialise and rely 

on subsistence activities dominated by farming. The growth o f urban areas would raise 

the share o f rural areas that are close enough to cities to develop a substantial non-farm 

employment base.

Rem ittances: Remittances sent back to rural households o f origin by rural- 

urban migrants constitutes another potentially important second-round effect of 

urbanization on rural poverty. The vast majority o f rural-urban migrants (between 80% 

and 90%) send remittances home although with varying proportions o f income and 

frequency (Ellis, 1998). To the extent that urbanization is (partly) fuelled by rural-urban 

migration, this growth may be associated with larger remittance flows to the rural place 

o f origin. The positive effects o f remittances in reducing resource constraints for rural 

households as well as providing insurance against adverse shocks (as their income is 

uncorrelated with risk factors in agriculture) have been shown by the literature (Stark, 

1980, Stark and Lucas, 1988). On the other hand the migrant’s family often provides 

economic supports (monetary or in kind) to the migrant during his initial stay in the 

urban area. This support aimed at covering the fixed costs o f migration can be 

interpreted as an investment whose main return is die counter urban-to-rural remittances 

flow which is received afterwards (Stark, 1980). This urban-to-rural remittance flow 

may somewhat reduce the net resources transferred to rural areas by urban workers.
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A gricu ltural (labour) productivity: As discussed in chapter 3, urbanisation 

and rural poverty can also be linked by the changes in rural labour supply that 

accompany the urbanisation process. To the extent that rural-urban migration reduces 

the rural labour supply, this may increase (reduce the decrease of) agricultural labour 

productivity, given the fixed land supply and diminishing marginal returns to land.75 

This may pose some upward pressure on rural wages. There is indeed evidence some 

areas o f India o f out-migration from rural areas being associated to higher wages in 

sending areas (Jha, 2008).

R u ra l land prices: The growth of cities may increase agricultural land prices 

(owned by farmers) in nearby rural areas due to the higher demand for agricultural land 

for residential purposes. This may generate increased income for landowners through 

sale or lease, or through enhanced access to credit markets, where land acts as collateral. 

Some evidence from the US indicates that expected (urban) development rents are a 

relatively large component o f agricultural land values in US counties which are near or 

contain urban areas (Plantinga et al., 2002). The impact on rural poverty through this 

channel depends on the way this increased income is distributed across the rural 

population. Typically, if  land is very concentrated, this channel is likely to benefit a few 

landowners, potentially restricting access to waged agricultural employment for the 

landless population. To illustrate, let us assume the extreme case o f all rural land 

concentrated in the hands o f one landowner, who employs labour to cultivate it. If  the 

growth o f the nearby city pushes the price of the land above die expected value of the 

discounted stream of profits from cultivating the land, the landowner will sell it. This 

would leave all the agricultural labourers in the district unemployed. The net effect on 

poverty will depend on the extent to which the new use o f the land will be able to 

absorb labour (e.g. via construction-related employment). However, given the 

constraints to die reallocation of agricultural labour across sectors and the high labour 

intensity o f agriculture, we would expect the net effect on rural poverty to be adverse 

(i.e. increase in rural poverty) when land is highly concentrated (and vice-versa).

75 In fact Eswaran et al. (2008) show that land to labour ratios decreased in most states in India over 1983- 
1999 as rural population growth rate more than offset rural-urban migration. In this case our argument 
would become: to the extent that rural-urban migration reduces the growth of the rural labour supply, this 
may reduce the decrease of agricultural labour productivity.
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C onsum er prices: because the growth o f a city is associated with lower 

consumer prices, this may benefit surrounding rural consumers who have access to 

urban markets. This effect may be due to increased competition among a larger number 

of producers in the growing urban area as well as to thicker market effects in both 

factors’ and goods’ markets (e.g. Fujita et al., 1999).

A further potential channel may relate to early arguments made by Jacobs (1969) 

and Dore (1987) that agriculture in rural areas surrounding cities also benefits from 

spillover effects in technology and marketing. However, to the best o f our knowledge, 

no specific evidence has been provided in support o f this view yet.

Table 4.1 summarises the expected net effects o f these second-round channels 

on rural poverty as well as their expected reach on rural areas according to the 

discussion above. The total net effect of urbanization on rural poverty is predicted to be 

negative (i.e. poverty reducing) with the bulk o f the effects being felt at a relatively 

small distance to the urban area (in surrounding rural areas). The next sections will 

detail the methodology used to test these hypotheses by measuring this total net effect in 

the case o f Indian districts.

_______ Table 4.1: Ex-ante second-round effects of urbanization on rural poverty

Predicted net effect Expected reach of the effect

Backward linkages 

Share of non-farm

Negative Nearby rural

employment

Remittances

Negative Peri-urban

Negative Rural

Changes in agricultural 
productivity Negative Rural

Consumer prices

Rural land prices Pos/Neg (depending on land 
concentration)

Negative

Nearby rural

Nearby rural

Note: Reach o f the expected effect is defined in descending order o f distance from the urban area as: 
Rural; Nearby rural and Peri-urban.
Source: Authors’ elaboration on the basis o f main text.
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4.2.2. Disentangling first and second round effects

As discussed above, we are particularly interested in estimating the second- 

round effects o f urbanization on rural poverty. To do this we first need to disentangle 

the two effects and then to identify an appropriate way to control for the first round 

effects in the empirical analysis. This section deals with the former task. Let us assume 

TV distinct geographical units (districts), each with population Pit at time t, split between 

urban (P^ ) and rural areas ( P * ), with i e  [1,7V]. We can characterise the incidence of 

poverty ( H * ) in rural areas in district i at time / as a function of the urban population of 

the district and a series o f other characteristics o f the district (such as its total 

population, specific policies, etc.), represented by the vector X:

1 H?t = f { P " , X it) + e it (4.1)

Let us assume that natural growth rate is zero and the only changes in the rural- 

urban split o f  the population are determined by one (or both) o f these two phenomena: 

intra-district rural-urban migration or rural areas becoming urban (either because they 

are encompassed by an expanding urban area or because their population has grown 

sufficiently to upgrade from the status of village to that o f town).76 Define (Xt as the 

number o f rural poor divided by rural population (i.e. headcount poverty in rural areas), 

Gt as the number o f poor  rural-urban migrants divided by the number o f rural poor and 

X* as die number o f rural poor in villages which become urban areas divided by the 

number o f rural poor. Define also yt as the number o f rural-urban migrants divided by 

rural population at time t and (pt as the number of rural dwellers residing in villages

76 This does not consider the possibility of inter-district migration, nor o f urban-rural migration. The latter 
is relatively unimportant in influencing the rural-urban split of the population.in a country like India. The 
stock of urban-rural migrants represented less than 1.4% of total population in the majority of Indian 
districts in 1991, with mean equal to 1.7% (based on the Indian districts database at the University of 
Maryland -  see below). Inter-district migration represents instead a substantial share o f total migration, in 
particular rural-urban. In 1991 it accounted for less than 34% of total migration for the majority of Indian 
districts (with mean equal to 37%); the share of inter-district migration in total rural-urban migration was 
even larger in 1997 (median 46%, average 49%). However, the empirical analysis below rejects the 
relevance of this type of migration in determining rural poverty. We could reconcile this finding with the 
model presented here by assuming that the distribution of inter-district migrants in both the sending and 
the recipient districts follows the rural-urban distribution of the those district’s populations.
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which become urban at time t divided by rural population at time t (withy, > a t_;crt and 

(p>aX) .  We can then re-write (4.1) as:

Rural Share rural poor turning
poor at t-1 urban between t-1 and t

+ g (Pu , X it) + £it (4.2)

Rural pop at t-1 Change in rural pop
between t-land t

The first term on the right hand side o f (4.2) defines the first-round effects of the 

growth o f urban population on rural poverty. Its numerator represents the number of 

rural poor at time t as if the change in this number (between t and t-1) were only due to 

the change o f status o f those rural poor (at t-1) becoming urban dwellers at t (through 

parameters Ot and At). The denominator represents the total rural population at t.

The condition under which this first-round effect decreases rural poverty

terms a, A, and y t(pt as they are likely to be very small and the subscripts to save clutter 

this condition becomes:

The key variables here are the poverty distributions o f both rural-urban migrants 

and dwellers o f rural-urban transitional areas relative to the poverty distribution of the 

rural population. Expression (4.3) states that if  the distribution o f migrants is skewed 

towards low income individuals -  i.e, the incidence o f poverty is higher among migrants 

than non migrants -  and if  the poverty incidence in rural villages that become urban is 

higher than that in total rural population of the district then rural-urban migration will 

directly reduce rural poverty. Recent cross-country evidence by Ravallion et al (2007) 

seem to be consistent with the validity o f condition (4.3). They find a sizeable negative 

effect o f urbanisation on the incidence of rural poverty and concomitantly an increase in 

the number o f urban poor with urbanisation. Although they cannot isolate the direct 

effects o f rural-urban migration, their findings would be hard to reconcile without

incidence (ceteris paribus) is . Ignoring the

<j + X > y  + (p (4.3)
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condition (4.3) holding. Although there is no evidence establishing empirically the 

relative size o f the parameters in (4.3), some studies find that those rural areas on the 

outskirts o f (large) urban areas may benefit economically from this vicinity (e.g. 

Fafchamps and Shilpi, 2003 for Nepal). This may imply lower levels o f rural poverty in 

those peri-urban areas about to be incorporated into urban areas, i.e. X < (p. This means 

that the poverty incidence among rural-urban migrants needs to be substantially higher 

than that among rural non-migrant population for expression (4.3) to be verified, 

i.e.<r> y  + (<p-JV).

As the main aim of this chapter is to estimate the size and direction o f the 

second-round effects o f urbanization on mral poverty, we can re-arrange (4.2) to control 

for the direct effects of urbanisation as well as for other covariates of rural poverty:

H * (pu |° u >Yu. K  > <Pu>x u) = K<r-a >Yu. 4  ><Pu) + 8 (pu >x u) + Su (4 -4)

This expression represents the basis o f the empirical analysis described in the next 

section. Effectively we need to estimate the partial derivative o f H *  with respect to . 

The channels described above should underlie the second-round effects that we are 

trying to capture through this partial derivative.

4.3. Empirical methods

Using a district-level analysis, we try to systematically assess whether and to 

what extent urbanisation in Indian districts during the 1981-1997 period has affected 

mral poverty in those districts. In order to evaluate the eventual effects o f urbanization 

on the people in extreme poverty, we also use specifications o f mral poverty which try 

to isolate changes in the intensity of poverty for the very poor.

We argue that districts are an appropriate spatial scale for such an analysis in 

India as all o f the first and second-round channels described above are likely to display 

most o f their effects within the district’s boundaries. This is consistent with the 

theoretical discussion above, arguing that the effects o f city growth are concentrated in
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surrounding rural areas. Various pieces of specific evidence on India confirm that this is 

likely to be the case.

First, evidence suggests that intra-district migration in India is a large 

component o f total rural-urban migration. According to the Census (Government of 

India, 1991), 62% of the total stock of permanent internal migrants was intra-district in 

1991, although a share o f this stock was composed of women migrating for marriage 

reasons.77 However, a consistent part of internal migration in India is not captured by 

the Census because it does not involve change in residence. This may include various 

forms o f temporary migration, such as seasonal and circular as well as commuting. Such 

migration may account for an important part of income generation and livelihoods in 

several rural areas (Deshingkar and Start, 2003, and Deshingkar, 2005). Due to its 

temporary nature, this migration is likely to be short-distance. In a recent survey of a 

number o f rural villages in two Indian states, Deshingkar and Start (2003) reported that 

in a number of villages several households were commuting daily to nearby urban 

locations (although this movement was not registered in the migration data) and in one 

village, one entire caste took up casual labouring in the urban sector. This does not deny 

the existence o f long-distance migration in India, which in fact was increasing during 

the nineties (Jha, 2008). However, long distance rural-urban migration is mainly 

directed to a few growing metropolitan areas, such as Mumbai, Delhi, Bangalore and 

Chennai, which are excluded from the analysis.78 Notwithstanding the importance of 

intra-district migration, in the empirical section we also test the robustness o f the results 

against the relative size o f the intra-district migrant population.

Second, during the period o f analysis (1981-1999) most perishable agricultural 

goods’ markets do not appear to be well integrated at the national or even at the state 

level in India. This is due to relatively poor transport infrastructure networks and lack of 

appropriate technology (such as cold storage facilities).79 Agricultural produce is often 

sold in nearby towns and even most trade in livestock tends to occur at a short distance. 

This is due to lack o f infrastructure, which brings livestock marketing costs to distant

77 This is in line with Topalova (2005), who finds limited labour mobility across Indian regions between 
1983 and 2000.
78 We exclude them either because the district which contains them does not have any rural area (e.g. 
Delhi, Urban Bangalore) or because the effects of their growth are likely to extend well beyond die 
boundaries of their district.
79 Infrastructure endowments have to certain extent been upgraded since then.
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markets up to 20-30 percent o f the sale price (Chandra Mohan Reddy, 2000). As a 

result, most transactions in live animals take place within the same district (Birthal, 

2005). Thus we would expect a consistent share o f agricultural trade to occur at a small 

distance, making districts a suitable spatial scale to capture a substantial part o f the first 

two channels above as well. In line with these ideas, some studies have performed 

district level analyses to try to capture demand-side effects on agriculture. Parthasarathy 

Rao et al. (2004) for instance analyse the effects o f urbanisation on agricultural 

diversification into high value commodities, such as fruit, vegetables, dairy products, 

using districts as the unit of analysis.

There is also emerging evidence o f increases in land prices in peri-urban and 

rural areas surrounding urban agglomerates. Land values in those areas may be well 

above the discounted future stream of income from agricultural activity, inducing 

several landowners to sell the land (Jha, 2008).80

The core idea o f the empirical analysis is to assess the effects o f urbanization on 

rural poverty at the district level over time. For that we estimate equation (4.4) trying to 

control for the direct effects o f urbanisation as well as for other determinants of rural 

poverty. We use the basic specification:

H i  =  A) + Yd + faPd t - j  + P i [ { ° *  +<Pit) ] + X X d ' + £ d t (4 -5)

where H i  is a measure of mral poverty in district d  at time t, y is district fixed effects, 

P%_j is the urban population o f district d  at time t-j (where j  e [0,2]), 

is a term capturing the direct effects o f urbanization on mral 

poverty, i.e. the term h (a it, yu, Xit, cpit) in (4.4), and A' is a vector o f controls, which 

include other variables likely to have independent impact on mral poverty. The district’s

80 All of this evidence seems to be roughly consistent with Fafchamps and Shilpi (2003), who find that in 
Nepal the effects of proximity on rural areas peters out beyond a four hour radius (in travel time) around 
cities. Using the boundaries of Indian districts as in 1987, the average district size in our analysis is 
around 7,300 Km2. If we approximate the district with a circle, a city located in the centre of it would be 
at around 50 Km from the boundary of the district. It is plausible that in several districts this distance 
could be covered in about three to four hours on rural Indian roads during the period considered.
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Ndurban population is computed as = ^ u f t_j , where is the population of town i in
i= 1

district d  at time t-j (where j  e [0,2]) and Nd is the number o f cities in district d. Given 

the above discussions, we would expect fij<0 and^ < 0 .

4.4. Data and variables

Data to run specification (4.5) comes from three main sources: district level 

measures o f poverty are available from various rounds o f the Indian household survey 

data (National Sample Surveys), which have been appropriately adjusted by Topalova 

(2005) for the 1983-84, 1987-88, 1993-94 and 1999-2000 rounds o f the NSS .81 Other 

district level data, such as population composition come from the Indian districts 

database at the University o f Maryland (which has been extrapolated from the original 

data in the Indian Census).82 Data on town populations are available from various 

rounds o f the Indian Census. In addition, for crop production volumes and values we 

use the district level database for India available with International Crops Research 

Institute for semi-Arid Tropics (ICRISAT) from 1980 to 1994 and recently updated by 

Parthasarathy Rao et al (2004) up to 1998.83

The district classification has been modified during the period o f analysis, as 

some districts have been split into two units. Topalova (2005) created a consistent 

classification by aggregating the 2001 districts originated from the splitting into the 

district division o f 1987. We conform to this re-aggregation and modify the original 

population and demographic data accordingly.

Dependent variables: We use two standard Foster Greer Thorbecke (FGT) 

measures o f poverty as dependent variables: the poverty headcount ratio and the poverty 

gap index. These have already been defined in Appendix 1.1. Both measures are 

increasing in poverty, i.e. a higher value means a higher level o f poverty .84

81 Although each survey was carried out over two years, we refer to them with the first of the two years.
82 Available at www.bsos.iund.edu/socy/vanneman/districts/codebook/index.html
83 The original source of this data is the Government of India, Directorate o f Economic and Statistics, 
Ministry of Agriculture and Cooperation.
84 In the subsequent analysis we also run some specifications using poverty rate as a control and poverty 
gap as the dependent variable. This tries to capture a concept more closely related to extreme poverty, as
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Population variables: as mentioned in chapter 1 the Census 1991 (and 2001) 

classifies towns as all the statutory places with a municipality, corporation, cantonment 

board or notified town area committee, or, alternatively, places satisfying 

simultaneously die following three criteria: i) a minimum population of 5,000; ii) at 

least 75 per cent o f male working population engaged in non-agricultural pursuits; and 

iii) a density o f population o f at least 400 per sq. Km. This is consistent with the 

classification of the 1981 Census, except for condition iii), which required a minimum 

population density o f 1000 per sq. Km. The year effects should anyway control for 

eventual problems of statistical consistency o f urban data over time. The NSS uses the 

Census definition to classify urban vs. rural areas, thus ensuring the consistency of data 

across sources.

There were 5179 towns that met these criteria in 2001. We calculated the total 

urban population at die district level, by summing the figures for towns. Due to its 

peculiar nature, we excluded from the dataset the State o f Delhi and die districts of the 

other megalopolises, Calcutta, Chennai, Bangalore and Mumbai; we also excluded three 

other districts due to an extraordinary increase in urban population in the period under 

study, which is extremely likely to be imputable to errors in the data: Anantapur in 

Andhra Pradesh, Kanniyakumari in Tamil Nadu, and Thane in Maharashtra.

As population data are available only with a ten-year frequency (1971, 1981, 

etc.), we estimate the values for the year 1997 by non linear interpolation in order to 

conduct the analysis for three rounds of the NSS. We first estimate the yearly growth 

rate in the period 1991-1997, calculating a weighted average o f the growth rate o f the 

1981-1991 and 1991-2001 periods; we then calculate the 1997 population applying the 

estimated growth rate to the 1991 level.85 In this way we try to reduce the potential 

endogeneity o f the urban population to rural poverty interpolated only using the 1991- 

2001 growth rate. The main results are also robust to using interpolated 1997 data based 

only on the 1991-2001 growth rate (results available upon request).

it nets out the share of poor (poverty rate) from the share of the poor weighted by each poor’s distance 
from the poverty line (poverty gap).
85 The exact specification adopted is the following: pop(1997) = pop(1991)*[l+yg(1981-1991)*0.3+  
+ yg(l991-2001) *0.7] 6 , where yg(t-T) is the yearly growth rate of the period t-T.
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There are 431 districts in Topalova’s (2005) original dataset, 409 of which have 

a positive urban population (at least for one o f the three time periods); total population 

figures are available for only 363 o f these, therefore constituting our main sample of 

analysis; in the year 2001, this sample accounts for a total population o f 1,000,053,152 

o f which 270,153,691 are urban residents, corresponding to 97% and 94% of the Indian 

total respectively.

Controls: Following the discussion in section 4.2, we would need data on the 

poverty profile of rural urban-migrants (<r<*) and o f dwellers o f areas which are rural at 

t-1 and become urban at time t (Xu) in order to properly estimate /(? in expression (4.5), 

i.e. the direct effects o f urbanization on rural poverty. Unfortunately this data is not 

available, thus we proxy for it by including variables measuring the extent to which 

migrants (and dwellers o f rural areas turning into urban areas) are over- or under­

represented among the poor (o>) relative to the whole rural population (y,).86 We use two 

types o f such variables.

The first is the district’s urban poverty rateH vdt. To see why, let us re-express 

on the basis o f the variables in question. Consider that H vdt depends on urban 

poverty at t-1, on the share o f rural-urban migrants at time t whose income in the urban 

sector is below the urban poverty line and on the change in the poverty rate o f previous 

urban dwellers between t and t-l.sl Dropping the subscript d  to save clutter, we have:

Non poor rur-urb migrants becoming Poor rur-urb migrants becoming Change in poverty of existing
Urban poor at t-1 urban poor between t and t-1 urban poor between t and t-1 urban stock between t and t-1

i A v /--------------------------------- A----------------------------------v r------------------------ A------------------------v / ------------------------------------1

t t u n* .. W i^ -I  + P M ) ( r , - a t-i<r,)P*1+H , (7rt ,Pt_l ,y t , a t) = --------------------------------------------  ---------------------------------------------
* i - i  Yr i - \
' -------------- v--------------J

Urban population at time t

(4.6)

where y/t.} is the urban poverty rate at time t-1, p\ and pi are respectively the share of 

non-poor rural migrant (y, -  a t.jOt) at time t and the share o f poor rural migrants a t.jcr( at 

time t who have become urban poor at time t (both are a function o f urbanisation rate at 

time t, 7rt); Ay/t is the change in poverty rate (between t-1 and t) o f the existing stock of

86 Note that for ease of exposition in the following discussions on the direct effects o f urbanisation on 
rural poverty we refer only to rural-urban migrants and not to those who live in villages that become 
urban areas.
87 For the sake o f simplicity we do not consider here rural-to-urban transformation of villages. Adding it 
would not change the basic argument.
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urban population at t-1. From this expression it follows that p ] < p 2 and d p x! d n t < 0 ,  

dp2 !d n t < 0 . For any values of nt we can compute the condition for which 

(i.e. a reduction in the urban poverty rate between t-1 and t) as:

z(cr,y\xl ) = a ( j ( p l - p 2) + r ( y - p J > A V 'P ,U1(P*ir '  (4-7)

with dz / dc r < 0 (as/?, < p 2) and dz / dy  < 0 if  y/ < p \.

Equation (4.7) implies, that for any given value o f urban economic growth at 

time t, urban poverty is more likely to have decreased between t and t-1 the lower the 

share o f rural poor that migrated to the urban areas during this period (cr,). This is 

explained by the fact that the probability o f poor rural-urban migrants becoming urban 

poor (after migrating) is higher than the same probability for non-poor rural-urban 

migrants. On the other hand a smaller rural-urban migrant population will decrease 

urban poverty only if  the incidence o f poverty in this population, once it becomes urban, 

is larger than the pre-existing incidence o f poverty in the urban area (y/ < p{). 

Condition (7) therefore implies that the evolution o f urban poverty over time should 

capture the evolution o f the parameters y and a  at time t for any given value of nt. This 

means that at any given time urban poverty should capture the combined effect of 

economic growth and of the direct effects o f urbanisation on rural poverty (the term

H < W „ )in (4 .4 )).88

We also control for the first-round effects o f urbanization on rural poverty 

through the socio-demographic composition o f the rural population (i.e. age and 

literacy). Again, this is an indirect form of control and is probably less effective than the 

share o f urban poor in capturing first-round effects. The rationale behind it relies on the 

assumption that the income distribution o f migrants can be expressed as a function of 

the migrants’ age composition. Other things being equal, poverty incidence tends to be 

lower among young adults (i.e. 15-34), as they represent the most productive age class. 

Therefore the higher the share of young adults in the total migrant population (relative 

to their share in the rural population) the lower the probability that urbanisation will

88 Following the criticism of Hasan et al. (2006) on the potential bias in Indian urban poverty data at the 
district level, we use urban poverty at the regional level, which is a Census-based aggregation of a few 
districts together.
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directly reduce rural poverty. Rewriting expression (4.3) (without considering rural

relative to their share in the rural population. The same argument can be applied to 

literate migrants. As we do not observe the composition o f the migrants’ population, we 

can only control for it indirectly through the composition o f the actual rural population. 

This is based on the plausible assumption that the change in the number of young adults 

in the rural population is inversely related to the change in their number in the rural- 

urban migrant population in the same period.

This assumption is supported by the results of regressing the 1981-91 change in 

the urban population in the 15-34 age group on the change in the rural population 

in the same age group A/^_34 (controlling for changes in district’s total population and 

total population in 1981):

The coefficient of AP15_34 is not statistically different from -1 indicating that changes in 

the rural population are reflected in mirror changes in the urban population (through 

either rural-urban migration or rural-to-urban change in status o f villages).

Obviously, the incidence o f young adults (as well as literates) in the rural 

population also directly and positively affects rural income and thus has a direct impact 

on the poverty rate. Therefore this variable will capture two contrasting effects on rural 

poverty: a first-order poverty reducing effect and a second-order poverty increasing 

effect (which should capture part o f the direct effect of urbanisation on rural poverty). It 

should be clear that the ability to control for first round effects o f these two types of 

variables (urban poverty rate and socio-demographic characteristics) is only residual to 

their direct relationship with rural poverty. Thus they are not likely to fully control for 

the first round effects o f urbanisation on rural poverty. However, to the extent that they

areas becoming urban for ease o f exposition) we have:

where A45-34 is the share o f people aged 15-34 in total migrants

A /# . 3 4 =  -4 9 5 4  - 1.038A P , 5_34 +0.2554AP'0' +0.0123P/"0 
(2.57) (29.44) (38.71) (11.93)

N=334 R2 = 0.97 (robust t-statistics in parenthesis)
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can control for at least part of these effects, the direction o f change in the urban 

population coefficient after the inclusion o f these variables should provide an idea of the 

likely intensity o f first-round effects.

Aside from the controls o f first-round effects, we need to control for any other 

determinants of rural poverty. We use two variables which should control for the 

composition o f the rural population: the number o f people in the age group 15-34, and 

the proportion o f literates in this age group. The latter variable is meant to capture the 

level o f literacy of the most productive part of the population, following the idea that 

the most powerful influence o f education on income and poverty is through its labour 

market effect. We also include in some specifications the share o f rural population 

which is reported as scheduled castes and scheduled tribes, as this is expected to have an 

independent (adverse) effect on poverty.

However it is likely that other unobserved factors affect the relationship under 

scrutiny. We exploit the panel dimension o f our dataset to deal with that. First, we 

include district fixed effects, which absorb any time-invariant component at the district 

level, such as geographical position, climatic factors, natural resources, etc. Second, we 

add a whole set o f state-year dummies, which control for state-specific time-variant 

shocks (including economic dynamics and policies). The inclusion o f these controls 

may still not completely account for three other sources o f potential bias in the 

coefficient o f interest (capturing the second-order effects o f urbanization on rural 

poverty in (4.5)).

First, there may be unobserved time varying district-specific shocks which may 

affect both rural poverty and urban population. For example there may be a localised 

shock (e.g. the election of an effective district government) which spurs district’s 

economic growth. As economic growth is generally associated with urbanisation, this 

may foster urbanization while reducing rural poverty at the same time. This omitted 

variable problem would imply a spurious negative association between the two 

variables. Data on income per capita at the district level is not available to us. However, 

as economic growth directly affects urban poverty (as described above) the inclusion of 

the urban poverty rate in the controls should minimise this problem.
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Second, unobserved time varying rural specific shocks may affect urbanisation 

via increases in agricultural productivity. This view is supported by a long-standing 

argument in development economics that a country’s urbanisation (and 

industrialisation) process is fuelled by increasing agricultural productivity (e.g. Nurske, 

1953). In closed economies an expanding urban population requires increases in 

productivity o f the rural sector in order to be sustained. However, Matsuyama (1992) 

shows that in open economies this need not be the case, as they may rely on agricultural 

import for their subsistence (as in the case of the East Asian newly industrialised 

economies). In our case, districts can safely be considered as small open economies 

(within India), trading across borders in most agricultural markets. Thus this potential 

source o f bias may not be very relevant in the analysis.89 In line with this Fafchamps 

and Shilpi (2003) do not find that agricultural productivity o f nearby rural areas is an 

important determinant o f city size in Nepal. To be on the safe side, we also control for a 

measure o f agricultural productivity. The variable is constructed as the sum of the total 

quantities o f 22 different crops produced in a given district, multiplied by the average 

India-wide price o f the respective crop in the same year and divided by the district’s 

rural population. We use an India-wide price instead o f district specific prices to 

minimise both the data gaps (which are several for the latter) and the potential 

endogeneity o f districts’ prices to rural poverty. This is in some way an extra control 

because it may eat up some o f the effects o f urbanization on rural poverty, which may 

occur via its effects on agricultural productivity (see channel two above).90

Instrum ental variable: Finally, following the findings in chapter 3 there may be 

a problem of reverse causation to the extent that the conditions in the rural sector affect 

urbanisation. In particular, here we are concerned that rural poverty may drive rural- 

migration. It could either act as a push factor (i.e. poorer people migrate in search of an 

escape out o f  poverty) or, in the presence of high fixed costs o f migration, it may act as 

a restraint to migration. If  the former case prevails (i.e. poverty is mainly a push factor), 

the coefficient /?y in (5) would have a downward biased; while the opposite is true if  the 

latter effect o f poverty on migration dominates. The findings by Ravallion et al (2007) 

that global rural-urban migration has been associated with large reduction in the number

89 This argument is not necessarily at odds with the district-level backward linkages channel described 
above. Urban areas tend to import agricultural products relatively more by surrounding rural areas, but 
this does not rule out that they can rely on inter-district agricultural trade as well.
90 Data on agricultural production is not available for all the districts. The inclusion of this variable 
implies a reduction of the sample to 275 districts.
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of rural poor lends some credit to the importance o f the former case. Kochar (2004) also 

provides indirect support to this hypothesis, showing that in India landless households 

have the highest incidence o f rural-urban migrants among rural households.91

Regardless o f the direction o f the bias, we need an additional variable to act as a 

valid instrument, i.e. it must be correlated with district urban population, but must also 

be exogenous to poverty-induced rural-urban migration flows. A variable which 

satisfies both prerequisites is the number of people who migrate to urban areas of the 

district from states other than the one where the district is located. It is plausible to 

assume that rural poverty in a given district has no effect on migration decisions in other 

states, which typically do not share the same rural condition o f the district in question. 

On the other hand, the number of migrants coming to district towns from other states is 

part o f the urban population o f the district, thus bearing a positive association with our 

main explanatory variable.

A concern about the exogeneity o f the instrument may arise from the fact that, 

within a given district, both migration to the cities and rural poverty are likely to be 

affected by the underlying, unobserved economic trend. However, the first stage o f the 

IV estimation includes all the controls listed in the OLS specification, and particularly 

the rate o f urban poverty, the measure o f agricultural productivity, and the interaction of 

time and States’ fixed effects. We argue that these variables would absorb most of die 

economic trend in the district, thus limiting the potential bias originating from the 

instrument endogeneity.

Although measurement error is not likely to be a major cause o f concern in our 

analysis, it is worth noticing that the IV estimation may also correct eventual biases 

arising from errors in die measurement of urban population. This is the case if the 

measurement error o f the instrument and that o f the instrumented variable are 

independent.

4.5. Results

Table 4.2 presents the descriptive statistics for the main variables used in the 

analysis while Table 4.3 presents the results from regression (4.5) using OLS

91 His finding emerges in the context of the response of rural schooling decisions to the possibility of 
employment in urban areas, which tends to be larges amongst landless households.
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estimation. Our dataset includes observations o f 363 districts for three different time 

periods: 1983, 1993, and 1999. We run (4.5) applying a two years lag to the measure of 

urban population and to the other demographic controls for two main reasons. First, in 

this way we reduce the risk o f potential simultaneity bias. Second, the two-year lag 

allows us to minimise the use of interpolation for obtaining the Census variables (both 

population and socio-demographic variables), which are recorded in 1981, 1991 and 

2001.92 We also include district and state-year fixed effects in all specifications. 

Standard errors are robust to heteroscedasticity (using the Huber-White correction) and 

allow for intra-group correlation within individual observations.93

Table 4.2; Descriptive statistics of the main variables, 1981-99
Obs Mean Std. Dev. Min Max

Rural poverty (share) 1,170 0.321 0.183 0.004 0.81
Poverty gap index, rural 1,170 0.076 0.061 0 0.315
Rural 15-34 age (share) 1,003 0.247 0.025 0.2 0.326
Rural literates 15-34 age 
(share in 15-34)

1,003 0.485 0.179 0.107 0.997

Rural poors (abs. nr) 1,000 567,725 485,956 320 4,127,495
Rural population 1,003 1,668,426 982,274 15,078 8,247,888
Scheduled caste (share) 1,001 0.177 0.084 0 0.545
Agr. productivity 793 0.216 0.266 0 3.261
Urb. migr. from other states 1,007 31,098 54,077 0 545,521
Urban population 1,200 436,497 550,895 0 4,526,745
Urban poverty (share) 1,131 0.255 0.178 0 0.701

Sources: see section 4.4

4.5.1. 1981-1999 period

We run a number of different specifications in Table 4.3, testing the robustness 

o f the results to the inclusion o f a number o f controls and the use o f different dependent 

variables. When controlling only for rural population (as well as for the range of fixed 

effects described above), the result indicates that the growth o f urban population exerts 

a highly significant poverty reducing effect on rural areas (column 1). This result is 

robust to the inclusion of socio-demographic controls for the rural population, including 

the share o f scheduled caste, the share o f young adults (15-34 age group) in the rural

92 In any instance the results are not sensitive to the change in the time lag, i.e. applying a 1 and 0 year 
lags (results available upon request).
93 Note that the main results are robust to more basic computations of the standard errors as well.
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population and the share of literates in the young-adults rural population (column 2).94 

These last two variables are meant to capture a change in the composition of the rural 

population and therefore should partly absorb the first round effects o f urbanization on 

rural poverty. The inclusion o f these controls slightly decreases the urban population 

coefficient. The signs o f the controls are as expected, except for the share o f literates: a 

higher share o f young adults decreases poverty, while a higher presence o f scheduled 

caste increases it (although not significantly). This suggests that the direct effect bn 

poverty o f the young adult population prevails over their indirect effect which captures 

the rural-urban migration o f young adults. The share o f literates has a poverty- 

increasing, albeit not significant, effect. At a closer inspection, this imexpected effect of 

literacy is driven by its Post-1993 impact. As shown in column 3, the coefficient o f this 

variable turns negative (but not significant) when we account for the significant poverty 

increasing impact o f literacy in the post-1993 period. In this period a higher incidence 

o f literates in the most productive part o f the rural labour force was associated with 

higher levels o f rural poverty. Understanding die rationale o f such an unexpected result 

is beyond the scope o f our analysis, but we will suggest a possible reason for this below.

Accounting for this differential impact determines also an increase in die urban 

population coefficient, as its effect is probably estimated with more precision. This 

coefficient is slightly above that o f column 1, suggesting that rural socio-demographics 

may be capturing some first-round impact o f urbanisation, which in this case increases 

rural poverty. As discussed above, this would be the case if  a high level of urbanization 

was fuelled by high intra-district migration rates. Considering that young adults are 

over-represented in the migrant population, and that this is the most productive (and 

thus least poor) part of the population, there may a positive association between 

urbanization and poverty via this type of first-round effects. The rest o f the direct effects 

o f urbanization on rural poverty should be captured by the inclusion o f urban poverty 

rate as a control. This is significantly and positively correlated with rural poverty 

(column 4). As urban poverty captures both the effects o f district’s economic growth 

(nt) on rural poverty and the direct effects of urbanisation on rural poverty, this suggests

, i ^ i , \dH” ld x \> \ ( d H ” ld&) + {dH” ldy)\ .
that the former are larger than the latter i.e. ' ' ' > in

94 We tried to include the share of scheduled tribes in rural population as well, but that is never significant 
in the different specifications we tried. As this variable is systematically less significant than the 
scheduled caste variable, we only include the latter as a control.
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(4.6). The inclusion o f urban poverty reduces the absolute size o f the urban population 

coefficient, confirming that the rural poor tend to be over-represented in the migrant 

population. However this reduction is very mild: the coefficient goes from -0.066 to - 

0.062 (column 3 to column 4).95 Following the discussion in the preceding section, we 

interpret this as a clear indication that most o f the effect o f urbanization on rural poverty 

is given by “second-round” mechanisms.

The magnitude o f the effects o f urban population on rural poverty over the 1981- 

1999 period is not particularly strong although it is robust. An increase in the district’s 

urban population of 200,000 (a 43% increase from the mean value) reduces on average 

the poverty rate by 1 to 1.4 percentage points according to the specifications. Given that 

the average share o f rural poverty over the period considered is 32%, this effect ranges 

between 3.2% and 4.2% o f the mean poverty rate.

Results using the poverty gap index as the dependent variable are less robust 

than those using the poverty rate (columns 5 and 6). Urban population exerts a negative 

effect on the poverty gap with the other controls keeping the same sign as in the 

preceding regressions. This result appears to be driven by the effects o f urbanisation on 

those poor who are relatively close to the poverty line. When the rural poverty share is 

included among the explanatory variables, the urban population has a positive albeit not 

significant effect on the poverty gap (column 6), which suggests that the poor closer to 

the poverty line are those who benefit most from urbanisation. This category does not 

include those poor far behind die poverty line. In the absence o f more precise data, we 

could only speculate about why this may be the case. The effects o f urbanisation are not 

likely to concern the very poor much. For example, the increase in demand for 

agricultural goods may affect those involved in commercial agriculture, specifically 

those who own capital and/or certain skills not usually available to the very poor. The 

same can be said about rural-urban migration: the very poor may not have enough 

capital to cover the fixed costs of migration. For these reasons urbanisation seems to 

have a fairly neutral effect on the very poor rural dwellers. Interestingly, the presence of 

rural dwellers from the scheduled caste is negatively associated with severe poverty.

95 Note that this reduction is in no way attributable to the slight change in the sample’s composition from 
363 to 354 districts, as confirmed by running the same regression as in column 3 on the same 
observations as those of column 4 (results available upon request).
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Along with the results from the preceding regressions, this suggests that the scheduled, 

caste population tends to be concentrated among the rural poor close to the poverty line, 

but not among those in severe poverty.

Table 4.3: The effects of urbanization on rural poverty across Indian districts, 1981-1999
( 1) 

Rural pov. 
(share)

(2) 
Rural pov. 

(share)

(3)
Rural pov. 

(share)

(4)
Rural pov. 

(share)

(5)
Poverty

gap

(6)
Poverty

gap

(7) 
Rural poor 
(millions)

Urban pop. -0.0616*** -0.0522** -0.0655*** -0.0615*** -0.0157** 0.00192 -0 .1220**
(millions) (0.0220) (0.0206) (0.0206) (0.0218) (0.00776) (0.00388) (0.0517)
Rural pop. -0.0126 -0.0192 -0.0110 -0.00758 -0.00193 0.000250 0.9739***
(millions) (0.0163) (0.0160) (0.0162) (0.0149) (0.00511) (0.00220) (0.2193)
Scheduled 0.194 0.0686 0.314 -0.0417 -0.132** 0.9605
caste (share) (0.284) (0.278) (0.299) (0.116) (0.0583) (0.6086)
Rural pop 15- -2.920*** -3.881*** -4.103*** -1.330*** -0.151
34 age (share) (0.770) (0.825) (0.826) (0.271) (0 .120)
Rural lit 15-34 0.0450 -0.112 -0.122 -0.0203 0.0147
(% in 15-34) (0.179) (0.172) (0.167) (0.0566) (0.0217)
Rural lit 15_34 0.237*** 0.215*** 0.0807*** 0.0189**
x Post-1993 (0.0680) (0.0656) (0.0200) (0.00821)
Urban poverty 0.326*** 0.287***
(share) (0.0616) (0.00831)
Rural poverty 0.106*** 0.0122 0.3987***
(share) (0.0210) (0.00855) (0.1098)
Rural pop 15- -0.2127*
34 age (mln) (0.1166)
Rural literates -0.1706*
15-34 (mln) (0.09710)

Observations 997 996 996 964 964 964 964
No. of districts 363 363 363 354 354 354 354
R-sq. (within) 0.65 0.65 0.66 0.68 0.757 0.949 0.582
All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%; all explanatory 
variables are lagged two years except for Agricultural Productivity (1 year lag) and urban poverty 
(contemporaneo us).

We also test for the effects o f urbanisation on the number o f rural poor (column 

7), obtaining similar results. For every increase in urban population by 100 people the 

rural population in poverty decreases by 13 people. The other controls are in numbers 

rather than in shares (except for scheduled caste). Following the discussion in section

4.4, this represents a different way of controlling for the first round effect of 

urbanisation on rural poverty. In this way, the urban population variable may capture 

some of the effects o f changes in the remaining rural population (net o f the young adult
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population). The controls maintain the same sign as in the previous regressions, except 

for the rural population, which is now positive and significant and literates in the 15-34 

year group, which is now negative and significant. The former result is expected as, 

other things being equal, a larger rural population is associated with more rural poor. 

The latter captures the direct association between literacy and poverty, which is 

negative. This may differ from the preceding regressions using shares because those 

may capture second-order effects of literacy on poverty.96

4.5.2. 1981-1993 period

We now examine the impact o f urbanisation on rural poverty using only the first 

two time periods available, covering the time interval 1981-1993. This is a robustness 

check for our results with three time periods, as in this case no interpolation o f urban 

population is needed. It is also an interesting analysis focusing only on the pre­

liberalisation period. Overall, the effect o f urbanisation on rural poverty is stronger than 

over the entire period (Table 4.4). The coefficient for the urban population ranges 

between -0.08 (column 1) and -0.11 (column 3) depending on the specification; this is 

almost twice as large as the range reported in Table 4.3. An increase in the district’s 

urban population o f 200,000 reduces on average the poverty rate by between 1.6 and 

2.2% o f total rural population. The basic specification without controls (except for the 

fixed and year effects) confirms the negative relationship between urbanisation and 

rural poverty, although it is only mildly significant (column 1). The inclusion of socio­

demographic controls increases the significance and the size o f the coefficient, again 

confirming that some adverse first-round impacts o f urbanisation on rural poverty are 

taken away by these controls (column 2). Both the share o f young adults in the rural 

population and the share o f literates in the young adult population exert a poverty- 

reducing impact. This supports the hypothesis o f a differential impact o f literacy on 

rural poverty over time, i.e. poverty-reducing up to 1993 and then poverty-increasing. 

The results are robust to the addition of the share of urban poverty (column 3). 

However, this time the magnitude o f the coefficient o f urban population increases from 

0.099 (column 2) to 0.111 (column 3). This increase suggests that the first-round effects

96 When we control for the number (instead of the share) of urban poor to better control for first-round 
effects of urbanisation on rural poverty, the elasticity of reduction in rural poor is slightly lower (results 
available upon request).
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of urbanisation on rural poverty captured by urban poverty may have been poverty- 

increasing in the eighties. Again this is a very small change, confirming that second- 

round effects are likely to dominate first-round ones. The impact o f urbanisation on the 

poverty gap index is negative but less significant than for the entire period (column 4), 

while the impact on severe poverty seems to be neutral again (column 5). Finally, the 

results also hold when using the number o f rural poor as a dependent variable (column 

6). Again, the elasticity o f poverty reduction is. much higher than that considered in the 

1981-1999 period.

Table 4.4: The effects of urbanization on rural poverty across Indian districts, 1981-1993, 
OLS

( 1) 
Rural pov. 

(share)

(2) 
Rural pov. 

(share)

(3)
Rural pov. 

(share)

(4)
Poverty

gap

(5)
Poverty

gap

(6) 
Rural poor 
(millions)

Urban pop. -0.0791 -0.0928* -0 .111** -0.0265 0.00549 -0.2814**
(millions) (0.0592) (0.0553) (0.0549) (0.0168) (0.00809) (0.1114)
Rural pop. 0.0061 0.0082 0.0047 -0.0028 -0.0015 0.1661***
(millions) (0 .0221) (0.0316) (0 .0022) (0.0082) (0.0066) (0.0435)
Scheduled caste 0.0691 0.383 -0.00927 -0.120 0.8171
(share) (0.398) (0.505) (0.207) (0.114) (1.0103)
Rural pop 15-34 -4 619*** -5.313*** -1.739*** -0.207
age (share) (1.306) (1.408) (0.473) (0.224)
Rur. literates -0.700*** -0.835*** -0.179** 0.0620
(share in 15-34) (0.216) (0.255) (0.0845) (0.0408)
Urban poverty 0.378*** 0.140*** 0.0310 0.4839***
(share) (0.106) (0.0396) (0.0233) (0.1867)
Rural poverty 0.288***
(share) (0.0116)
Rural pop 15-34 -0.1202
age (mln) (0.2152)
Rural lit. 15_34 -0.4245***
age (mln) (0.1119)

Observations 682 682 659 659 659 659
No. of districts 363 363 354 354 354 354
R-sq. (within) 0.611 0.640 0.660 0.763 0.940 0.589
All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%.

4.5.3. Further robustness

To control for the possible endogeneity due to the potential effects of 

agricultural productivity on urbanisation, we add a measure o f agricultural productivity 

to the list o f controls. This variable is lagged one year, given that the simultaneity bias
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should not be an issue in this case (but a contemporaneous specification is not possible 

due to the lack o f data for 1999). The main results reported in Table 4.5 appear to be 

robust to the inclusion o f such a measure. Surprisingly, the urban population coefficient 

for the entire period increases (column 1). However, this effect is mainly due to the 

restricted sample for which agricultural data is available. When we run the same 

regression as in Table 4.3 column 4 with the same sample as in Table 4.5 column 1, the 

increase in the size o f the urban coefficient disappears (column 2). To the extent that 

part o f the poverty-reducing effects of urbanisation may operate through increases in 

agricultural productivity (see section 4.2 above), the unchanged urbanisation coefficient 

is a somewhat puzzling result. The key to explain this may be the surprisingly weak 

(negative) effect o f agricultural productivity on rural poverty (column 2). If this is the 

case, then the effects o f urbanisation via productivity increases would be fairly 

insignificant as well. In fact, when restricting the analysis to the 1981-93 period, the 

coefficient o f agricultural productivity becomes negative (as expected) and the 

magnitude o f the urbanisation impact on rural poverty decreases slightly, although it 

maintains its significance (column 3 vs. column 4). This suggests that agricultural 

productivity may have had a different impact on rural poverty in the post-1993 period. 

Column 5 confirms such a hypothesis, as the post-1993 effect o f productivity appears to 

have been robustly adverse to rural poverty.

Such a surprising finding may be in contradiction with earlier literature on India, 

which shows the key effect of higher farm yield in poverty reduction only until 1994 

(Datt and Ravallion, 1998).97 Investigating the reasons behind this adverse post-1993 

impact is beyond the scope o f our analysis, and we only speculate about a possible 

explanation for it. This may lie in the (negative) effect o f agricultural productivity on 

rural employment in the non-farm tradable sector (e.g. rural industry). Foster and 

Rosenzweig (2004) find this pattern for Indian villages and explain it through the 

negative incentives that agricultural productivity growth provides to capital in the non­

farm tradable sector through higher wages. To the extent that non-farm growth is 

especially pro-poor (as rural industry tends to productively employ the main asset of

97 However, our result may appear to be at odds with recent work by Eswaran et al. (2008), finding that 
increases in agricultural productivity explain most o f the rise in agricultural wages in die 1983-1999 
period. The contradiction may be more apparent than real due to substantial methodological differences. 
First, Eswaran et al. use agricultural wages as an indicator of poverty; second, they perform the analysis 
on the whole economy without distinguishing between the rural and urban sector; finally, they do not use 
econometric techniques to estimate the impact of the agricultural productivity on agricultural wages.
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poor rural households, i.e. low-skilled labour), this negative effect on non-farm growth 

may dampen that o f agricultural productivity growth on rural poverty. This effect may 

have been particularly strong in the post-liberalisation period (i.e. post-1991), when 

labour was freer to move in search for lower-wage locations (see Aghion et al., 2007). 

Incidentally, the same argument may also help explain the adverse impact o f literacy on 

rural poverty in the nineties. Since literate labour has a higher reservation wage than 

illiterate labour, a high share o f literate labour may have acted as a restraint to 

investments by the non-farm tradable sector.

We already mentioned that to the extent that rural-urban migration occurs across 

districts, the identification strategy may not enable us to properly capture the channels 

linking urbanisation to rural poverty. In order to control for this, we need to construct a 

variable that measures the weight o f rural-urban intra-district migration in the total rural 

emigrant population. By connecting this variable to the urban population, we may 

control for the fact that the effects o f urbanisation on rural poverty are better identified 

in those districts with a relatively higher share o f internal rural-urban migration in total 

rural emigrants. However, the data available does not allow us to compute such a share; 

we instead compute a rough approximation o f this measure by dividing intra-district 

rural-urban migration by rural population. Including the interaction between this 

variable and the urban population leaves the results unaffected (column 6) with the 

interaction term bearing an expected but insignificant negative coefficient. We also use 

a different variable, i.e. the ratio o f intra-district rural-urban migrants over the urban 

immigrants from other districts, obtaining similar (negative and non significant) results 

(not shown here). The lack of significance o f these results may be due to the imprecise 

measure o f the importance o f intra-district migration.

We also test for the importance o f the backward linkage effects o f urbanisation 

on poverty. Considering that urban agricultural demand affects the district’s rural sector 

more intensely in less spatially integrated markets, we need information on the share of 

urban demand o f perishable products in total urban demand. Since we do not have this 

information, we instead compute a rough approximation based on agricultural data: the 

share o f land cultivated fruits and vegetables (proxy for perishable goods) in total land 

cultivated. This measure relies on a number o f assumptions, i.e. that a district’s supply 

is a good proxy for urban demand and that fruits and vegetables are the main perishable
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agricultural goods. The interaction term between this share and the urban population 

variable has an expected negative coefficient (i.e. the higher the share the more poverty- 

reducing the urbanisation impact) -  column 7. Again, this is not significant probably 

due to the imprecision of the measure. Also, including this interaction term reduces the 

explanatory power and the significance of the urbanisation variable. This may be due to 

the high collinearity between the two variables generated by the small variation o f the 

fruit and vegetable share over time.

Table 4.5: The effects of urbanisation on rural poverty in Indian districts, further
robustness

( 1)

Rural pov. 
(share)

(2) 
1981-99 

Rural pov. 
(share)

(3)

Rural pov. 
(share)

(4) 
1981-93 

Rural pov. 
(share)

(5)

Rural pov. 
(share)

(6) (7) 
1981-99 

Rural pov. Rural pov. 
(share) (share)

Urban pop. -0.0684** -0.0678** -0.153** -0.158** -0.074*** -0.075*** -0.065*
(millions) (0.027) (0.026) (0.063) (0.065) (0.027) (0.027) (0.039)
Rur. pop. -0.0137 -0.00989 -0.0131 0.00411 -0.00946 -0.00992 -0.00392
(millions) (0.019) (0.018) (0.026) (0.024) (0.019) (0.019) (0 .021)
Scheduled caste 0.486 0.488 0.738 0.701 0.555 0.540 0.625*
(share) (0.34) (0.34) (0.56) (0.57) (0.34) (0.35) (0.35)
Rural pop 15-34 -4.628*** -4.690*** -5.445*** -5.716*** -5.024*** -5.039*** -4.764***
age (share) (0.97) (0.99) (1.47) (1.54) (0.98) (0.98) (1.02)
Rural lit. 15_34 -0.0896 -0.0969 -1.067*** -1.004*** -0.135 -0.133 -0.0631
age (% in 15-34) (0 .21) (0 .21) (0.28) (0.28) (0 .21) (0 .21) (0 .22)
Rural literates 0.215*** 0.218*** 0.231*** 0.233*** 0.227***
15 34 x Post-
1993 (0.074) (0.074) (0.075) (0.075) (0.077)
Urban poverty 0.327*** 0.328*** 0.355*** 0.380*** 0.329*** 0.331*** 0.371***
(share) (0.074) (0.073) (0 .12) (0 .11) (0.072) (0.072) (0.072)
Ln Agricultural -0.0167 -0.0613** -0.0274 -0.0268 -0.0260
productivity (0 .020) (0.030) (0 .020) (0 .020) (0 .021)
Ln Agr. prod, x 0.0429*** 0.0431*** 0.0397**
Post-1993 (0.015) (0.015) (0.016)
Share Internal -0.285
migrants (0.58)
Urban pop x 0.0201
Share fruits and
vegetables (0.13)

Observations 753 753 519 519 753 753 707
Nr. of districts 275 275 275 275 275 275 253
R-sq. (within) 0.67 0.67 0.65 0.65 0.67 0.67 0.64

All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%; all explanatory 
variables are lagged two years except for Agricultural Productivity (1 year lag) and urban poverty 
(contemporaneous).
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Given that limiting the spatial extent of the effect o f urbanization within the 

border o f single districts may be questionable, we run the same specifications o f tables 

4.3-4.5 adding a spatially lagged urbanization variable, i.e., the average o f the urban 

population o f the contiguous districts.98 We also try to include the spatial lag of total 

population. These variables however were never significant, while other coefficients 

were only minimally affected (Table 4.6, first column).

Table 4.6: The effects of urbanisation on rural poverty across Indian districts, further 
robustness

(1) (2) (3) (4)
Sample All Cities >20k All Cities >20k

Rural pov. Rural pov. Rural pov. Rural pov.
(share) (share) (share) (share)

-0.0496** -0.0365 -0.108*** -0 .112***
Urban pop. (millions) (0 .0222) (0.0231) (0.0377) (0.0408)
Urban pop. of bordering 1.67e-07 2.96e-07
districts (millions) (5.79e-07) (5.97e-07)

-0.0155 -0.00851 -0.0132 -0.00348
Rural pop. (millions) (0.0146) (0.0145) (0.0146) (0.0146)

0.326*** 0.326*** 0.322*** 0.323***
Urban poverty (share) (0.0637) (0.0626) (0.0629) (0.0621)

0.474 0.372 0.483 0.325
Scheduled caste (share) (0.301) (0.293) (0.301) (0.298)

Rural literates 15_34age -3.329*** -3.181*** -3.262*** -3.039***
(share in 15-34) (0.769) (0.820) (0.739) (0.787)

Rural literates 15_34 age 0.0253 -0.118 0.00369 -0.147
(share in 15-34) (0.162) (0.162) (0.159) (0.160)

Observations 953 952 914 901
R-squared (within) 0.678 0.682
Number of districts 343 354 306 305
Method OLS OLS IV IV
All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; ^^significant at 5%; ***significant at 1%; urban 
population is instrumented through the number o f urban immigrants from other states.

Finally, a further bias may be due to small villages upgrading to towns in the 

census definition. To the extent that these growing villages are systematically located in 

rural areas where poverty is decreasing (increasing) for reasons independent of 

urbanisation, we may detect a negative (positive) effect o f urban population on poverty 

share which would be spurious. We therefore re-estimate the models excluding from the

98 Technically, the variable is equal to Wx, where W is a row-standardized queen contiguity matrix, and x 
is the vector of urban population of districts.
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urban population variable towns with less than 20,000 inhabitants -  i.e., the size 

category which would contain most o f the ‘upgraded villages’. Results of this regression 

are extremely similar, although slightly less precise (see Table 4.6, second column). In 

the last two columns in Table 4.6 we run the same regressions as in the first two but 

employing IV estimation (using the number o f migrants from other states to the urban 

areas o f the district as an instrument). Again neither the spatial lagged variable nor the 

‘small villages’ issue seem to affect the main IV results either (as discussed below).

4.5.4. IV estimation

Although the results are neat, we still need to control for the direction o f 

causality in the relationship between urbanisation and rural poverty. As rural poverty 

declines, the rural-urban migration rate and thus urbanization may slow down as well 

and vice-versa. This would provide a source of (downward) bias in the coefficient. 

Without properly controlling for this potential endogeneity, the coefficient o f equation 

(5) may have a downward biased, which means the estimates in Table 1 may be lower 

in absolute value than the real ones."

We employ IV estimation to deal with this problem, using the number o f 

migrants from other states to the urban areas o f the district as an instrument. The first 

stage regressions, reported in different specifications in Table 4.7, substantiate the 

strong correlation of the instrument with the instrumented variable, and F- statistics are 

well above the confidence threshold of Stock and Yogo (2005) test for weak 

instruments (Table 4.8-4.9, last row). In analogy with OLS, standard errors in the IV 

estimations are robust and allow for intra-group correlation at district level.100

Results from the second stage regressions confirm the suspect of a downward 

bias o f the OLS parameters, with new estimates being roughly twice as large as the OLS 

estimation for the period 1981-1999 (Table 4.8). This in turn implies a fairly substantial

99 This is subject to the caveats that the sign of the bias in a multivariate regression depends also on the 
correlation with other regressors; and that the direction of the reverse causality may also be the opposite if  
poverty is a constraint to migration rather than a push factor.

In order to get the covariance matrix of orthogonality conditions of full rank, which in turn allows to 
calculate clustered s.e., year-state dummies are “partialled out” and their coefficient is not calculated. By 
the Frisch-Waugh-Lovell theorem, in IV the coefficients for the remaining regressors are the same as 
those that would be obtained if  the variables were not partialled out (Baum et al, 2008).
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impact of urbanisation on rural poverty, with the rural poor decreasing by between 2% 

and 3% of districts’ rural populations as the effect of an increase by 200,000 in urban 

residents (columns 1-3).

Table 4.7: The effects of urbanization on rural poverty across Indian districts, 1983-1999, 
IV Estimation, first stage

(1) (2) (3) (4) (5) (6)

Urban pop.
1981-99

Urban pop. Urban pop. Urban pop.
1981-93

Urban pop. Urban pop.

Urb. migrants from 4.248*** 4.177*** 4.177*** 4.095*** 3.814*** 3.814***
other states (0.82) (0.91) (0.91) (0.72) (0.72) (0.72)

0.0558 0.0891** 0.0891** 0.0320 0.0598* 0.0598*
Rural pop. (0.035) (0.035) (0.035) (0.031) (0.030) (0.030)
Scheduled caste -129121 5459 5459 470989 869828 869828
(share) (566798) (742202) (742202) (518338) (786918) (786918)
Rural pop 15-34 age 3838 -59321 -59321 -1291961 -1125466 -1125466
(share) (1183220) (1316907) (1316907) (1152661) (1290325) (1290325)

-439969** -354376 -354376 -141172 -94391 -94391
Rural literates 15-34 (200881) (241649) (241649) (176400) (237122) (237122)
Rural literates 15-34 x 178712** 195241** 195241**
Post-1993 (70735) (80831) (80831)

-88634* -88634* 29978 29978
Urban poverty (share) (52376) (52376) (94211) (94211)

64776 64776 53597 53597
Ln Agr. productivity (77841) (77841) (72036) (72036)
Ln Agr. prod, x Post- 806.3 806.3
1993 (32739) (32739)

Observations 996 779 779 682 520 520
Number of districts 363 280 280 363 275 275
R-squared 0.72 0.74 0.74 0.67 0.68 0.68
F-stat 61.83 30.97 30.97 15.17 40.16 40.16

All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%>.

The IV analysis confirms the small first-round relative to second-round effects 

o f urbanisation on rural poverty (column 1 to 2). Again, the results are robust when 

agricultural productivity variables are included as a control (column 3). We also run the 

IV estimation using the poverty gap as the dependent variable (column 4). The change 

in the magnitude of the urban population coefficient compared to the OLS specification 

in Table 4.3 is even bigger, and it maintains its significance. Again, when the share of 

rural poor is included as a control, the coefficient o f  urban population becomes 

insignificant (column 5). This confirms that urbanisation does not have an independent 

effect on the poverty gap, and thus on the severity of poverty, other than through the
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effect induced by the decrease in the share o f poor in the rural population. The increase 

in magnitude o f the coefficient is confirmed even when using the absolute number of 

rural poor as a dependent variable (column 6), although in this case the coefficient is 

only 1.5 larger than in the OLS (cf. Table 4.3, column 7).

Table 4.8: The effects of urbanization on rural poverty across Indian districts, 1981-1999, 
IV Estimation

( 1) 
Rural pov. 

(share)

(2) 
Rural pov. 

(share)

(3)
Rural pov. 

(share)

(4)
Poverty

gap

(5)
Poverty

gap

(6) 
Rural poor 
(millions)

Urban pop. (millions) -0 .112*** -0.117*** -0.139*** -0.0393*** 0.00105 -0.1624**
(0.033) (0.034) (0.031) (0 .012) (0.0052) (0.0656)

Rural pop. (millions) -0.00770 -0.00427 0.000761 0.00204 0.00182 1.4754***
(0.016) (0.015) (0.017) (0.0059) (0.0025) (0.2544)

Scheduled caste 0.0646 0.292 0.406 -0.0281 -0.146** 1.0945*
(share) (0.27) (0.30) (0.32) (0 .12) (0.058) (0.6497)
Rural pop 15-34 age -3.845*** -4.057*** -4.808*** -1.573*** -0.172
(share) (0.79) (0.79) (0.88) (0.30) (0.14)
Rural literates 15_34 -0.139 -0.153 -0.263 -0.0702 0.00652
age (share in 15-34) (0.17) (0.16) (0.20) (0.069) (0.027)
Rural literates 15_34 0.249*** 0.230*** 0.281*** 0.105*** 0.0231**
x Post-1993 (0.067) (0.064) (0.070) (0.022) (0.0094)
Urban poverty 0.323*** 0.338*** 0.116*** 0.0173* 0.4001***
(share)

Ln Agr. productivity

Ln Agr. prod, x Post- 
1993
Rural poverty (share)

Rural pop 15-34 age 
(millions)
Rural literates 15_34 
age (millions)
Rural lit. 15_34 age 
(millions) x post-93

(0.061) (0.067)
-0.128
(0.078)

0.165***
(0.062)

(0.023)
-0.0236
(0 .021)

0.0482***
(0.017)

(0.0095)
0.0136
(0 .012)

-0.00002
(0.0085)
0.291***
(0.0090)

(0.1124)
-0.4115***
(0.1462)

0.3731***
(0.1137)

-0.3695***
(0.1036)

-0.3068***
(0.1019)
9.128***
(2.925)

Observations 950 914 753 753 753 753
Number of districts 319 306 255 255 255 255
R-squared 
Kleibergen- 

Paark Wald F

0.04 0.11 0.13 0.14 0.82 0.31

statistic 27.089 26.068 21.018 21.018 20.861 20.849
All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%; urban 
population is instrumented through the number o f urban immigrants from other states.

We also run the same regressions for the period 1981-93, obtaining similar 

results (Table 4.9). The coefficient of urban population is magnified by a factor of
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between 3 and 5 relative to its OLS value (cf. Table 4.4, columns 1-3), although it is 

estimated fairly imprecisely in the specifications with few control variables (column 1 

and 2). The same increase in size is also true for the specification using the poverty gap 

as a dependent variable (column 4). However the inclusion o f the share of rural poor as 

a control eliminates any effect o f the urban population on poverty gap (column 5). This 

is also the case for the estimation mn with the number o f rural poor as a dependent 

variable: the increase o f the urban coefficient is four-fold. The robustness checks 

examined in the previous section, including the spatially lagged variable and the 

population o f towns with more than 20,000 inhabitants, do not affect our results when 

applied to the IV setting (table 4.6, columns 3 and 4).

Table 4.9: The effects of urbanization on rural poverty across Indian districts, 1981-1993, 
IV Estimation

( 1) (2) (3) (4) (5) (6)
Rural pov. Rural pov. Rural pov. Poverty Poverty Rural poor

(share) (share) (share) gap gap (millions)

Urban pop. (millions)
-0.268 -0.315 -0.506** -0.147** 0.00143 -0.8431**
(0 .20) (0 .20) (0.21) (0.058) (0.0157) (0.3710)

Rural pop. (millions) 0.00030 0.00111 0.00248 0.00047 -0.00256 0.7259
(0.0024) (0.0024) (0.0031) (0 .0011) (0.00432) (0.5135)

Scheduled caste 0.174 0.556 0.877 0.133 -0.125 1.1043
(share) (0.44) (0.56) (0.67) (0.26) (0 .122) (1.3225)
Rural pop 15-34 age -4,754*** -5.535*** -5.628*** -1.889*** -0.237
(share) (1.31) (1.41) (1.52) (0.55) (0.259)
Rural literates 15_34 -0 738* * * -0.867*** -1.073*** -0.257** 0.0582
age (share in 15-34) (0 .21) (0.25) (0.29) (0 .10) (0.0460)

Urban poverty (share) 0.390***
(0 .11)

0.400***
(0 .12)

0.164***
(0.046)

0.0465*
(0.0260)

0.5081**
(0.2006)

Ln Agr. productivity -0.0984
(0.078)

-0.0163
(0.024)

0.0126
(0.0134)

-0.3782**
(0.1494)

Rural poverty (share) 0.294***
(0.0132)

Rural pop 15-34 age 0.7514
(millions) (2.418)
Rural literates 15 34 -0.497***
age (millions) (0.1141)

Observations 636 608 488 488 488 488
Number of districts 318 304 244 244 244 244
R-squared 0.06 0.10 0.04 0.03 0.823 0.306
Kleibergen- 
Paark Wald F statistic 31.941 32.260 27.910 27.910 20.861 20.939

All specifications include district and state-year fixed effects. Robust standard errors (Huber-White 
method) in parentheses; *significant at 10%; **significant at 5%; ***significant at 1%; urban 
population is instrumented through the number o f urban immigrants from other states.
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Finally, the substantial downward bias of the OLS estimates implied by the IV 

results suggests that an increase in poverty may be an important push factor for rural- 

urban migration. This could indicate that the poverty incidence is higher among 

migrants than among non-migrants (thus cr > y ). At the same time, our results suggest

that first-round effects are quite small, i.e. condition (3) [cr > y  + (<p -  X)] does not hold 

in its strong fonn. This would imply, consistently with the discussion in section 2, that 

the poverty incidence is lower in rural areas that are about to become urban than in the 

other rural areas (thus X < q>), and interestingly this difference is similar to that of 

poverty rates between rural-urban migrants and rural non-migrants, i.e. 

[(<7 -  / )  « (<p -  X) ] . Obviously the evidence provided here is not strong enough to make 

this more than an interesting speculation. And further research would be necessary to 

provide more direct empirical testing of such a hypothesis.

4.6. Conclusions

Do the poor in rural areas benefit from population growth o f urban areas? And 

if  so, what is the size o f the benefits? Answers to these questions could help clarify 

whether trade-offs exist between urban investment and rural poverty and may help shed 

new light on the old debate on urban bias in developing countries. Notwithstanding the 

importance o f these questions, little empirical evidence is available to provide adequate 

answers. We have tried to address this gap, by analysing the effects o f urbanization on 

rural poverty. Using data on Indian districts between 1981 and 1999, we find that 

urbanization has a significantly poverty reducing effect on surrounding rural areas. 

Results are robust to the inclusion o f a number o f controls and to the use of different 

types o f specification. The findings suggest that most o f the poverty reducing impact of 

urbanization occurs through second-round effects rather than through the direct 

movement o f rural poor to urban areas. We resort to IV estimation to test for causality. 

The results suggest that the effect is causal (from urbanisation to poverty reduction), 

and that failure to control for causality bias the coefficient o f urbanisation downwardly. 

In our preferred estimations, we find that an increase o f urban population by one fifth 

determines a decrease o f between 3 and 6 percentage points in the share of rural 

poverty. These poverty reducing effects appear to apply mostly to rural poor relatively
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closer to the poverty line. Although the very poor do not seem to be negatively affected 

by urbanization, they are not able to reap the benefits o f such a growth.

These findings may have a number o f potentially important policy implications. 

First, they may help re-assess the role of public investment in urban areas for poverty 

reduction. In fact it is a popular tenet that investments in developing countries need to 

be concentrated in rural areas in order to reduce poverty, as the poor in developing 

countries are mainly concentrated there (see for instance World Bank, 2008). However, 

investments in rural areas are often very onerous as substantial resources are needed to 

reach a population which is scattered around vast territories. To the extent that 

urbanization may have substantial poverty reducing effects on rural areas, urban 

investments may become an important complement to rural ones in poverty reduction 

strategies.

Second, our findings run counter to the popular myth that rural-urban migration 

may deplete rural areas causing them to fall further behind. The relatively low rate of 

urbanisation of India itself may also be due to public policies which have not facilitated 

(and in certain instance even constrained) rural-urban migration (Deshingkar and Start, 

2005). At the very least, this chapter questions the appropriateness o f this bias against 

rural-urban migration.

Third, to the extent that the benefits from urbanisation do not spill over to the 

very poor in rural areas as highlighted by the findings in this chapter, specific actions 

may be needed to facilitate these rural dwellers to enjoy the benefits of urbanisation. 

Examples o f these may include developing the types o f skills useful for an expanding 

urban sector; or the provision o f capital to cover the fixed costs of rural-urban 

migration.

Although this chapter has not touched upon the issue o f urban poverty, rising 

urban populations may imply that urban poverty could become in the future the main 

issue in its own right (Ravallion et al., 2007). Further research is needed to assess 

whether the growth o f urban population entails a trade-off between rural and urban 

poverty reduction.
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Chapter 5. Returns to education in Uganda in the nineties: 
national and regional level analysis

5.1. Introduction

The process of economic integration at the global level has been accompanied 

by increasing economic inequality both in developed and developing countries. A 

substantial part o f this rise in inequality in developing countries has been accounted for 

by increasing inter-regional disparities (Kanbur and Venables, 2005b). This stylised fact 

suggests that regions (and sub-national units more generally) within a country respond 

differently to changes in market forces. This may be determined by large differences in 

endowments across space within a country, such as location, factors’ composition, but 

also to differences in local policies and institutions. Given these spatial differences, the 

recent upsurge o f interest in the study of spatial inequality in developing countries is not 

surprising (e.g. special issue o f Journal of Economic Geography, 2005; a number of 

edited volumes by Kanbur and Venables, 2005). While this focus is important and may 

explain a substantial part o f the recent rise in inequality, it fails to analyse the largest 

part o f economic inequality in developing countries, which appears to be within regions 

rather than between them. Studies in a number o f developing economies confirm that 

around two third o f such inequality is within regions (Demombynes et al., 2003; 

Yemtsov, 2003, Elbers et al., 2005).

This chapter and the following one represent one o f the first attempts to examine 

the determinants o f this within-region inequality using an important measure of labour 

market inequality, i.e. returns to schooling. Given that access to education and 

education achievements are unequally distributed across the population (particularly in 

developing countries), and that education is one o f the major determinants of wage 

earnings, returns to schooling capture a substantial part o f a country’s economic 

inequality. In a context o f limited geographical labour mobility, such as Uganda in the 

1990s, this measure of inequality tends to vary significantly across space. I use this 

spatial variation to study the determinants o f labour market inequalities in a LDC like 

Uganda.
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I apply the analysis to the case of Uganda during the nineties, using different 

spatial scales as units o f analysis (i.e. national and regional level in this chapter and 

district level in chapter 6). This is a particularly significant context for such a study. 

Uganda is a LDC with a high poverty incidence, which receives large amounts o f aid 

flows (between 10 and 20% of GDP over the period considered). Investment in 

education has been identified as a key policy lever to raise the rate o f growth and 

poverty reduction in the country both by the government and by the donor 

community.101 However a popular view holds that returns to schooling in poor countries 

may well fall as educational supply grows unmatched by a proportionate increase in 

demand. Bennell (2002) argues that in the eighties and nineties the probability of 

obtaining a formal wage employment has substantially declined in Sub-Saharan Africa. 

This would imply that returns to education may fall among those who do have a job. 

The district-level analysis o f next chapter helps shed some light on this issue by 

examining the effects of a number of localised supply and demand-related factors on 

returns to education, including the effects o f an expansion in the supply of education.

Moreover, Uganda undertook profound pro-market reforms during the period of 

analysis, moving from a fairly closed and planned economy to a liberal open economy 

in the span o f a decade. Interestingly, market reforms and trade liberalisation have been 

associated with an expanding income wedge between skilled and unskilled workers, as 

documented by Appleton (2001) and confirmed by the findings in this chapter. The 

methodology employed in chapter 6 allows testing more explicitly than in previous 

studies for the effects o f these policy changes on returns to education by exploiting the 

heterogeneous effects across districts. The remainder o f this chapter is organised as 

follows: the next section links the study to the literature; section 5.3 discusses the data 

and the methodology at different spatial scales; sections 5.4 and 5.5 present the national 

and regional level results. Chapter 6 then employs the methodology described here to 

compute returns to education at the district level and tests for the effects o f different 

demand and supply-related factors on such returns.

101 One of the major steps in this respect has been the introduction of Universal Primary Education (UPE) 
in 1996.
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5.2. R elated  literature

The analysis in this chapter is directly related to the vast literature initiated by 

Mincer (1974), which uses micro-level data to compute wage effects, i.e. the change in 

income earned by a labourer through an additional year o f education (all else constant). 

This wage effect is often referred to as returns to education in the literature. However, 

the computation o f actual (private) returns would require discounting the wage effects 

by the (private) cost of education. I compute wage effects rather than returns to 

education proper (for reasons explained below), but for simplicity (and consistent with 

the literature) I use the two terms interchangeably henceforth. Only a small subset of 

this literature has focused on Sub-Saharan Africa (SSA), and a handful of studies have 

provided evidence on SSA for relatively long time spans encompassing the nineties. 

There is no clear evidence that returns to education have evolved homogeneously in the 

region in a time o f pro-market reforms. Evidence from Ghana between 1987 and 1992 

(Canagarajah and Thomas, 1997), from Tanzania (Soderbom et al., 2006) and Uganda 

(Appleton, 2001) in the nineties suggest the presence o f rising returns to education. On 

the other hand, Krishnan et al. (1998) find that returns in urban Ethiopia remained stable 

despite labour market reforms in the early 1990s; and Soderbom et al. (2006) find high 

but falling returns in the Kenyan manufacturing sector over the nineties. Soderbom et al. 

argue that economic policies are key to account for the differences in levels and 

dynamics o f returns to education across countries. The high returns in Kenya relative to 

Tanzania at the beginning of the 1990s reflected a policy environment in Kenya more 

favourable to the liberal operations of market forces than in Tanzania. A decade of 

reforms in Tanzania brought the country’s polices more in line with those of Kenya. As 

a likely result die earnings profiles (at least in the manufacturing sector) were quite 

similar in the two countries at the end of the 1990s.

The importance of market reforms in determining changes in labour market 

inequality has been underscored also by studies on transition countries moving from 

centrally planned to market oriented economy. A number o f studies mainly on China 

and Eastern European countries show that the freer operation o f market forces tends to 

increase the demand for skills expanding the wedge between skilled and unskilled 

labour (see Fleisher et al. (2005) for a review; Flabbi et al. (2008) for Eastern European 

countries; Fleisher and Wang (2005), and Zhang et al. (2005) for China).
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This literature has devoted comparatively little attention to the spatial dimension 

o f inequality. Most studies have a national focus and only a few have looked at 

differences across regions within countries. This is somewhat surprising given the 

(often large) variation in labour market characteristics across sub-national units. 

Duranton and Monastiriotis (2002) find that die different evolution o f returns to 

education between regions explain an important fraction o f the large and increasing 

North-South divide in the UK between 1982 and 1997. For example average earnings 

increased in London relatively more than in the North as returns to education in London 

grew faster (catching up with those in the other regions) and the share of educated 

labour increased relatively more quickly in London than elsewhere. However Dickey 

(2007) shows that most o f the increase in inequality in the UK over the last two decades 

is determined by intra-region rather than inter-regional inequality. This is in line with 

what studies in Kanbur and Venables (2005a) indicate for developing countries and 

supports the importance o f investigating the determinants o f such inequality. 

Notwithstanding this, the majority o f the regional studies are descriptive rather than 

analytic in nature. Examples o f these types include Tokila and Tervo (2007) on Finland 

and de la Fuente et al. (2003) on Spain.

Taylor (2006) stands out as an exception in this respect as he analyses the 

determinants o f within-regions inequalities in the UK. He uses a measure o f inequality 

based on the residual variance from regional earning equations and finds that trade and

technology intensity are the most relevant factors to explain within region inequality in
10 ')the eighties and nineties. These results are consistent with both the theoretical 

predictions o f the Heckscher-Ohlin (H-O) model for a skilled labour-abundant Northern 

country and the expected effects of skill-biased technological change (SBTC). He also 

finds that different education premia across regions are persistent over time. Such 

variation in inequality across space is likely to be associated with imperfect 

geographical mobility o f labour. In fact in a context of perfect labour mobility, skilled 

labour would tend to move towards regions where the earnings’ skill premium is higher, 

and unskilled labour would do the opposite, thus equalising labour market inequalities 

across regions. Limited labour mobility across regions seems to characterise most

102 Other factors, such as changes in labour market institutions (i.e. level of imionisation) and female 
labour participation, seem to be less important in explaining inequalities in Taylor’s analysis.
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countries in the world. For example in a typical year less than 2% of the work force 

change region in the UK (McCormick, 1997). Limited geographical mobility is usually 

even more pronounced in developing countries’ labour markets, and Uganda is no 

exception. According to the data used here on average only around 6% of the district’s 

labour force has changed districts between 1992 and 2000.

In light o f such limited labour mobility, the paucity o f studies on within-regions 

inequality in developing countries is even more striking. To the best o f my knowledge, 

only one study, by Yang (2005) on China, has analysed within-region labour market 

inequalities in a developing country context. He examines the determinants of returns to 

education across urban areas in China before and during the transition from planned to a 

market economy. His results reveal a large variability across cities, which is partly 

explained by skilled labour demand and supply related factors, such as the size o f the 

technological and of the public sector, the presence o f foreign firms, the level of 

infrastructure provision. Similarly to Yang, I use a micro approach to analyse how 

returns to education in Uganda have evolved nationally, regionally (in this chapter) and 

at district level (in chapter 6) during the 1990s. This is the first analysis of this type for 

an LDC and in SSA, and should also allow testing for some o f the channels mentioned 

above through which market reforms may have influenced labour market inequalities.

5.3. Data and methods

5.3.1 Data

The analysis is based on data from two Household Surveys carried out in 1992 

and 1999/2000 through the World Bank Living Standards Measurement Survey 

(LSMS). These contain data on about 10,000 households for 1992 and 1999/2000 (2000 

henceforth). In particular, after excluding pensioners and students, data is available on 

about 3,600 and 2,600 wage earners respectively. In cases when more than one o f these 

individuals belong to the same households, their labour market participation may 

potentially affect the decision o f other members of the family to enter the labour market. 

I control for this by clustering the results at the household level. Data is also available 

for about 5,600 and 5,700 crop fanning enterprises in the two periods. These enterprises 

are run by self-employed labourers who represent most o f the income earning
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population in Uganda. Despite their importance, I cannot include them in the analysis 

due to missing data on land used in the production for 1999/2000. The exclusion o f land 

generates a severe bias in the estimation of the production function for self-employed 

farmers, thus yielding inconsistent estimates for returns to education.103 

Notwithstanding the relevance o f self-employment for the dynamics of the Ugandan 

economy, the analysis o f wage employees is important in its own right. First, returns to 

education in developing countries are usually more sensitive to changing conditions for 

wage employees than for self-employed, who mainly operate in the informal sector. 

Second, to the extent that economic growth in developing countries is almost 

exclusively driven by formal firms (La Porta and Schleifer, 2008), concentrating on the 

dynamics of the formal sector (most of which is composed by wage employees) is 

particularly relevant.

Due to the insecure situation in the region bordering with Sudan, the data in 

2000 is not available in four districts which were included in the 1992 survey: Kitgum 

and Gulu (Northern region), Bundibugyo and Kasese (Western region). I exclude these 

districts from the main analyses in the 1992 sample for comparability reasons. Results 

including these districts are reported in Appendix 5.1 (Table A5.1), showing very little 

difference with those regressions run without them.

5.3.2 Empirical specifications

The empirical strategy consists o f a two stage analysis similar in spirit to an 

increasingly large empirical literature (see for instance Guiso et al., 2004; Mattoo et al., 

2008), which uses estimated coefficients from first stage regressions as dependent 

variables in a second stage analysis. I first estimate standard wage regressions (both 

extended and basic) for employees at national, regional and district levels separately for 

1992 and 1999/2000; then I use returns to education from the district-level regressions 

as dependent variables in the second stage. Here I describe the first stage, which is the 

focus o f this chapter, while the second stage is described in chapter 6. As mentioned 

above, the analysis does not consider returns to education proper, but rather estimate 

wage effects. This decision is motivated by two main reasons. First, estimates for

103 I tried to estimate the production function for crop fanning enterprises without land for the 2000 
survey obtaining implausible high values for capital and labour relative to the values in 1992. Results are 
available upon request.
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Uganda already exist o f both private and social returns to education, as calculated by 

Appleton (2001) using the same dataset with a full estimation method; second, the main 

focus o f these chapters is to compare wage effects across districts (and over time) within 

Uganda. Both the direct private cost and the opportunity cost o f education are less likely 

to vary across districts than across countries.

The basic version of the Mincerian wage equation can be written for each period 

o f time as:

where wage is the (log of) nominal wage earned by the wage earner, S  is the 

number o f years o f formal education and A" is a vector o f other covariates, which 

includes also the basic Mincerian controls, i.e. a dummy with the value of 1 if  the 

employee is female, the number o f years o f experience (Expi = Age,• -  6 -  Si) and its 

squared term, and e is the error term. I also add community-level fixed effects in some 

of the regressions to control for local labour market conditions. Communities represent 

the finest level o f administrative classification in Uganda. The employees covered in the 

surveys belong to 820 and 796 communities in 1992 and 2000 respectively (with only a 

handful o f communities being the same in both surveys).

The standard method in (5.1) assumes the same marginal effect across education 

categories. As it is often the case, the marginal effect may differ between levels of 

education. In order to allow for such heterogeneous effects, let us re-write (5.1) as an 

extended wage equation with the educational variable constructed as a spline function 

with N nodes at selected levels o f education (see Moll, 1996):

where Sy is the number o f years attended at the j-th  level. In particular, it seems natural 

to follow the three educational levels in Uganda to mark the nodes, i.e. primary, 

secondary and post-secondary. Thus the variable Sy is constructed as follows:

wage, = a  + f3Si + T X j + s i (5.1)

j

(5.2)
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' 0 i f  S t <7 
Si2= \S ' - 7  i f  1 < S t <13 Si3= 

6 i f  S t > 13

0 i f  S t < 13 

5 ,.-1 3  i f  S t > 13

This national level analysis is close to that by Appleton (2001) in that it uses the 

same data and a similar methodology. However, there are a few substantial differences 

that are worth highlighting. First, this analysis uses more controls (included in the 

vector Xj) in regressions (5.1) and (5.2) than in Appleton; second, it performs further 

robustness checks both on the results for 1992 and on the increase in returns to 

education over time; third, it checks for the robustness o f the results to some of the 

potential sources o f bias in the returns to education coefficient. In particular, there are at 

least two potential sources o f bias in this analysis: ability bias and sample selection bias. 

The former stems from the fact that the choice o f education is likely to be determined by 

individual unobserved abilities which may also have a direct influence on income (i.e. 

ceteris paribus more able individual tend to be more successful at school and thus tend 

to pursue higher levels o f education). The other potential bias comes from possible self- 

selection o f wage earners. As argued by Soderstrom et al. (2006), labour market 

participation into the wage sector is an atypical outcome in many Sub-Saharan African 

countries. Thus wage employees are likely to possess higher than average ability whose 

effects may be partly captured by the coefficients o f the observable wage determinants 

if  it is not properly controlled for.104 The typical ways to address these biases are 

through IV estimation (for the ability bias) and through the Heckman (1979) sample 

selection model. Subject to the availability o f data, the analysis below tries to examine 

the extent to which these biases are problematic in this instance.

However the most important difference with Appleton (2001) is the spatial 

analysis (at the district and regional levels), which represents the focus o f the next 

chapter. For each year I run separate Mincerian-type regressions at the regional as well 

as at the district level in order to compute the variation o f returns to education across

104 Soderstrom et al. (2006) use firm level data on employees, while I use household survey on wage 
earners. The potential self-selection bias is more severe for employees than it is for wage earners (which 
is a broader group); however, to the extent that the latter are also part of the wage sector, a potential self- 
selection bias may arise.
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space.1051 adopt the geographical division used by the Uganda Bureau o f Statistics. This 

consists of four regions (Central, Eastern, Western and Northern) and 38 districts for 

1992 and 45 districts in 1999/2000 (although data on only 41 o f these 45 districts is 

available in the 2000 survey - see below).106 The basic equation adopted is a variant of

(5.1) to calculate returns to education at different spatial scales (i.e. regions and 

districts) in each year:

wagel = A  + n  z , + e, (5.3)
k=1 Jt=l *=1

where N is the number of districts (regions), djk is a dummy that takes the value of 1 if 

individual i resides in district (region) k, and the value of zero otherwise; Bk is a column 

vector o f coefficients associated to the interaction between the vector Djk of djk dummies 

and that o f the Mincerian controls Wi (i.e. gender dummy, experience and its squared 

term); and Z, is a vector o f the other covariates included in X  in the previous equations. 

Unlike those in vector W, the effects o f the covariates in Z are not allowed to vary 

across areas k. This allows saving degrees o f freedom as the estimation in a number of 

districts relies only on relatively few observations (see discussion in the next chapter). 

This is also the main reason why I prefer to estimate the /? coefficients through a pooled 

regression as in (5.3) rather than through regressions o f the type o f (5.1) run separately 

for each area. Using the latter method and including all the controls in (5.1) would 

reduce the degrees o f freedom available, which may be problematic in those districts 

with fewer observations available. One possibility could be to run a parsimonious 

version o f (5.1) by district including only the Mincerian controls.107 This is not ideal 

however as it may lead to biased coefficients due to potential omitted variable. In any 

case in the next chapter I test the robustness o f the district-level results to using 

coefficients estimated through this method as well.

I also use the extended method with the education variable constructed as in

(5.2) to decompose regional returns to schooling into the different education levels:

105 Regions are the first layer of administrative division in Uganda, while districts are the third layer (there 
are sub-regions in between).
106 A number of districts have been split into two or more districts between 1992 and 1999.
107 This option would produce the same estimated coefficients as running (5.3) without the controls in Z, 
although standard errors would be different.
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wagei = I > A  + E 2 X A A  + Z B + nz, +
k= 1 A'=l y-1 *=1

(5.4)

Chapter 6 will use the /? coefficients derived from (5.3), (5.4) and their variants 

as dependent variables in order to identify the determinants o f returns to education 

across space and over time.

5.4. National level analysis

I first run extended Mincerian wage regressions for wage earners as in (5.2) 

using the log o f annual earnings for 1992 as dependent variable, and then compare the 

results with those using data from the year 2000 (expressed in constant 1992 prices). 

The results from these regressions for 1992 are reported in Table 5.1.and reveal that the 

effects o f primary and secondary education are quite similar (an increase o f 10% and 

9% for each extra year of education respectively). The effects o f post-secondary 

education are twice as large (column 1). All the other variables are highly significant 

and with the expected sign: experience exerts a positive and diminishing effect and 

being a woman reduces the wage by 22%.

These results are fairly robust to the inclusion o f community fixed effects, which 

reduces somewhat the coefficients o f the education variables, especially primary and 

post-secondary education (column 2). This suggests that the positive impact of 

education on wages is partly explained by local conditions, such as labour market 

characteristics and amenities. The coefficients on the education variables are not strictly 

comparable to those calculated by Appleton (2001) as he uses age instead o f experience 

and a dummy for university graduation instead o f the number of years o f post-secondary 

education. However, the effects o f primary and secondary education when using 

community fixed effects are remarkably in line with those o f Appleton (6.5% versus 7% 

for primary, and 8% in both for secondary), while the coefficient o f post-secondary 

education is lower than in Appleton (13.5% vs. 18%). This difference is likely to be the 

result o f the different definition of the variable. Interestingly, the inclusion of 

community fixed effects substantially reinforces the anti-female bias (while it has only a 

minor effect on the coefficient of experience). One possible interpretation o f this result
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is that women may be more economically discriminated within their own community 

than across communities.

Adding further controls changes little the values o f the Mincerian coefficients 

(columns 3 and 4), but it is worth briefly discussing the impact of these extra variables. 

Not being married (either as unmarried or in other marital forms, i.e. cohabiting, 

divorced or widowed) has a negative effect on wage. The causality o f this relationship 

may be questionable, as higher income individuals may be more able to face the cost of 

marriage. Moreover the relationship may be biased by endogeneity if  some 

unobservable individual characteristics, such as beauty or personality, drive both 

earnings and the likelihood to marry. However, the fact that even individuals involved 

in other marital forms (e.g. co-habiting, widowed) earn less than married individuals 

may lend some support to causality. As expected, urban location increases the wage 

earned (by 57%). To what extent this is a reflection o f higher price levels in urban areas 

(data to calculate real wages are unavailable) or o f higher productivity in cities due to 

agglomeration economies (with imperfect labour mobility) is matter left for future 

research. Being in the Central region increases the wage relative to the other regions, 

while being in the Northern region depresses wages. Eastern and Western regions have 

similar effects on income.

The results from the basic Mincerian regression (equation 5.1) indicate that the 

average effect of an extra year of education on employees’ wages varies between 7.5% 

(including community fixed effects and marital controls, column 8) and 10.8% (without 

community effects and controls, column 5). The inclusion o f a full set o f controls 

without community effects (column 6) and the inclusion o f community effects without 

controls (column 7) yield a similar effect o f education on wage o f around 8.5%. This 

range is in line with the average coefficient of years o f schooling at the world level 

(10%), calculated by Psacharopoulos (1994), although it is slightly lower than the 

average for SSA o f 13.4%. It is interesting to note that the coefficients of the other 

variables are almost unchanged relative to the corresponding specifications using the 

spline-type education variable.

Educational variables are likely to be endogenous to returns to education as 

unobserved individual ability may influence both the schooling outcome and the level
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of income (e.g. more able individuals are more likely to achieve higher qualification and 

earn higher incomes). This endogeneity is fairly well established in the literature and 

authors have used a number o f different instruments (e.g. family background, changes 

in the schooling systems) to get around this problem.108 Data availability constrains the 

possibility o f using an adequate instrument in this case; however in line with previous 

literature (and unlike Appleton 2001, who does not use an instrument for education), I 

try to use both parents’ education to instrument for years o f education. The first stage 

results reported in Table A5.2 (columns 1 and 2) show that these are both powerful 

predictors o f children’s education with F-statistics o f over 100 and 30 for the 

specification without and with community effects respectively.

The IV estimation has the effect of almost doubling the coefficient of education 

in both specifications (with and without community effects -  see columns 9-10 

respectively). The direction o f this difference is consistent with other studies using this 

type o f instruments, although the size of the difference is much larger than in other 

studies. As argued by Card (1999), the higher IV coefficient is likely to be driven by the 

influence o f family background on the children’s income, which suggests an upward 

bias in the coefficient o f education estimated through this instrument. If  strong enough 

such intergenerational links can invalidate the exclusion restrictions o f the instruments. 

The main effects o f parents’ education on children’s income in Uganda seem to be 

displayed via children’s education, as shown by the results o f regression (1) with the 

addition o f parents’ education as a control (see Table A5.2 in the Appendix). However, 

some of the effects especially for mother’s education is independent o f children’s 

education, which may invalidate the exogeneity assumption o f the instruments.109 These 

results are reported for 1992 but they are similar for 2000 as well: the coefficients and 

significance o f parents’ education are substantially reduced after the inclusion o f wage 

earner’s education -  see columns 4 vs. 3 and 6 vs. 5 (although mother’s education 

remains significant in the specification without community fixed effects -  column 4).

This discussion suggests that the large upward bias in the IV coefficient of 

education may be determined more by errors in measuring parents’ education than by

108 See Card (1999) for a review.
109 As a matter of fact in the 2SLS regression without community fixed effects in Table 5.1 the Hansen J- 
statistics fails to reject the null that the instruments are correctly jointly excluded from the second stage at 
the 10% level of significance (see column 9).
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the direct effects o f parents’ education on children’s earnings.110 An increasingly 

popular view holds that OLS estimates appear to be remarkably close to the actual 

returns calculated using samples o f twins and family background to control for ability 

bias (Ashenfelter and Zimmerman, 1997; Card, 1999). Given this little overall bias of 

the OLS estimates and the substantial difference with IV estimation in the Ugandan 

data, I will base the bulk o f the analysis on OLS rather than IV estimates. Since the 

eventual bias of the estimated coefficients via OLS is not expected to differ 

systematically across districts, this should not be a concern in the district-level analysis.

The above results are based on annual wages from the main occupation, which 

do not take into account the actual time spent on the main occupation. Therefore the 

dependent variable may be an imperfect measure o f labour productivity. Although the 

information on the time spent on the main occupation is not available in the 2000 

survey, it is useful to check whether the above results for 1992 are robust to using daily 

and hourly earnings. For that I run the same regressions as in Table 1 using both log 

daily and log hourly wages as dependent variables.111 The results, reported in Table 

A5.3 in Appendix 5.1, are remarkably close to those o f Table 5.1, except for the 

coefficients o f primary education, which are between 10% and 28% lower than the 

correspondent ones using annual income. This difference may be due to measurement 

error, as there may be a positive correlation between the level of education and the 

precision in reporting the exact time worked. Overall, these results suggest that the lack 

o f data on time spent in the main activity is not likely to change the results in a 

significant way.

110 This hypothesis is supported by the fact that part of the sample did not report information on parents’ 
education and that this information was less precise than for own education (i.e. they reported only the 
highest education title attained).
111 Hourly wage is computed as total income from the main occupation earned last year divided by total 
number of hours devoted to it.

162



Table 5.1: Determinants of wage for employees in Uganda, 1992 (34 districts)

Primary

Secondary

Post-sec

Education

Female

Experience

Exp squared

Unmarried

Other mar.

Urban

Central

Western

Northern

Commun. FE 
Observations 
R-squared 
Nr communities 
1st stage F-stat 
Hansen J-stat

( 1)
OLS

(2)
OLS

(3)
OLS

(4)
OLS

(5)
OLS

(6)
OLS

(7)
OLS

(8)
OLS

(9)
2SLS

( 10)
2SLS

0.099*** 0.065*** 0.068*** 0.056***
(0.009)

0.090***
(0.009)

0.083***
(0.009)

0.080***
(0 .010)

0.074***
(0 .012) 

0 193***
(0 .011)

0.135***
(0 .011)

0.163***
(0 .011)

0.132***
(0.027) (0.027) (0.026) (0.028)

0.108*** 0.083*** 0.087*** 0.075*** 0.150*** 0 .121***

-0.242*** -0.324*** -0.275*** -0.296***
(0.004)

-0.246***
(0.005)

-0.322***
(0.004)

-0.277***
(0.005)

-0.295***
(0.016)

-0.320***
(0.028)

-0.277***
(0.036)

0.042***
(0.038)

0.051***
(0.036)

0.034***
(0.038)

0.041***
(0.036)

0.042***
(0.037)

0.050***
(0.036)

0.034***
(0.038)

0.040***
(0.041)

0.051***
(0.042)

0.052***
(0.004)

-0.0007***
(0.004)

-0.0008***
(0.004)

-0.0006***
(0.004)

-0.0007***
(0.004)

-0.0007***
(0.004)

-0.0008***
(0.004)

-0.0005***
(0.004)

-0.0006***
(0.006)

-0.0007***
(0.008)

-0.0007***
(0 .0001) (0 .0001) (0 .0001)

-0.299***
(0 .0001)

-0.258***
(0 .0001) (0 .0001) (0 .0001)

-0.285***
(0 .0001)

-0.252***
(0 .0001)
-0.076

(0 .0001)
-0.116

(0.038)
-0 .220***

(0.044)
-0.174***

(0.038)
-0.213***

(0.044)
-0.168***

(0.062)
-0.129**

(0.086)
-0.109*

(0.050)
0.556***

(0.052) (0.051)
0.553***

(0.053) (0.061)
0.433***

(0.065)

(0.031)
0.306***

(0.031)
0.315***

(0.042)
0.339***

(0.038)
-0.045

(0.038)
-0.035

(0.042)
0.018

(0.041)
-0.242***

(0.041)
-0.237***

(0.047)
-0 .211***

(0.054) (0.055) (0.058)

NO YES NO YES NO YES NO YES NO YES
3286 3286 3286 3286 3286 3286 3286 3286 3025 2861
0.251 0.611

757
0.358 0.618

757
0.248 0.609

757
0.354 0.616

757
0.288

100.48
2.99

0.176
582

30.44
0.695

Dependent variable is log wage from main activity. Robust standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant a t 5%; *** 
significant at 1%; instruments fo r  education in columns 9 and 10 are father and mother’s years o f  education. F-stat is the F-statistics from the first stage fo r the 
excluded instruments; Hansen J-statistic is the test fo r  over-identification.



In line with the results of Appleton (2001), I also find that the wage effects of 

education variables substantially increase over the nineties in Uganda. Table 5.2 

presents the results of the same regressions as in Table 1 run using 1999/2000 survey 

data. The size o f the proportionate increases diminishes monotonically with the level of 

education, with the coefficients of primary education experiencing the highest 

proportionate increases. These range between 62% (OLS with no controls) and 110% 

(OLS with controls). The increases in the secondary education coefficient range 

between 64% and 73%, while the effect of post-secondary education increases between 

10% and 30%. Overall the education coefficient has increased over the nineties by 

between 52% and 69%. As in Appleton (2001), the change in coefficients is 

statistically significant both for primary and secondary education (and for total years of 

education), while it is not for post-secondary education.112

The breakdown of the marginal returns by educational level shows a convex 

shape in the returns to education (cfr. columns 1-4 in Tables 5.1 and 5.2). In both years 

the marginal return to post-secondary education is higher than the returns before the 

secondary level. This convexity is in line with findings on other Sub-Saharan African 

countries, e.g. Soderbom et al. (2006) for Kenya and Tanzania and Baptist and Teal 

(2008) for Ghana. However, unlike in Tanzania, the intensity o f the convexity seems to 

have decreased somewhat during the nineties in Uganda. The ratio of post- to pre­

secondary returns shrank from a factor o f around 2 in 1992 to a factor o f around 1.4 in 

2000, when the level of returns was significantly lower than in Tanzania (where it 

exceeded 27%). That is essentially due to a large increase in returns to primary 

education, which is encouraging for strategies aiming at expanding primary education 

provision as the one currently pursued by Uganda via UPE. The extent to which 

increases in the supply of (primary) educated workforce may offset this upward trend of 

returns to primary schooling is an issue which will be analysed in the next chapter.

1121 test this by pooling the data for 1992 and 1999/2000 and running the regressions from Table 5.1 with 
a full set of interactions between the year 2000 and the regressions’ variables (results are reported in 
Table 5.5, columns 1 and 2).
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Table 5.2: Determinants of wage for employees in Uganda, 1999/2000 (same districts as in Table 5.1)
( 1)

OLS
(2)

OLS
(3)

OLS
(4)

OLS
(5)

OLS
(6)

OLS
(7)

OLS
(8)

OLS
(9)

2SLS
( 10)

2SLS

Primary 0.160*** 0 .122*** 0.143*** 0 .110***
(0 .010) (0.013) (0 .010) (0 .012)

Secondary 0.154*** 0.136*** 0.135*** 0.128***
(0.015) (0.016) (0.015) (0.016)

0.213*** 0.176*** 0 .201*** 0.171***
Post-sec (0.034) (0.039) (0.034) (0.040)

0.164*** 0.136*** 0.147*** 0.127*** 0.251*** 0.224***c  due ati on (0.004) (0.005) (0.004) (0.006) (0.019) (0.035)
-0 .100** -0.184*** -0.160*** -0.151*** -0 .101** -0.186*** -0.162*** -0.154*** -0.176*** -0.128**remale (0.042) (0.046) (0.043) (0.045) (0.042) (0.046) (0.042) (0.045) (0.053) (0.064)
0.055*** 0.054*** 0.047*** 0.043*** 0.055*** 0.053*** 0.047*** 0.043*** 0.071*** 0.062***Experience (0.005) (0.005) (0.005) (0.006) (0.005) (0.005) (0.005) (0.005) (0.008) (0 .011)

-0.0008*** -0.0007*** -0.0007*** -0.0006*** -0.0008*** -0.0007*** -0.0007*** -0.0006*** -0.0008*** -0.0007***Exp squared (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001) (0 .0001)
-0.284*** -0.289*** -0.280*** -0.284*** 0.067 -0.041Unmarried (0.047) (0.055) (0.047) (0.055) (0.088) (0.128)
-0.218*** -0.246*** -0.216*** -0.239*** 0.119 0.064Other mar. (0.053) (0.061) (0.053) (0.061) (0.085) (0.131)

u 0.448*** 0.448*** 0.277***Urban
(0.035) (0.035) (0.056)
0.103** 0 .102** 0.147**vcnirdi (0.044) (0.044) (0.059)

i -0.082* -0.081* -0.024Western (0.046) (0.046) (0.058)

Northern -0.173*** -0.176*** -0.083
(0.058) (0.058) (0.074)

Commun. FE NO YES NO YES NO YES NO YES NO YES
Observations 2608 2608 2606 2606 2608 2608 2606 2606 1836 1560
R-squared 0.419 0.669 0.467 0.676 0.418 0.668 0.466 0.675 0.378 0.225
Nr communities 796 796 796 796 426
1st stage F-stat 76.81 21.54
Hansen J-stat 2.760 1.103
Dependent variable is log wage from main activity. Robust standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant at 5%; ***
significant at 1%; instruments fo r  education in columns 9 and 10 are father and mother’s years o f  education. F-stat is the F-statistics from the first stage fo r  the
excluded instruments; Hansen J-statistic is the test fo r  over-identification.
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The effect o f experience shows a mild increase, while that o f marital variables is 

essentially unchanged. On the other hand, the anti-female bias is substantially reduced 

over the nineties. A closer inspection of the data suggests that this is mainly due to the 

drop in wage differentials in the public sector. In fact the results o f separate public- 

private sector wage regressions indicate that the anti-female bias remained almost 

unchanged in the private sector (from 30.7% to 27.8%) while it decreased from 21.3% 

to 9.6% in the public sector (results available upon request). This drop in the public 

sector wage differential is in line with a more merit-based pay system introduced by the 

public sector reforms in the early nineties (Kagundu and Pavlova, 2007). Finally, 

location variables suggest that there may have been some spatial convergence over the 

nineties: the advantage o f being in an urban area diminishes, and so does that of being 

in die Central region relative to the Eastern region and to some extent Western region. 

The disadvantage o f being in the Western region relative to the other regions 

decreases.113 These issues are explored in more depdi in the regional analysis below.

5.4.1 Robustness checks

As described earlier, in an economy like Uganda employees in the wage sector 

may not constitute a representative sample o f the income earning labour force. Such 

sample selection may lead to biased OLS estimates and thus bias the comparison of 

returns over time. The typical way to control for this potential bias is to use a sample 

selection model along the lines proposed by Heckman (1979). This consists of 

estimating a wage employment participation equation (i.e. the determinants of the 

probability o f an individual engaged in gainful activities of being a wage employee); 

and then estimating the wage regression conditional on the estimated wage employment 

participation. However, due to the different ways in which the questionnaires have been 

constructed for 1992 and 2000, it is possible to properly identify the broader group of 

individuals engaged in gainful activities (of which wage employees are a sub-sample) 

only for 1992. The 2000 survey allows to identify only those individuals receiving 

income from employment, while the rest of income generating activities (e.g. from self- 

employment) are attributed to the entire household. This prevents a consistent 

identification o f the larger group o f individuals engaged in gainful activities in 2000,

113 Note that among the location variables only the changes of the coefficients for urban and Central 
region are statistically significant at standard levels.
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which is necessary for the Heckman model. Thus I can estimate the model only for 

1992, which is a useftil robustness test for the results above. The estimate for returns to 

education o f the two-step Heckman model obtained through maximum likelihood 

methods is provided in Table 5.3. Mother’s and father’s education are used as 

instruments in the first stage both separately and individually to check whether their 

potential endogeneity may bias the results. To the extent that father’s education has an 

insignificant direct effect on the individual wage (as shown above), the similarity o f the 

results across the different specifications (cf. Table 5.3, columns 1, 3 and 5) is 

reassuring with respect to the endogeneity concern. The second stage estimates of 

returns to education are 10-12% larger than OLS estimate (cf. Table 5.1, column 5). 

This points towards the presence of a small downward bias in OLS estimates, which is 

consistent with the idea that education raises the wage also by raising the probability of 

accessing wage employment. The small size of the possible bias o f the education 

coefficient is in line with findings from Kagundu and Pavlova (2007), who use the 

2002/03 Ugandan household survey. This is also reassuring for the subsequent spatial 

analysis in Chapter 6, which because of lack o f data needs to use standard OLS 

estimates o f  returns to education as dependent variables. Moreover, such a bias is likely 

to operate in a fairly similar way across districts, thus further attenuating the risk of 

biased coefficients in the district-level analysis.

Table 5.3: Returns to education from two-stage Heckman model, 1992 (34 districts)
( 1) (2) (3) (4) (5) (6)

Instrument Father’s edu Mother’s edu Both
2° stage 1st stage 2n stage 1st stage 2nd stage 1st stage

Education 0 .120*** 0.109*** 0.117*** 0.106*** 0.116*** 0.107***
(0.008) (0.004) (0.006) (0.004) (0.007) (0.004)

Female -0.385*** -0.591*** -0.372*** -0.595*** -0.394*** -0.603***
(0.055) (0.029) (0.050) (0.029) (0.053) (0.029)

Experience 0.047*** -0.004*** 0.049*** -0.005*** 0.050*** -0.004***
(0.004) (0 .001) (0.004) (0 .001) (0.004) (0 .001)

Exp squared -0.0007*** -0.0008*** -0.0008***
(0 .0001) (0 .0001) (0 .0001)

Father’s 0 .101*** 0.0497*** 0.046*** 0.0178
Education (0.014) • (0.0114) (0.016) (0.0133)
Mother’s 0.139*** 0.0863*** 0.117*** 0.076***
Education (0.015) (0.0133) (0.018) (0.016)

Rho 0.316*** 0.258*** 0.303***
(0.117) (0.092) (0.104)

Observations 12131 12245 11914
Uncens. obs. 3084 3114 3025
Dependent variable is log wage from main activity. Robust standard errors (Huber-White method) in 
parentheses; *significant at 10%; ** significant at 5%; *** significant at 1%.
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The potential importance o f the differential impact o f education on wages 

between the public and the private sector as well as between the urban and the rural 

sector has been underscored above. In particular returns to education are usually lower 

in the public than in the private sector and in the rural than in the urban sectors. Given 

that the public-private as well as the urban-rural employment composition of the 

samples have changed between 1992 and 2000 it is worth examining to what extent 

these compositional changes have affected the changes in returns to education. As 

shown in Table 5.4, the share of private employees in total has increased in 2000 

relative to 1992, while the opposite is true for public employees and other employees 

(e.g. religious and political workers) maintain roughly the same share. This change is 

likely to mirror the relative shrinking of the public sector over the period due to the 

privatisation and the public reform process discussed above. Public wages have 

increased on average more than private sector wages and this increase adds up to an 

already higher wage in 1992 (see Table 5.4). On the other hand, the share o f urban 

employees has shrunk in 2000 possibly reflecting an increase in wage employment 

(relative to self-employment) in rural areas. Both rural and urban wages have grown 

substantially over the nineties, with the former experiencing a more marked rise.

Year Category Obs Share Mean Std. dev Min Max
Private 1877 57.1% 12.273 1.078 5.704 16.065
Public 1372 41.8% 12.519 0.951 7.601 15.917

1992 Others 37 1.1% 12.218 1.114 10.309 14.982
Urban 2113 64% 12.642 0.975 7.313 16.065
Rural 1173 36% 11.895 0.963 5.704 15.573

Private 1774 67.4% 12.673 1.154 8.762 16.545
Public 825 31.3% 13.583 0.902 10.148 16.807

2000 Others 35 1.3% 13.013 1.448 9.133 16.034
Urban 1369 52% 13.299 1.116 8.762 16.807
Rural 1265 48% 12.600 1.107 8.762 15.852

Source: LSMSfor 1992 and 1999/2000 (based on 34 districts in 1992)

In Tables 5.5 and 5.6 I analyse how returns to education have changed across 

those sectors during the nineties. This is done by running a wage regression as in (5.2) 

and (5.1) with pooled data for 1992-2000, adding a series o f interaction terms between 

each variable and a post-1992 dummy. These interactions measure the change in the 

wage effect o f each variable between 1992 and 2000. Table 5.5 reports the results using
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the extended Mincerian equation and including specifications with and without 

community fixed effects. The first two columns present the results for the entire sample 

confirming that returns have increased proportionately more at the primary than at the 

secondary level (although the absolute variation is the same in the specification with 

community effects, column 2). Returns to post-secondary schooling rose marginally but 

not significantly according to the standard levels. The result for the pooled sample 

confirms the evidence of a reduction in the overall convexity o f returns to education in 

Uganda over the nineties.

Columns 3-6 show the results by educational category for public (columns 3 and

5) and private employees (columns 4 and 6) respectively. There is significant variation: 

returns in the public sector rose substantially at the primary and post-secondary level 

while they decreased at the secondary level (albeit this drop is not statistically 

significant). Those in the private sector steadily rose across educational categories but 

more modestly than in the public sector. Interestingly, returns to primary education 

became larger in the public than in the private sector over the nineties reversing the 

situation o f 1992. This may be linked to the process o f public sector reforms in the 

nineties mentioned above but more research is needed to shed light on the issue. The 

convexity o f returns has substantially increased for public sector employees and less so 

for private employees.

Some variability in the changes as well as in the levels o f returns to schooling 

emerges also between the urban and the rural sectors (columns 7-10). The wage effect 

o f primary education was identical in 1992 when not including community effects 

(column 7 vs. 8). Their inclusion does not change the coefficient for urban areas 

(column 9) but substantially reduces it for rural areas (column 10), suggesting that 

labour market inequality is lower within rural communities than across them (although 

that is not the case for the wage effects of secondary schooling). The changes in returns 

are different across areas: returns grew more in urban than rural areas when including 

community fixed effects (columns 9-10), again in line with smaller wage premia within 

local rural areas. On the other hand returns to secondary education increased more in 

rural than urban areas in the specification without community effects (columns 7 and 8). 

This may suggest the emergence o f a demand for a relatively qualified workforce in 

rural areas over the 1990s.
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Table 5.5: Changes in education splines coefficients 1992-2000, splitting the samples
(1) (2) (3) (4) (5) (6)

Pooled Pooled Public Private Public Private

0.068*** 0.056*** 0.061*** 0.074*** 0.049** 0.060***
Primary (0.009) (0.010) (0.016) (0 .011) (0.023) (0 .012)

Secondary
0.080*** 0.074*** 0.088*** 0.096*** 0.081*** 0.081***
(0 .011) (0 .011) (0.016) (0.017) (0.018) (0.016)

0.163*** 0.132*** 0.159*** 0.215*** 0.136*** 0.125**
Post-sec (0.026) (0.028) (0.030) (0.051) (0.034) (0.057)

A Primary
0.075*** 0.054*** 0.124*** 0.041*** 0.093* 0.027
(0.014) (0.016) (0.029) (0.016) (0.054) (0.018)

A Secondary
0.055*** 0.053*** -0.040 0.031 -0.061 0.037
(0.018) (0.019) (0.031) (0.025) (0.038) (0.026)
0.038 0.039 0.086 0.056 0.147** 0.085

A Post-Sec. (0.042) (0.048) (0.059) (0.070) (0.070) (0.082)
Comm FE NO YES NO NO YES YES
Observations 5892 5892 2191 3629 2191 3629
Nr comm.. 1553 947 1247
R-squared 0.452 0.671 0.527 0.404 0.787 0.688

(7) (B) (9) (10)
Urban Rural Urban Rural

Primary
0.065*** 0.064*** 0.063*** 0.039**
(0 .011) (0.014) (0 .012) (0.017)

Secondary
0.084*** 0.071*** 0.067*** 0.109***
(0.013) (0 .021) (0 .012) (0 .022)

0.172*** 0 .112* 0.153*** 0.002
Post-secondary (0.028) (0.063) (0.029) (0.079)

0.095*** 0.061*** 0.065*** 0.051**
A Primary (0 .020) (0 .020) (0 .021) (0.024)

0.027 0.096*** 0.047** 0.041
A Secondary (0.023) (0.032) (0 .022) (0.038)

0.088* -0.010 0.041 0.127
A Post-Sec. (0.049) (0.088) (0.055) (0.107)
Comm FE NO NO YES YES
Observations 3467 2425 3467 2425
Nr comm.. 571 982
R-squared 0.425 0.395 0.592 0.719
Dependent variable is log wage from main activity. Sample for 1992 is based on 34 districts. Robust 
standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant at 5%; *** 
significant at 1%.; all regressions are run with pooled data fo r 1992-2000 and include Mincerian 
controls as well as the other controls as in Tables 5.1 and 5.2 and a series o f  interaction terms between 
each variable and a post-1992 dummy. The A reports the coefficients o f these interactions for the 
schooling variables.

Performing the same analysis using the basic earning function with years of 

education variable (Table 5.6) indicates that the wage premium for an extra year of 

education in 2000 is between 5.2 and 5.8% larger than in 1992 (columns 2 and 1). This 

is similar to the changes in primary and secondary coefficients (columns 1-2, Table 

5.5). The increase in returns to education is larger for private than for public sector 

employees (columns 3-6), especially when including community effects (column 5 vs.
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6). In the latter case the increase in returns to education for the public sector is not 

significant, which is the result o f rising primary returns and decreasing secondary 

returns (Table 5.5, column 5). Interestingly, the increase in the education coefficient for 

both private and public sector employees is lower than that in the pooled sample. This 

suggests that the changes in returns across sectors (e.g. the wage premium increase of 

educated private sector over uneducated public sector employees) have played some 

role in determining the overall increase in the educational coefficient. On the other hand 

urban and rural employees experienced a very similar increase in returns to education 

(columns 7-10) and in line with that for the pooled sample.

Table 5.6: Changes in education splines coefficients 1992-2000, splitting the samples

( 1)
Pooled

(2)

Pooled

(3)
Public

(4)
Private

(5)
Public

(6)

Private

Education 0.088*** 0.075*** 0.097*** 0.097*** 0.086*** 0.075***

(0.004) (0.005) (0.006) (0.006) (0.009) (0.008)

A Education 0.058*** 0.052*** 0.026*** 0.037*** 0.020 0.038***
(0.006) (0.007) (0.009) (0.008) (0.013) (0 .011)

Comm FE NO YES NO NO YES YES
Observations 5892 5892 2191 3629 2191 3629
Nr comm. 1553 947 1247
R-squared 0.449 0.669 0.521 0.399 0.783 0.686

(7) (8) (9) (10)
Urban Rural Urban Rural

Education 0.092*** 0.073*** 0.079*** 0.065***
(0.005) (0.007) (0.006) (0.009)

A Education 0.059*** 0.065*** 0.054*** 0.053***
(0.007) (0.009) (0.009) (0 .012)

Comm FE NO NO YES YES
Observations 3467 2425 3467 2425
Nr comm. 571 982
R-squared 0.419 0.393 0.589 0.717
Dependent variable is log wage from main activity. Sample for 1992 is based on 34 districts. Robust 
standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant at 5%; *** 
significant at 1%.; all regressions are run with pooled data fo r  1992-2000 and include Mincerian 
controls as well as the other controls as in Tables 5.1 and 5.2 and a series o f  interaction terms between 
each variable and a post-1992 dummy. AEducation reports the coefficient o f this interaction for the 
number ofyear o f schooling variable.

Given these results it is worth checking to what extent the change in the private- 

public sample composition affects the change in the education coefficients over time. In 

order to do that, I generate 100 random sub-samples from the 2000 samples keeping the 

same employment (public vs. private) shares as in 1992.1 replicate the exercise with the
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1992 sample as well. I then calculate the coefficients o f  the change in the educational 

variables over time and take the mean of the point estimate across the different 

iterations. The results (available upon request) suggest that the relative increase in the 

private sector representation in the composition of the wage employees sample does not 

seem to have had any significant effect in the rise of returns to education.

5.5. Regional analysis

As discussed above results at the national level may hide large variations in 

labour market inequality across regions. It is important to analyse such variations, as the 

within region component explains most of the inequality currently observed in 

developing countries (Kanbur and Venables, 2005b). Moreover, looking at finer 

geographical scales than the national level may help shed light on the determinants of 

the rising returns to education in the nineties. Following the administrative (and 

statistical) division o f Uganda, this sub-national analysis is first carried out for the four 

regions (i.e. Central, East, North and West), and then for the districts in the next 

chapter. The latter analysis will also allow for a more formal testing o f the determinants 

o f returns to schooling both across space and over time.

The analysis at the regional level supports the idea o f fairly heterogeneous 

returns to education across space in 1992, which have been converging over the nineties 

(in a period when all regions have experienced rising returns to education). To calculate 

regional returns to education I adopt the basic as well as the extended Mincerian 

methods as in (5.3) and (5.4) using regions as the spatial unit o f analysis. The 

coefficients on years o f education are reported in Table 5.7. One extra year o f education 

produces an increase in wages of between 8 and 12 per cent in 1992, which is reduced 

to between 6 and 9 per cent when including community effects. These ranges hold both 

when including the 4 districts in the 1992 sample which have no data in 2000 (columns 

1 and 2) and when excluding them (columns 3 and 4). The education coefficient 

increases in 2000 to between 15 and 18 per cent (column 5) and between 12 and 14 per 

cent in 2000 when including community fixed effects (column 6). While the coefficient 

rises in all regions, the size of these increases varies substantially. The range of 

increases is smaller when using community effects (last column); in this case, the 

largest absolute increase (in percentage points) occurs in the Northern region (+7.3 per
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cent), while the Eastern and Central regions experience the smallest increases (+ 4.5 and 

+4.9 per cent). However, this ranking is reversed when the rise in return to schooling is 

obtained without controlling for community effects. In this case, the Eastern region 

experiences the highest increase (+7.8 per cent), while the Northern region has the 

lowest (+ 3.3 per cent).114 This is due to the differential impact o f community effects on 

the coefficients across regions and over time. While in 1992 the inclusion of community 

effects does not affect the size of return to schooling in the Eastern region, it does in 

2000. The opposite is true for the Northern region. This suggests that the spatial nature 

o f labour market inequalities has changed over time: in the Northern region for instance 

a large share o f such inequality was explained at the community level in 1992 (the 

inclusion o f community fixed effects almost halves the education coefficient). On the 

other hand in 2000 the within community component o f inequality was very small. The 

subsequent district level analysis may help explore the causes o f this changing nature of 

regional inequality further.

Table 5.7: Regional basic Mincerian regressions 
1992 1992

(1) (2) (3) (4)
2000

(5)________ (6)
A 1992-2000

(5)-(3) (6)-(4)

0.124*** 0.091*** 0.124*** 0.091*** 0.179*** 0.140***
Central (0.006) (0.007) (0.006) (0.007) (0.007) (0.009)

0.078*** 0.078*** 0.078*** 0.078*** 0.156*** 0.123***
Eastern (0.009) (0 .010) (0.009) (0 .010) (0.008) (0 .012)

0.094*** 0.079*** 0.104*** 0.085*** 0.164*** 0.144***
Western (0.007) (0.008) (0.007) (0.008) (0.007) (0 .010)

0 .111*** 0.062*** 0.113*** 0.064*** 0.146*** 0.137***
Northern (0.013) (0 .011) (0.015) (0.013) (0 .012) (0.016)

Comm. FE NO YES NO YES NO YES
Nr districts 38 38 34 34 34 34

Obs. 3585 3585 3286 3286 2608 2608
R-squared 0.278 0.606 '0.292 0.611 0.430 0.670
Eq. F-stat 7.26** 1.63 6.30** 1.20 2.55* 0.69

0.055 0.049

0.078 0.045

0.060 0.059

0.033 0.073

NO YES
34 34

Dependent variable is log wage from main activity. Robust standard errors (Huber-White method) in 
parentheses; *significant at 10%; ** significant at 5%; *** significant at 1%.. All regressions include 
standard Mincerian covariates (gender, experience and its square term) as well as the other controls as 
in the previous Tables (marriage variables and urban dummy). Eq. F-stats reports the value o f the F- 
statistics o f  the test fo r  the equality o f  the education coefficients across regions.

114 Although community effects are capturing a potentially wide range of very local conditions, I tend to 
prefer die coefficients calculated using these effects over those calculated excluding them. This is 
precisely because by capturing a range of unobservable local factors, these effects allow to better isolate 
the impact o f die main variables of interest on earnings, and education in particular.



The other standard variables of Mincerian regressions are all highly significant 

and with the expected sign in all regions both in 1992 and 2000 (see Table A5.4 in 

Appendix). The anti-female gender bias is relevant in all regions in both 1992 and 2000, 

but it varies significantly across them.115 This bias has significantly fallen in all regions 

during the nineties, except in the Northern region, where it has actually increased. 

Experience is positive but and with diminishing returns in all regions in both years. 

Unlike returns to education, the effect of experience on wages has remained fairly stable 

over time for all regions (between 3 and 7 per cent in both years) but the Northern 

region where it has increased.

It is difficult to understand the determinants of the levels and changes of returns 

to schooling across regions without using parametric analysis. However, with four data 

points one can only speculate about the possible determinants o f the cross-regional 

variation in coefficients, while chapter 6 will perform parametric analysis on such 

determinants at the district level. Standard economic theory suggests that returns to a 

factor depend on the relative demand and supply o f that factor. Table 5.8 summarises 

some potential proxies for relative demand and supply o f educated labour. To the extent 

that the private sector pays a higher premium to skilled labour than the public sector 

(where wages are usually more equally distributed), a higher share o f private sector 

employment may be related to higher returns to education. This seems to be in line with 

the evidence in 1992, when the ranking of regions according to this share resembles 

exactly that constructed according to returns to education using community effects (i.e. 

Central highest, then Western, etc.).

The share of educated labour (with a level o f schooling higher than the 

compulsory primary school) in total employees may proxy for the supply o f educated 

labour. Other things being equal, the higher this supply, the lower the price paid for it 

should be. Again, this is confirmed by the regional data: the two regions with the 

highest share o f post-primary educated employees (Western and Northern) have also the 

lowest returns to schooling both in 1992 and 2000.

115 The only exception is the Northern region in 2000, for which gender bias is insignificantly different 
from zero according to the standard levels of significance.
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The analysis o f the share o f rural employees in total wage employment provides 

mixed evidence. Skilled labour may enjoy relatively higher returns in the modem urban 

sector (where it could exploit skill-biased technology). However, there does not appear 

to be any clear correlation between the share of rural wage employment and the 

education coefficient across regions and over time. Incidentally, it is interesting to note 

that the share o f rural employment has substantially increased in all regions over the 

nineties, despite this was a period o f mild urbanisation in Uganda (the urban share of 

population grew from 11% to 12% between 1990 and 2000).

Some further light on the determinants o f changes in returns to education could 

be shed by the results o f the extended method (as in (5.4)). This reveals that returns to 

all levels o f education have increased but with a distinct pattern.116 The Central region 

experienced its most significant increase in the post-secondary education coefficient, 

which doubles between 1992 and 2000. In the Eastern region the largest increase is that 

o f the return to primary education, while in the Western and Northern regions it is 

returns to secondary education that rose the most. Interestingly, while the convex shape 

o f the earning function with respect to skills holds for all regions in 1992, in 2000 it 

does so only for the Eastern and Central regions. The shape in the Western and 

Northern regions is convex up to the secondary school education and becomes concave 

after that. One possible interpretation of this could be that the demand for highly 

educated employees (i.e. post-secondary) is low in conflict-torn areas characterised by 

unsophisticated economic activities.

Table 5.8: Regional characteristics of Ugandan employees, 1992 and 2000

Central
1992

Eastern Western Northern Central Eastern
2000

Western Northern
Employees

Private 65.6% 47.0% 59.8% 45.0% 81.2% 55.6% 65.2% 53.4%
Public 33.6% 51.5% 39.2% 53.3% 18.3% 42.8% 33.0% 44.2%
Other 0 .8% 1.5% 1.0% 1.6% 0.5% 1.6% 1.8% 2.4%

Education
Post­

primary (>7) 48.3% 57.5% 41.8% 53.6% 50.0% 61.7% 50.3% 59.8%
Illiterates 11.5% 9.9% 14.0% 16.9% 10.2% 9.2% 9.1% 12.8%

Location
Rural 34.6% 30.8% 44.4% 32.1% 43.6% 49.5% 56.7% 39.9%
Major town 56.7% 56.9% 51.3% 55.7% 49.3% 45.6% 39.1% 46.3%

Source: LSMSfor 1992 and 2000

116 Complete results are reported in Appendix 5.1 -  Table A5.4.
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Taken at its face value the evidence is suggestive o f possible demand and supply 

related factors at work in determining returns to education across regions and over time. 

However, more robust tests for these factors are needed than those allowed by regional 

data to be able to make any meaningful inference on the effects at work. I turn to such 

tests in the next chapter using district level data.

5.5.1 Convergence

How have relative returns across regions evolved over time? The tables above 

suggest that there appears to be both relative and absolute convergence in returns to 

education across regions. This idea of convergence is confirmed by an F-test of equality 

o f education coefficients. The test strongly rejects the null (of equality) in 1992 (column 

3), while the rejection is much weaker in 2000.117 Also, the difference in regional 

coefficients seems to be explained by very local characteristics: when community fixed 

effects are included the education coefficients are not significantly different from each 

other (see columns 2, 4 and 6 in Table 5.7).

Figure 5.1 presents some graphical evidence o f a standard convergence test. It 

plots the proportionate change in returns to education (P2000 -  Pi992)/Pi992 against the 

value o f returns in 1992. The figure supports the idea o f convergence across regions 

over time (quadrants a-c). This convergence in returns to education may be consistent 

with a context o f liberalisation and market reforms such as that o f Uganda in the 

nineties, which stimulated trade between regions. In this context movement o f factors of 

production (embedded in goods) may operate as an equalising factor in the relative 

returns across regions. Regions relatively abundant in skilled labour may have caught 

up in terms o f returns to education as they would specialise in skilled abundant goods 

(thus raising the relative demand for skilled labour). This finding is in line with the 

convergence found by Duranton and Monastiriotis (2002) for UK regions. But unlike in 

the case o f the UK, convergence across Ugandan regions applies to returns to years of 

education but not to returns to experience. In particular the converging factor is returns 

to primary education while convergence does not seem to occur for secondary (quadrant 

d) and post-secondary education (not reported here).

117 It is worth noting that the difference in coefficients among regions in 1992 is almost entirely explained 
by differences in primary education coefficients, while secondary and post-secondary coefficients are not 
significantly different from each other.
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Figure 5.1: Convergence in returns to education across Ugandan regions
(a) Returns to years of education - OLS regression (b) Returns to years of education -  FE regression
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Source: returns to education are the coefficients o f the regional regressions whose results are reported in Table 5.7 (OLS is computed without community fixed effects 
and FE is computed with community FE); returns to primary> and secondary schooling are from the regressions whose results are reported in Table A5.4
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5.6. C onclusions

The analysis in this chapter provides a robust confirmation that returns to 

education have increased substantially in Uganda over the nineties. This result is robust 

to difference specifications, samples, control variables and estimation methods. An 

additional year o f education in 2000 provides on average an extra 5 to 6% increase in 

the wage premium relative to that in 1992. Given the small share o f employees with 

post-primary education (i.e. 18.3% in the 1992 sample and 20.6% in 2000 had at least a 

secondary degree), this result is primarily driven by the rise in primary returns. These 

have doubled in the span o f 8 years, experiencing a proportionately larger increase than 

returns to other schooling levels. This is encouraging for strategies aiming at expanding 

primary education as the one currently pursued by Uganda. In this light it is important 

to assess the extent to which increases in the supply o f (primary) educated workforce 

may contrast this upward trend o f returns to primary schooling. The district-level 

analysis in the next chapter helps shed some light on this question.

The pattern o f changes in returns to schooling has differed between the public 

and the private sector, with the latter experiencing more homogeneous increases across 

educational categories than the former. Overall the skilled-unskilled wage gap has 

grown slightly more in the private than in the public sector. That is not the case for the 

rural and urban sectors, which show remarkably similar increases in returns to 

education. On the other hand some marked variability emerges from the regional 

analysis. Although returns increase in all regions, die Western and Eastern regions 

experience larger (absolute) increases when not controlling for community effects, and 

the Northern and the Western regions when including community effects. These 

changes seem to be consistent with a process o f convergence over time as well as with 

skills’ demand and supply related factors. However with four data point it is difficult to 

go beyond speculations about these hypotheses. More systematic analysis requires 

smaller spatial units, which at the same time should not be too small to represent 

separate labour markets. In the next chapter I will argue that the district is a spatial unit 

that fulfils diese conditions in the case o f Uganda.
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Appendix 5.1.
Table A5.1: Determinants of wage for employees in Uganda, 1992 (all 38 districts)

( 1)
OLS

(2)
OLS

(3)
OLS

(4)
OLS

(5)
OLS

(6)
OLS

(7)
OLS

(8)
OLS

(9)
2SLS

( 10)
2SLS

Primary 0.093*** 0.060*** 0.066*** 0.051***
(0.009) (0.009) (0.009) . (0.009)

Secondary 0.091*** 0 084*** 0.078*** 0.076***
(0 .01 1 ) (0 .0 1 1 ) (0 .010 ) (0 .010 )

P o stsec 0.184*** 0.126*** 0.158*** 0.123***
(0.026) (0.026) (0.025) (0.027)

Education 0.104*** 0.080*** 0.084*** 0.073*** 0.157*** 0.135***
(0.004) (0.005) (0.004) (0.005) (0.016) (0.029)

Female -0 .2 2 1 *** -0.318*** -0.247*** -0.289*** -0.223*** • -0.314*** -0.247*** -0.286*** -0.276*** -0.258***
(0.034) (0.035) (0.035) (0.036) (0.034) (0.035) (0.034) (0.036) (0.039) (0.040)

Experience 0.041*** 0.048*** 0.032*** 0.038*** 0.040*** 0.047*** 0.032*** 0.037*** 0.052*** 0.053***
(0.004) (0.004) (0.004) (0.004) (0.004) (0.004) (0.004) (0.004) (0.006) (0.008)

Exp squared -0.0007*** -0.0007*** -0.0005*** -0.0006*** -0.0007*** -0.0007*** -0.0005*** -0.0006*** -0.0006*** -0.0007***
(0 .0001 ) (0 .0001 ) (0 .00 0 1 ) (0 .0001 ) (0 .0001 ) (0 .0001) (0 .0001 ) (0 .000 1 ) (0 .00 0 1 ) (0 .000 1 )

Unmarried -0.293*** -0.260*** -0.281*** -0.255*** -0.051 -0.084
(0.036) (0.041) (0.037) (0.042) (0.060) (0.084)

Other mar. -0 .2 0 0 *** -0.170*** -0.192*** -0.163*** -0.103* -0.099
(0.048) (0.048) (0.048) (0.049) (0.058) (0.061)

Urban 0.547*** 0.546*** 0.410***
(0.030) (0.030) (0.041)

Central 0.302*** 0.310*** 0.339***
(0.038) (0.038) (0.042)

Western -0.034 -0.025 0.048
(0.040) (0.040) (0.048)

Northern -0.164*** -0.161*** _0 144***
(0.048) (0.048) (0.052)

Comm FE NO YES NO YES NO YES NO YES NO YES
Observations 3585 3585 3585 3585 3585 3585 3585 3585 3311 3129
R-squared 0.242 0.605 0.342 0.612 0.239 0.603 0.338 0:610 0.253 0.138
Nr communities 820 820 820 820 627
1st stage F-stat 108.86 30.30
Hansen J-stat 1.438 0.908
Dependent variable is log wage from  main activity. Robust standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant at 
5%; *** significant a t 1%; instruments fo r  education in columns 9 and 10 are father and m other’s years o f  education. F-stat is the F-statistics from  the 
fir s t stage fo r  the excluded instruments; Hansen J-statistic is the test fo r  over-identification.
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Table A5.2: The influence of parents’ education on children’s education and wage, 1992 (34
districts)___________________________________________________________________________

( 1) (2) (3) (4) (5) (6)
Dep. variable Edu Edu Ln(wage) Ln(wage) Ln(wage) Ln(wage)

OLS OLS OLS OLS OLS OLS

Father education 0.620*** 0.396*** 0.073*** 0.023 0.040** 0.010
(0.067) (0.071) (0.016) (0.015) (0.016) (0.015)

Mother 0.368*** 0.194** 0.083*** 0.053*** 0.037** 0.023
education (0.077) (0.088) (0.017) (0.016) (0.019) (0.018)

Education 0.081*** 0.073***
(0.004) (0.004)

Other controls YES YES YES YES YES YES

Comm. FE NO YES NO NO YES YES
Observations 3042 3042 3025 3025 3025 3025
Nr. communities 751 746 746
R-squared 0.365 0.258 0.26 0.35 0.12 0.22
F-stat (mother &
father 100.48 30.44 44.42 12.44 10.27 2.04

Dependent variables are number o f  years o f  education (columns 1-2) and log wage from  main activity 
(columns 3-6). Robust standard errors (Huber-White method) in parentheses; * sigriificant at 10%; ** 
significant a t 5%; *** significant at 1%. F-test tests fo r  the jo in t significance o f  mother and fa th er’s 
education.
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Table A5.3: Determinants of daily wage for employees in Uganda, 1992 (34 districts)

( 1) (2) (3) (4) (5)
OLS OLS OLS OLS OLS

Primary
0.089*** 0.051*** 0.056*** 0.040***
(0 .010) (0 .010 ) (0.009) (0 .011 )

Secondary
0.087*** 0.086*** 0.076*** 0.077***
(0.013) (0 .012) (0 .012) (0 .012 )

Post-sec
0.186*** 0.126*** 0.154*** 0 j

(0.031) (0.033) (0.031) (0.035)

Education 0 . 101***
(0.004)

Mincerian controls YES YES YES YES YES
Other controls NO NO YES YES NO
Community FE NO YES NO YES NO
Observations 2925 2925 2925 2925 2925
Nr. o f communities 703 703
R-squared 0.225 0.183 0.330 0.200 0 .222

(6) (7) (8) (9) ( 10)
OLS OLS OLS 2SLS 2SLS

Education 0.078*** 0.079*** 0.069*** 0.154*** 0.137***
(0.006) (0.004) (0.006) (0.018) (0.033)

Mincerian controls YES YES YES YES YES
Other controls NO YES YES YES YES
Community FE YES NO YES NO YES
Observations 2925 2925 2925 2690 2526
Nr. o f communities 703 529 529
R-squared 0.178 0.326 0.193 0.242 0.116
1st stage F-stat 81.33 25.06
Hansen J-stat 3.387 1.027

Dependent variable is log o f  daily wage from  main activity. Robust standard errors (Huber- 
White method) in parentheses; *significant at 10%; ** significant at 5%; *** significant at 
1%; instruments fo r  education in columns 9 and 10 are father and m other’s years o f  
education. F -stat is the F-statistics from  the firs t stage fo r  the excluded instruments; Hansen 
J-statistic is the test fo r  over-identification.
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Table A5.4: Regional extended Mincerian regressions (34 districts in 1992)

(1)
Coeff. SE

1992

(2)
Coeff. SE

(3)
Coeff.

2000

(4)
SE Coeff. SE

Constant Western 10.975*** (0.132) 11.345*** (0.077) 11.084*** (0.155) 11.314*** (0.101)

Region
effects

Central
Eastern
Northern

0.169
0.689***

-0.008

(0.176)
(0 .201)
(0.333)

-0.151
-0.058
0.197

(0.206)
(0.233)
(0.263)

Central 0.128*** (0.014) 0.070*** (0.015) 0.181*** (0.017) 0.133*** (0.020)

Primary Eastern 0.043** (0.019) 0.051** (0.023) 0.181*** (0.024) 0.113*** (0.033)
Western 0.082*** (0.015) 0.073*** (0.017) 0.132*** (0.019) 0.127*** (0.023)
Northern 0.127*** (0.030) 0.063** (0.024) 0.140*** (0.027) 0.086** (0.034)
Central 0 .100*** (0.018) 0.093*** (0.019) 0.139*** (0 .022) 0.104*** (0.026)

Second. Eastern 0.068*** (0.023) 0.083*** (0.024) 0.097*** (0.030) 0.115*** (0.036)
Western 0.109*** (0.023) 0.075*** (0 .022) 0.215*** (0.029) 0.183*** (0.032)
Northern 0.097*** (0.034) 0.063* (0.038) 0.171*** (0.062) 0.208*** (0.070)
Central 0.186*** (0.039) 0.136*** (0.042) 0.313*** (0.053) 0.277*** (0.063)

Post-sec Eastern 0.204*** (0.060) 0.140** (0.067) 0.277*** (0.065) 0.163* (0.083)
Western 0.166*** (0.052) 0.160*** (0.053) 0.084 (0.065) 0.065 (0.077)
Northern 0 .110* (0.066) 0.069 (0.065) 0.084 (0.136) 0.050 (0.170)
Central -0.311*** (0.055) -0.373*** (0.065) -0.098 (0.063) -0.147** (0.070)

Female Eastern -0.274*** (0.080) -0.345*** (0.078) -0.142 (0.088) -0.131 (0 .102)
Western -0.224*** (0.071) -0.278*** (0.078) -0.141 (0.091) -0.299*** (0.101)
Northern -0.073 (0 .100) -0.244** (0.097) -0.038 (0.117) -0.139 (0.146)
Central 0.055*** (0.006) 0.054*** (0.006) 0.067*** (0.007) 0.061*** (0.008)

Exp. Eastern 0.036*** (0.007) 0.047*** (0.008) 0.057*** (0 .010) 0.047*** (0 .010)
Western 0.049*** (0.008) 0.056*** (0.008) 0.047*** (0.010) 0.056*** (0 .010)
Northern 0.019 (0.015) 0.029** (0.014) 0.032** (0.013) 0.041** (0.017)
Central -0 .001*** (0 .0001) -0 .001*** (0.0001) -0 .001*** (0 .0001) -0.001*** (0.0001)

Exp. sq. Eastern -0 .001*** (0 .0001) -0 .001*** (0 .0001) -0 .001*** (0 .0001) -0 .001*** (0 .0002)
Western -0 .001*** (0 .0001) -0.001*** (0.0001) -0 .001*** (0 .0001) -0.001*** (0.0001)
Northern -0.0002 (0 .0002) -0 .001** (0 .0002) -0 .000* (0 .0001) -0 .0002* (0.0001)

Observations 3286 3286 2608 2608
Comm FE NO YES NO YES
Nr of communities 757 796
Eq. F-test primary 4 97** 0.23 1.71 0.52
Eq. F-test secondary 0.61 0.23 2.79* 1.64
R-squared 0.30 0.49 0.43 0.52

Dependent variable is log o f  daily wage from  main activity. Robust standard errors (Huber-White method) in 
parentheses; *significant at 10%; ** significant at 5%; *** significant at 1%.
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Chapter 6. W hy have returns to education increased in Uganda 
over the 1990s? A district level analysis

6.1. In troduction

The regional analysis in chapter 5 suggests that returns to education are fairly 

heterogeneous across regions and so are their changes. This chapter uses a finer scale o f 

geographical classification - the district level -  to investigate the determ inants o f these
1 1 0

differences across space in a m ore systematic way. Such analysis is based on the 

assum ption that districts define separate labour m arkets. I w ould argue that this is a fair 

approxim ation in the case o f  Uganda as labour m obility betw een districts is fairly limited: 

according to  the LSM S data inter-district m igrants betw een 1992 and 2000 represent on 

average only 6% o f  the total district’s labour force. As m entioned above this is a very low 

figure by international standards.

The idea that districts m ay represent different labour m arkets is also supported by 

the statistically different returns to education across districts, as shown in Table 6.1 

below .119 The F-test strongly rejects the null o f  equality o f  returns to education coefficients 

in 1992 and even m ore strongly in 2000.120 These coefficients are the /? coefficients in 

equation (3) and Table 6.1 reports also their standard errors and the num ber o f  individuals 

over w hich they are com puted.121 A lm ost all o f  the coefficients are statistically significant 

at the standard levels in both years: 29 out o f  38 coefficients in 1992 and 33 o f  34 in 2000 

are significant at the 5% level. The only coefficient w hich is not significant in any years is

118 I develop the analysis keeping the districts’ configuration o f 1992, which is represented in Figure A6.1 in 
the Appendix (along with regional divisions). The population tends to distribute towards districts in the 
Central and Eastern regions along borders with Kenya and Tanzania. On the other hand, population density in 
the Northern region districts is relatively low.
119 Also returns to other key labour market characteristics such as experience and gender appear to differ 
substantially across districts (not shown here).
120 Although there is a tendency towards convergence between 1992 and 2000 in returns to education (both at 
the regional and at the district level), the stronger rejection o f inter-district equality in 2000  may appear 
somewhat puzzling. In fact it may be explained by the fact that returns to education (as w ell as to other key 
labour market characteristics) seem to be estimated more precisely in 2000 than in 1992.
121 The coefficients are estimated without the use o f community fixed effects, which are likely to 
underestimate returns to education since they net out any effects education may have in encouraging 
migration to areas o f  high labour demand or in providing local externalities (Appleton, 2001).
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that o f K apchorw a district, w hich is also the only negative coefficient in  both periods. 

W hile these negative coefficients may be representative o f  true negative returns to 

education in this district, their estim ation is very im precise and the standard intervals o f 

confidence include also positive values. Such imprecise estim ates m ay be due to the very 

low  num ber o f  em ployees over which the returns are com puted (37 in 1992 and only 14 in 

2000).122 Because o f  this I exclude K apchorwa district from  some o f  the specifications in 

the subsequent analysis as robustness check.

The im portance o f perform ing a district analysis is further confirm ed by the sizeable 

im pact o f  highly localised factors (captured by com m unity fixed effects) on returns to 

education in the national level regressions above. W hile using com m unities as the spatial 

scale o f analysis is ruled out by  the very low num ber o f  em ployees per com m unity 

available in the first stage regressions, the district analysis provides a good com prom ise in 

the trade-off betw een this num ber and the num ber o f  observations (i.e. the num ber o f  units) 

available in the second stage. This analysis also allows one to test for the channels through 

w hich m arket reform s m ay have influenced labour m arket inequalities.

There are a num ber o f  other reasons why the district is an interesting spatial un it for 

this em pirical work. It represents the m ost im portant institutional division o f  the state in 

Uganda and the constitution grants it law-making pow ers in various subjects including 

health, education and taxation. In particular, districts share responsibilities w ith the central 

government for the educational system. This may provide a source o f variation in the 

quality o f  education across districts, w hich is likely to apply to the labour force in our data 

for two reasons: the vast m ajority o f  districts in the analysis were already in place when 

m ost o f  the literate labour force in  the surveys was educated, and the labour force m obility 

across districts is lim ited.123 A further reason why the district-level analysis is increasingly 

im portant in U ganda is that the decentralisation process initiated in 1993 has been 

transferring to districts m ore state powers and responsibilities.

122 These are among the lowest numbers o f employees used in districts and over four times below the average 
number used in each district.
123 Ninety-five percent o f the districts used in the analysis had been in existence since 1971 (just after the 
Independence).
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Table 6.1: Returns to education across Ugandan districts, 1992-2000
D istrict 1992 2000

No. Pl992 S.E. N r obs P2000 S.E. Nr obs

1 Kalangala 0.082 0.034 56 0.133 0.023 32
2 Kam pala 0.105 0.010 430 0.173 0.013 235
3 Kiboga 0.082 0.026 44 0.158 0.068 23
4 Luwero 0.081 0.019 64 0.193 0.031 74
5 M asaka 0.079 0.015 169 0.159 0.014 128
6 M pigi 0.146 0.014 237 0.174 0.016 199
7 M ubende 0.141 0.019 73 0.136 0.017 69
8 M ukono 0.070 0.019 161 0.157 0.023 161
9 Rakai 0.208 0.034 58 0.203 0.032 37
11 Iganga 0.072 0.023 93 0.165 0.028 87
12 Jinja 0.130 0.015 242 0.178 0.017 125
13 K am uli 0.032 0.032 44 0.202 0.023 64
14 Kapchorwa -0.025 0.019 37 -0.058 0.113 14
15 Kum i 0.048 0.020 49 0.245 0.024 24
16 M bale 0.072 0.018 126 0.131 0.019 129
17 Pallisa 0.096 0.032 34 0.117 0.037 32
18 Soroti 0.073 0.031 62 0.148 0.032 61
19 Totoro 0.048 0.021 90 0.114 0.019 104
21 Bundibugyo 0.010 0.035 32 0
22 Bushcnyi 0.133 0.022 107 0.144 0.017 97
23 Hoima 0.147 0.035 39 0.164 0.023 61
24 Kabale 0.084 0.024 63 0.160 0.023 71
25 Kabarole 0.114 0.013 181 0.182 0.014 115
26 Kasese 0.049 0.022 110 0
27 Kibaale 0.128 0.022 38 0.191 0.036 38
28 Kisoro 0.027 0.041 22 0.184 0.038 41
29 M asindi 0.090 0.029 39 0.162 0.026 45
31 M barara 0.098 0.013 240 0.155 0.017 156
32 R ukungiri 0.093 0.032 55 0.140 0.017 58
41 Apac 0.116 0.022 44 0.161 0.031 26
42 Arua 0.061 0.020 92 0.149 0.027 87
43 Gulu 0.072 0.019 93 0
44 K itgum 0.117 0.029 64 0
45 Kotido 0.175 0.056 65 0.172 0.048 42
46 Lira 0.059 0.023 78 0.113 0.029 72
47 M oroto 0.149 0.030 80 0.115 0.021 29
48 M oyo 0.047 0.025 53 0.180 0.034 45
49 Nebbi -0.019 0.034 21 0.116 0.034 27

M ean 0.087 0.025 94 0.153 0.029 77
S.D. 0.049 0.009 82 0.048 0.018 53
Signif. (5% ) 29/38 33/34
Signif. (1% ) 24/38 * 30/34
F-stat 15.99 37.70

Note: f s  are estim ated through the OLS method in eqi4ation (5.3); the F -stat is the test fo r  the jo in t 
significance o f  the /? coefficients; N r obs. refers to the number o f  observations over which /? is estimated.
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6.2 Methodology

6.2.1 Data

The data for the dependent variables com e from  the estim ation o f  regressions (5.3) 

and (5.4) described in chapter 5. M ost o f  the district-level regressors used in the analysis 

are reported  in the LSM S surveys at either the individual or the household level so that I 

can use m icro inform ation to construct labour m arket variables for each o f the districts. 

Hence, these district-level factors can be treated as exogenous to individual decisions, but 

relevant to the determ ination o f returns to education in local labour m arkets.124

I also construct some o f  the district-level variables from  the part o f  the surveys 

containing inform ation on the com m unities o f  residence o f  the individuals surveyed. There 

are 1,216 and 1,086 com m unities surveyed in 1992 and 2000 respectively, although m ost o f  

them  are not the sam e over time. The surveys gather various types o f  information, including 

on infrastructure, prices, health and education. I average this com m unity data to generate 

the district-level variables.

6.2.2 Specifications and variables

The basic idea o f  the em pirical analysis is to identify the determ inants o f  labour 

m arket inequalities in the Ugandan context using the /? coefficients estim ated from 

equations (5.3) and (5.4) as dependent variables. In any m arket econom y skill wage 

differentials respond to relative supply o f and dem and for skills. In  a world w ith two factors 

o f  production (skilled and unskilled labour), the relative price o f  skilled labour would 

decrease in its relative supply and w ould increase in  its relative dem and (Katz and Autor, 

1999).125 The basic specification to test these predictions reads as follows:

^  =ak+bl ŜL+b2̂ ^ r+d2000 + £„ (6.1)
S u p T“ D em i01

124 In  fact th ere  m ay  b e  a p ro b lem  o f  endogeneity  i f  fo r in stance  those  d istric t-level variab les determ ine the 
lo ca tion  o f  in d iv id u a ls o r househo lds w ith  certa in  characte ris tics in to  a  spec ific  d istric t. I try  to  control for th is 
p o ten tia l source  o f  en d o g en e ity  be lo w  v ia  instrum ental v a riab le  estim ation .

T he use  o f  d istric t fix ed  effec ts in  the  em pirical spec ifica tion  ensu res th a t o th er re la tiv e ly  fixed  factors o f  
p roduction , such  as lan d  an d  to  som e ex ten t capital, are con tro lled  for.
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where ft°tLS are the schooling coefficients estim ated through (5.3), ak are district fixed 

effects, S u p l  is the supply o f  skilled labour, Sup™ is the total supply o f  labour in district k  

at tim e t and the sam e notation holds for labour dem and (Dem ) as well; and d2000  is a time 

dummy.

The fact that the dependent variable in (6.1) is estim ated rather than observed 

should not present any difficulties for the regressions aside from  a loss o f  efficiency, unless 

the sam pling error in the dependent variable (i.e. the difference betw een the true and the 

estim ated value o f  the dependent variable) is not constant across observations. In this case 

the regression errors w ill be heteroscedastic and OLS estim ation m ay generate inconsistent 

standard errors (Lewis and Linzer, 2005). As the sam ples in  the LSM S are stratified at the 

district level, the estim ated ft in (6.1) should not have sam pling errors which are 

system atically different across districts, that i s E ( £ i \ E d u i ,Wi , Z i ) = e l , V i in (5.3) and

(5.4). On the other hand the large cross-district variation in the num ber o f  observations over 

w hich the ft are estim ated (see Table 6.1) m ay represent a source o f possible 

heteroscedasticity in the standard errors in (6.1). Lew is and L inzer (2005) show that the 

OLS m ethod using W hite’s (1980) heteroscedastic consistent standard en*ors is generally 

the m ost reliable w ay o f  estim ating regressions w ith estim ated dependent variable in the 

presence o f  heteroscedasticity. That is the case except in  two instances. First, when the 

share o f  the regression residual due to sampling error in the dependent variable is very high 

(at least 80%) W LS estim ation is preferred. Second, w hen inform ation about the sampling 

errors in the dependent variable is available and highly reliable, the feasible generalized 

least squares estim ator developed by Lewis and Linzer (2005) is a m ore efficient option. 

H ow ever neither o f  these cases is likely to apply here: the eventual sampling error in the 

dependent variable is unknown, and it is likely to be not very high ( if  it exists at all) as 

argued above. Therefore I estim ate (6.1) via OLS using W hite’s heteroscedastic consistent 

standard errors. To be on the safe side I also test the robustness o f  the results to excluding 

the district w ith the lowest num ber o f observations (Kapchorw a), as this m ay be an 

im portant source o f  the dependent variable’s sam pling error, and to estim ating (6.1)
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through W LS. As shown below  the results are little affected, suggesting that the standard 

errors in (6.1) are robust to the possible concerns related to the use o f  an estimated 

dependent variable.

Table A6.1 in the Appendix describes the construction o f  the supply and demand 

variables. The supply o f  skills is proxied in the analysis through education-based measures. 

In particular, I use the d istrict’s share o f wage earners w ho have com pleted an education 

equal or higher than the prim ary level (skilled  em ployees) as the m ain m easure o f  the 

relative supply o f  skills. Com pletion o f  prim ary schooling was still relatively rare in 

Uganda in the nineties and this is one o f the reasons w hy the governm ent launched the 

Universal Prim ary Education initiative in 1997. The unw eighted district-wise average share 

o f  adults that com pleted prim ary school was 32% in 1992 and 34%  in 2000. A lthough these 

percentages are higher in the case o f  em ployees (58% in 1992 and 63%  in 2000), they still 

indicate that prim ary education is far from universal.126 To avoid the sensitivity o f the 

results to the choice o f  the skilled-unskilled threshold I also use the average num ber o f 

years o f  formal schooling com pleted by the wage earners {employees education) as an 

alternative m easure o f  the supply o f  educated labour. A dm ittedly, the supply o f skills may 

be endogenous to returns to education; this is the case for instance i f  higher relative returns 

in a district act as an incentive for employees to acquire m ore education or attract people 

with m ore education. I use an IV strategy in order to correct for these potential endogeneity 

biases, as explained below. In the subsequent analysis I also try to correct for the possible 

bias arising from  the skilled m igration induced by differential returns to education 

controlling for the districts’ rate o f  skilled immigration.

The relative dem and for skilled labour m ay depend on a num ber o f  different factors. 

It is w idely recognised that greater access to (and use of) technology increases the relative 

dem and for skilled labour, even in low-incom e developing countries. As argued by 

Anderson (2005) this m ight be for a num ber o f  reasons. First, adapting to a new  technology 

is a difficult task which requires the use o f skilled labour; second, technological progress 

has often substituted unskilled labour (e.g., autom atic assem bly lines); third, greater access

126 T his is fu rth e r co n firm ed  by  the u n w eigh ted  d istric t-w ise  average o f  years  o f  education , w hich  w as 7.5 in 
1992 and  7.8  in  2000  and  ju s t  above the n um ber o f  years to  com plete  p rim ary  education .
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to foreign technology allows developing countries to com pete internationally in m ore skill 

intensive goods, raising their average skill intensity o f  production, and thus the relative 

dem and for skilled labour. The data available does not allow  the constm ction o f a direct 

m easure o f  the use and availability o f  technology in production. G iven the data available, I 

could use a dem and-related variable as technological proxy, i.e. the district-wise share o f 

households’ purchase o f electronic goods in total household incom e {electronic purchases). 

This is a valid m easure to the extent that relatively high shares o f  electronic goods 

purchased by households m ay reflect greater access to and fam iliarity o f  usage o f  m odem  

technology. As firm s draw their labour-force predom inantly from  households in the district 

where they are located, this m easure m ay proxy for firm s’ access to and use o f  m odem  

technology. However, this m easure is likely to be correlated w ith a lot o f  the same factors 

w hich are also related to returns to education, including the level o f  education, the level o f 

income, eccetera.

Supply-related factors, such as public infrastructure m easures, appear to be more 

exogenous as technological proxies. In particular I use the average distance from each 

com m unity in a district to the closest telephone booth {telephone distance). In the fixed 

effects specifications em ployed in the em pirical analysis this is effectively close to a 

m easure o f  district-w ise public telephone density. The telephone infrastructure was not 

developed in the nineties in Uganda (as in m ost LDCs). The m edian distance o f  a 

com m unity from a telephone boot was 15 Km (and the m ean w as 27) in 1992 and 12 Km  in 

2000 (with the m ean o f  24). This infrastructure can be considered as a good proxy o f  the 

technological frontier in such a context. This is confirm ed also by  the fact that telephone 

distance is an im portant determ inant o f  consum ption o f  electronic purchase  itself at the 

district level (Table 6.2). Telephone distance has a negative and significant association w ith 

electronic purchases: the larger the distance to the telephone (i.e. the lower the telephone 

density) the low er the consum ption o f  electronic goods (colum n 1). This result is robust to 

the inclusion o f  the average num ber o f  years o f  education in the district {population edu) as 

a control, w hich has a positive non linear effect (colum n 2). A nd it even holds w hen 

including the initial share o f  electronic assets in total durable assets {electronic assets) -  

colum n 3.
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Table 6.2: The relationshin between teleDhone density and electronic purchases

Elec. puchases Elec. puchases Elec. puchases

Telephone distance (xlOOO) 

population edu (x 1000) 

population edu squared (x 1000) 

Electronic assets

-0.034***
(0.006)

-0.030***
(0.008)
8.461*
(4.448)
-0.858*
(0.453)

-0.033***
(0.008)
6.290*
(3.472)

-0.715**
(0.350)

17.898**
(8.595)

Observations 72 72 72
R-squared 0.330 0.452 0.546
Number o f district 38 38 38

Dependent variable is the share o f  electronic purchases in total income. Robust standard errors (Huber- 
White method) in parentheses; *significant at 10%; ** significant at 5%; *** significant at 1%; all 
regressions include district fix ed  effects and year effect.

Another result that em erges from Table 6.2 is that the consum ption pattern o f  the 

population appears to be influenced by its level o f  education. In general, the higher this 

level o f  education the m ore sophisticated the consum ption o f  goods and services (i.e. which 

are more intensive in skills) m ay become. Leonardi (2008) provides em pirical evidence in 

support o f  this pattern. As a share o f  this skill-intensive dem and - that o f  non tradable 

services - needs to be satisfied locally (e.g. local new spaper, good quality education, 

doctors) this may raise the relative dem and for skilled labour in the district. I test this 

hypothesis by using the average level o f  education (population edu ) o f  the adult population 

as a regressor. N ote that the use o f  this variable together w ith skilled  employees does not 

pose a problem  o f  collinearity, as the two are only m ildly correlated (correlation coefficient 

o f  0.33). That is because em ployees represent a relatively m inor proportion o f the entire 

adult population, w hich is m ainly com posed by self-em ployed and dom estic labourers. In 

the presence o f  segm ented labour markets these categories are quite distinct from the 

em ployees’ population. To the extent that the choice o f  schooling o f  the general population 

m ay be partly  determ ined by  returns to education in wage em ploym ent, population edu m ay 

be endogenous in specification (5.1). Again I deal w ith this problem  by instrum enting this 

variable as illustrated below.
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W ages in the public sector are usually less linked to the actual m arginal product o f 

labour than those in the private sector. This is very evident in transition economies where 

public sector w ages tend to be more uniform ly distributed than private sector ones (see 

Flabbi et al., 2007, Yang, 2005). Thus I also include the size o f  the public sector - defined 

as the percentage o f  em ployees employed in state-ow ned enterprises and local public firms 

(public sector) -  as a right-hand side variable in equation (5.1). As highlighted by the 

findings in chapter 5, returns to education in the public sector, especially at the prim ary 

level, experienced a significant increase in 2000 relative to 1992. For this reason I also 

interact the variable w ith a p o st-1992 dummy.

Finally, the urban sector is usually one in w hich the return to hum an capital is 

higher than in the rural sector. That is one o f  the reasons w hy other things being equal 

urban dw ellers accum ulate m ore hum an capital than their rural counterpart (Glaeser and 

M are, 2001; Lucas, 2004). Once controlling for the average level o f  hum an capital in the 

w orkforce, the share o f  employees located in urban areas (urban employment) should then 

be positively associated w ith returns to education.

6.2 .3  In stru m en ta l variab les

The two sets o f  likely endogeneous variables in (6.1) are the educational level o f  the 

workforce {skilled employees and employees education) and that o f  the adult’s population 

(population edu). As they are both educational variables it w ould be difficult to find 

separate instrum ents for each variable. I use two sets o f  instrum ents for both o f  the 

endogenous variables: the average distance o f  each com m unity to the nearest prim ary 

school (prim ary school distance) and that to the nearest secondary school (secondary 

school distance). In a context like Uganda w ith poor transport infrastructure and 

availability o f  vehicles, distance m ay indeed represent an obstacle to school attendance. 

A ccording to the data in both LSM S surveys over 2% o f  schooling age population quoted 

distance from  school as the m ost important reason for never enrolling into school or for 

dropping out. In 32%  o f  the com m unities surveyed in 1992 distance from  the school was an 

im portant (or a very im portant) reason in the decision o f  some children not to enrol in one
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o f  the three m ost popular com m unity’s prim ary schools.127 This is not surprising given that 

the m ean o f  the p rim ary school distance variable in 1992 was 3.7 K m  (1.8 the median) w ith 

peaks as high as 48 Km.

The m ajor problem  with these variables is that they refer to the current period while 

the workforce and the adult population in general was educated before. However this m ay 

not be as big o f  a problem  as it first appears. In fact, like m ost infrastructure, also schools 

take time to be built and to becom e operational. Thus there is likely to be a high degree o f 

persistence over tim e in any m easure based on schooling infrastructure, i.e. the average 

distance from  school in 1992 is likely to be highly correlated to that during the periods 

w hen the current adult population was educated. This is indirectly corroborated by the 

results o f  the first stage regressions presented in Table 6.2. Prim ary school distance  appears 

to be a negative and significant determ inant o f skilled em ployees (colum n 1). This is the 

m ain driver o f  the relatively high partial R-squared, m easuring the explanatory pow er o f  the 

school distance variables, i.e. the pow er o f  the instruments. On the other hand secondary 

school distance  has a small positive and insignificant effect on education, which is 

som ew hat surprising. This coefficient is in fact hiding a non linear U -shaped relationship 

betw een educational variables and secondary school distance, w hich em erges in colum n 2. 

W hen the average distance to the secondary school is high, a further increase in this 

distance is associated w ith an increase in the average level o f  education. A possible 

explanation m ay be that a high average distance in the absence o f  m otorised transportation 

is probably associated with schools providing full boarding to the pupils. This may reduce 

the drop-out rate relative to a situation where the distance is high but not enough to have 

boarding schools, determ ining a higher secondary school com pletion rate. This non-linear 

pattern seems not to apply to prim ary schools probably because the average distance to 

these schools is generally m uch low er than that to secondary schools. For instance in 1992 

there w as only one district w ith prim ary school distance  above 15 K m  (i.e. a long enough 

distance to m ake a daily com m ute on foot almost impossible, thus requiring the presence o f 

boarding schools) against five for secondary school distance. These results hold for the 

other educational variables as w ell (columns 3-4). It is w orth noting that distance to 

secondary school appears to be a m ore significant determ inant o f  population edu  than

127 The question was not posed in the 2000 survey.
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prim ary school distance  (as m easured by the standardised coefficients and their degree o f  

significance -  not shown here).

As the distance data come from slightly d ifferent questions in the two surveys, I 

also add the interaction betw een each distance variables w ith a p o s t-1992 dum m y.128 This 

inclusion does not affect m uch the other coefficients bu t raises the predictive power o f the 

instrum ents (colum ns 5-7). This is especially through the effect o f  the secondary school 

distance interaction term  w hich is positive and significant for the em ployees’ variables and 

negative and significant for Population edu.

Table 6.3: First stage regressions for education variables

(1)
Skilled

employees

(2)
Skilled

employees

(3)
Populat.

edu

(4)
Empl.

education

(5)
Skilled

employees

(6)
Populat.

edu

(7)
Empl.

education

Prim ary school -0.009*** -0.008*** -0.014* -0.067*** -0.007*** -0.016** -0.065***
distance (0.001) (0.002) (0.008) (0.014) (0.002) (0.006) (0.014)
Sec. school 0.005 -0.009 -0.064* -0.126 -0.014 -0.040 -0.173**
distance (0.003) (0.008) (0.035) (0.083) (0.009) (0.031) (0.075)
Sec. school 0.0003* 0.0017*** 0.0031** 0.0004** 0.0011** 0.0045***
distance sq. (0.0001) (0.0006) (0.0015) (0.0002) (0.0005) (0.0013)
Prim ary school -0.035 -0.127 -0.846**
dist. *Post-92 (0.038) (0.096) (0.398)
Sec. school 0.015*** -0.062*** 0.184***
dist. *Post-92 (0.005) (0.020) (0.046)

Other controls YES YES YES YES YES YES YES
Observations 72 72 72 72 72 72 72
Nr. o f districts 38 38 38 38 38 38 38
R-sq. (within) 0.381 0.452 0.717 0.413 0.498 0.771 0.540
Partial R-sq. 0.283 0.365 0.399 0.370 0.418 0.511 0.510

F-stat. 41.42 54.64 14.63 76.49 53.24 27.50 96.36

Robust standard errors (Huber-White method) in parentheses; *significant at 10%; ** significant at 5%; *** 
significant at 1%; all regressions include district fixed  effects and  yea r  effect; other controls include the other 
controls in Table 6.4. P artial R-squared is the R-squared o f  the school distance variables (i.e. excluded 
instruments in the Tables 6.4-6.6); F-statistics refers to the test f o r  the jo in t insignificance o f  the school 
distance variables.

Other than being good predictors o f  a d istric t’s level o f  education, the school 

distance variables need also to be exogenous in (6.1) in order to be correctly excluded from

128 In 1992 the questionnaire asked the “distance o f the centre o f  the community to primary school”, while in 
2000 it asked the distance to the “nearest primary school” as w ell as to the “most common primary school”. I 
use the former data to construct the variable although the results are very similar using the latter as well.
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the second stage. In  other words distance from  schools needs to be unrelated to other 

determ inants o f  returns to education not included in (6.1). This condition would not hold if  

for instance som e unobserved shocks to the labour m arket w hich increased returns to 

education in a district (e.g. a new  m anufacturing plant requiring specialised labour) induced 

also the establishm ent o f  new  schools in the sam e district (e.g. to supply perspective 

specialised labour for the plant). A lthough possible in principle this type o f  m echanism  is 

not likely to be at w ork in a public pre-university schooling system  as the Ugandan one (in 

2000 only 10% o f  the prim ary schools were privately run). A s the objective o f any public 

education system  should be to provide a public good to the population, this implies that the 

placem ent o f  prim ary and (possibly) secondary schools is likely to be m ainly based on 

population criteria rather than on the basis o f  the effective dem and for education.129 The 

public good nature o f schools is also one o f the guiding principles o f  the Universal Prim ary 

Education (UPE) program m e launched in 1997. The exogeneity o f  the instruments is 

confirm ed by  the data as well, as shown by the results o f  the 2SLS analyses below: the null 

hypothesis that the instrum ents are valid and correctly excluded from  the second stage is 

never rejected at even m odest levels o f  significance.130

6.3. D eterm inants o f  returns to education

Figure 6.1 graphically represents the evolution o f  returns to education reported in 

Table 6.1 on the U gandan map. A lthough the increase in  returns to education is general 

across districts, some geographical patterns o f  increases do emerge: interior districts in the 

Central and W estern regions experience particularly significant rise in returns, while 

increases in the districts on the Eastern border appear to be m ore limited. I will test for 

some o f these patterns m ore form ally in the following analysis.

129 Note that the inclusion o f  population as a control does not change the results in Table 6 .3 .1 exclude it from 
the regressions below on the determinants o f returns to education as its coefficient is never significant and 
reduces somewhat the power o f the instruments although does not affect the overall results (results available 
upon request). This little effect o f the population variable seems to be due to a similar pattern o f population 
growth across districts with the fixed effects capturing the cross-district variation in population levels.
30 This hypothesis is tested through the Sargan-Hansen test o f  overidentifying restrictions. The value o f the 

statistics - reported in the Tables below - is never significant even at the 20% level.
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Figure 6.1 R eturns to education for wage employees across Ugandan districts, 1992-2000 
1992 2000

Note: returns to education are increasing in the intensity o f  the shade (i.e. the higher the returns, the darker
the district)

Table 6.4 presents the results based on equation (6.1). The results largely confirm 

the expected effects o f skills’ demand and supply factors. Column 1 runs the fixed effects 

regression with the endogenous education related regressors. The supply o f educated 

employees -  sk illed  em ployees -  depresses returns to education, while the average 

education o f the adult population -  population  edu -  has a positive effect on returns. This is 

consistent with the idea that education does not influence returns to education only through 

the supply side but also through skills demand channels, which raise the demand for 

relatively skilled products and services. The other variables are not significant at standard 

levels, although their sign is consistent with the expectations (negative for telephone 

distance  and pu b lic  sec tor  and positive for urban em ploym ent). In terms o f the magnitude 

o f the effects, a 10% increase in the share o f prim ary educated employees (i.e. from the 

mean o f 60% to 70%) is associated with a reduction o f 1.5 percentage points in returns (i.e. 

from the m ean o f 10.2% to a still healthy 8.7%). On the other hand, a one year increase in 

the adult population’s average education is associated with a 3 percentage points increase in 

returns. This effect suggests that any population-wide expansion o f education, such as the 

one expected through UPE, would potentially counteract the decrease in returns due to 

increased supply o f skilled employees.
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Table 6.4: Determinants of returns to education 1992-2000, demand and supply

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

FE FE FE IV FE IV FE IV FE IV FE IV FE IV FE IV
FE IV 
(WLS)

P o l s P o l s P o l s
n  PRIMARY

P o l s PoLs(sep) P fe P o l s P o l s P o l s P o l s

Skilled -0.149* i © £ 00 * * -0.167*** -0.271* -0.153** -0.188*** -0.139** -0.056** -0.111*
employees (0.088) (0.070) (0.058) (0.163) (0.077) (0.063) (0.061) (0.026) (0.059)

Employees edu -0.018***
(0.006)

population edu 0.030* 0.025 0.045** 0.157*** 0.058** 0.045** 0.046*** 0.034 0.028
(0.017) (0.015) (0.018) (0.056) (0.024) (0.022) (0.016) (0.023) (0.022)

Telephone -0.012 -0.011 -0.016 0.046 0.004 -0.091*** -0.023 -0.017 -0.008 -0.015
distance (xlOO) (0.016) (0.020) (0.018) (0.043) (0.025) (0.027) (0.019) (0.019) (0.023) (0.019)
urban 0.065 0.068 0.067 -0.174 0.041 0.150* 0.072 0.103** 0.102** 0.072
employment (0.062) (0.063) (0.060) (0.144) (0.064) (0.088) (0.063) (0.049) (0.048) (0.046)

Public sector- -0.055
(0.069)

Public sector* 0.065
P ost-1992 (0.075)

Post-1992 0.032 0.063*** 0.054*** -0.010 0.046*** 0.049** 0.051*** 0.065*** 0.078*** 0.061***
(0.028) (0.016) (0.015) (0.033) (0.016) (0.023) (0.015) (0.013) (0.010) (0.015)

Observations 72 72 68 68 68 68 68 66 66 68
Nr. o f districts 38 38 34 34 34 34 34 33 33 34
R-sq. (within) 0.687 0.676 0.663 0.253 0.615 0.415 0.644 0.746 0.717 0.718
1st stage F-stat 11.86 11.86 11.86 11.86 13.04 13.15 64.43 11.94
Hansen J-stat 0.092 3.246 1.013 0.766 0.130 1.636 1.574 0.844

Dependent variables are returns to education as estim ated through (5.3) and its variants (see main text). Robust standard errors (Huber-White 
method) in parentheses; * significant at 10%; ** significant a t 5%; *** significant at 1%. F-stat is the statistics fo r  the jo in t significance o f  the 
excluded instruments in the fir s t stage; Hansen J-statistic is the over-identification test. Skilled employees, employees edu and population edu are  
instrumented through distance to prim ary school, distance to secondary school, distance to secondary school squared and distance to secondary 
school x Post-1992 dummy. The 4 districts with a single observation are dropped in the IV  estimations. In columns 8 and 9 Kapchorwa district is 
excluded.
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The share o f  the public sector in em ploym ent -  pub lic  sector  -  decreases returns, 

but less so in the second period (m easured through the interaction Public sec tor* Post- 

1992).131 The insignificance o f  public sector  seems to be related to its correlation with 

skilled  em ployees , w hich captures a substantial share o f  the public  sector  effect on returns.

This is via its (positive) im pact on the stock o f  educated em ployees, w hich complements
1

the traditional effect o f  public  sector in com pressing labour m arket inequalities. Finally 

telephone distance  has a negative effect, i.e. greater access to (and use of) technology raises 

returns, w hile urban em ploym ent has a positive effect on the skilled-unskilled wage 

prem ium . The F-test does not reject the hypothesis that the public sector coefficients are 

jo in tly  equal to zero. Therefore I exclude them  in colum n 2 obtaining very similar 

coefficients to colum n 1 except for the time dummy, w hich doubles in size and becomes 

highly significant, capturing the general upw ard trend o f  returns to education over the 

nineties. This suggests that its insignificance in colum n 1 w as probably due to the 

collinearity w ith the public sector interaction term.

Colum n 3 presents the results o f  the IV  estim ation w hich deals w ith the endogeneity 

o f  the education related variables. These are instrum ented w ith average distance from 

prim ary and secondary school, as well as the squared term  o f  the latter and distance to 

secondary school interacted w ith the time dummy. This is the set o f  instruments that 

m axim ises the predictive pow er o f  the instrum ents and follow s the results in Table 6.3 

(w hich also em ploys the same other controls as in Table 6.4). The IV  has the effect o f  

raising the education coefficients (cf. columns 3 vs. 2), confirm ing the hypothesis o f  

endogeneity biasing the coefficients downwards. That is the case if  higher returns to 

education generate incentives to acquire a higher level o f  education, thus raising both 

skilled  em ployees and population edu. It is especially the latter coefficient to be affected by 

the endogeneity bias: it grows by 80% from colum n 2 to 3 (versus a 13% growth in the 

sk illed  em ployees  coefficient). The other variables are little affected although they are 

estim ated m ore precisely than before (but rem ain not significant).

131 Note that without including this interaction term the Public sector coefficient becomes even less significant 
(not shown here).
132 I test this effect by taking away skilled employees from the regression in column 1. The coefficient o f  
Public sector doubles and becomes significant at the 14% level (results available upon request).
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In colum n 4 I use returns to prim ary education estim ated through (5.4) (P ols^ 7)

as the dependent variable. This has the effect o f  increasing both  education coefficients 

substantially, suggesting that a higher level o f education im pacts on returns to education 

(via both dem and and supply effects) m ainly through returns to prim ary education. The 

increase in the absolute size o f  the p o p  education coefficient (350% ) is considerably larger 

than that o f  the skilled  em ployees one (62%, cf. colum ns 4 vs. 3). This larger increase in 

p o p  education  m ay be part o f  the reason why returns to prim ary have grown 

proportionately m ore than the returns to other schooling levels (i.e. returns to schooling 

have becom e less convex) during the 1990s, as found in  chapter 5. Interestingly, the time 

dum m y becom es insignificant, w hich im plies that all o f  the increase in returns to prim ary 

education over the nineties is explained by the regressors in the model.

One potential concern w ith these results is that they m ay be driven by the choice o f  

specification to estim ate the /? coefficients used as dependent variables in (6.1). In columns 

5 and 6 I use p  estim ated through two different m ethods as dependent variables, i.e. returns 

to education estim ated via separate regressions for each district (j30Ls(sep), colum n 5) and 

returns to education estim ated w ith com m unity fixed effects {fiFE, colum n 6). In particular 

the use o f  p FE poses a great challenge for the identification o f  the effects on returns. 

C om m unity fixed effects represent a severe control set given the individual data available: 

in 2000 for exam ple I estim ate the /? coefficients on 2,606 individual em ployees across 796 

com m unities. Despite this challenging identification conditions the coefficients o f  the 

education variables in both colum ns 5 and 6 are not significantly different from those in 

colum n 3. In fact in the specification w ith /3FE the coefficients o f  telephone distance and 

urban em ploym ent becom e larger (in absolute size) and significant. This suggests that there 

are some time invariant com m unity characteristics w hich purge part o f  the negative effects 

o f  access to technology and o f the positive effects o f  urban em ploym ent on returns to 

education. The use o f  pFE controls for these effects m aking the technology and urban 

coefficients significant.

The results are also robust to using employees edu  as the m easure o f  supply o f  

education (colum n 7) as w ell as to excluding the outlier K apchorw a district from the 

analysis (colum n 8). This exclusion reduces the popula tion  edu  coefficient making it
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significant only at the 15% level and increases the urban em ploym ent coefficient which 

becom es significant. W hen I exclude population edu  the coefficient o f skilled  employees 

decreases by m ore than 50% (colum n 9). This suggests that failing to control for the 

(positive) dem and side effects o f  education on returns biases downwards the coefficient o f  

skills supply, w hich captures part o f  the dem and side effects as well. This is a further 

confirm ation that dem and and supply factors appear to operate simultaneously in 

determ ining returns to schooling. Finally following Flabbi et al (2008), I also estimate the 

same regression as in  (6.1) through weighted least squares using the inverse o f  the standard 

errors o f  the returns to education coefficients as weights. This should account for the fact 

that the /? are estim ated w ith different levels o f  precision in (5.3). Estimates obtained 

through this w eighted m ethod change little com pared to the unw eighted estimation, except 

for the coefficient o f  population edu w hich becom es not significant at the standard levels 

(colum n 10).

The results in Table 6.4 are robust to the use o f  different dependent variables and 

regressors as w ell as to different estim ation methods. H ow ever they still do not take into 

account the possible effects o f  the drastic economic reform s that the Ugandan government 

prom oted betw een the first and the second period o f  analysis. The next section aims to 

incorporate these effects into the analysis.

6.4. T rade, econom ic reform s and returns to education

Uganda underw ent substantial pro-m arket reform s during the period considered. 

W ith the help o f  W orld Bank sponsored Structural A djustm ent Program m e (SAP), the 

econom y was considerably liberalised starting in 1987 w ith the liberalisation process 

intensifying during the nineties. This process included the dow nsizing o f  the public sector, 

the privatisation o f  state owned enterprises, and m easures aim ed at lifting constraints to 

trade both dom estically and internationally. These m easures along w ith improvements in 

transport infrastructure have led to an increase in U ganda’s trade both across district and 

across borders. Such increases in  trade are likely to have had a relevant im pact on labour 

m arket inequalities, and the rest o f  the em pirical analysis is devoted to testing for such 

impacts. Let us consider international and domestic trade in turn.
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6.4.1. International trade liberalisation

International trade liberalisation was an im portant com ponent o f  the Ugandan 

reform  process in the 1990s. Table 6.5 shows that betw een 1994 and 2000 U ganda halved 

the average ta riff rate vis-a-vis the rest o f  the world and m ore than halved the one vis-a-vis 

the other m em bers o f  the Com m on M arket for Eastern and Southern A frica (COMESA). 

M axim um  tariff rates were reduced dram atically as well. U sing actual trade data 

R udaheranw a (2005) calculates that the average effective rates o f  protection due to applied 

tariffs fell from  35% in 1994 to 18% in 2001. Again, this liberalisation coupled with the 

im provem ents in  transport infrastructures and reduction in border-post transit times 

contributed to a large increase in both imports and exports during the nineties. Imports in 

particular grew by 50% betw een 1994 and 1999 (see Figure 6.2). A nd this figure does not 

likely docum ent the m agnitude o f the total increase in trade betw een 1992 and 1999, which 

is the period under consideration here, as a substantial jum p in international trade occurred 

between 1992 and 1994. Trade with Kenya, w hich is U ganda’s m ain trading partner, 

boom ed during 1993 and 1994 as political relations stabilised after the two countries nearly 

w ent to w a r ; in  1992. A  liberal and buoyant foreign exchange m arket and liberal 

im m igration procedures by both countries enacted in those years facilitated the free flow o f  

goods across the border.133

Table 6.5; Uganda’s import tariff rates between 1994 and 2000__________________________
Average________ Std. Dev.__________ Min____________ Max_____

WORLD
Tariff rate 1994 17.34% 9.09 0 60
Tariff rate 2000 9.36% 5.42 0 15

COMESA
Tariff rate 1994 9.78% 9.12 0 66
Tariff rate 2000_________  4.25%___________ 2T1_____________0_______________6________

Source: UNCTAD Trade Analysis and Information System

133 Newspapers in 1994 reported that “commercial traffic is so heavy that existing customs personnel are 
unable to cope with it and hundreds o f  vehicles loaded with goods spend up to a week awaiting customs 
clearance” (Ojulu, 1994). And residents o f the Uganda-Kenya border town o f  Busia defined the volume o f  
trade across the border in that year as unprecedented in the past 20 years.
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W hat type o f impact on the labour market should one expect from such a rise in 

international trade in a country like Uganda? The basic (2 goods, 2 factors, 2 countries) H- 

O framework predicts that trade would increase demand for relatively abundant factor o f 

production. In a simple two-factor model with skilled and unskilled labour, the relatively 

abundant factor in developing countries would be the latter. Thus it m ay seem somewhat 

puzzling that the literature has mainly found increases in the relative demand for skilled 

labour in developing countries in periods o f trade liberalisation.134

F igure 6.2: U gan d an  exp orts and im ports (U S$ m illion , cu rren t prices), 1994-1999
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This may not be a paradox once the assumptions o f the basic H-O model are relaxed 

in two main ways (Anderson, 2005). First, adding natural resources as a further factor o f 

production to the model may change the balance o f relative abundance in those developing 

countries relatively rich in natural resources. Second, i f  one relaxes the H -0  assumption 

that all countries have equal access to the best available production technology, then greater 

openness to that technology for countries that did not access it before liberalisation may 

increase the relative demand for skilled labour even in low-income developing countries. 

However, these considerations should have limited application to a LDC like Uganda. In 

fact its abundant factor would be unskilled labour even in a three-factor model. Labour-land 

ratio is relatively high in Uganda, especially by African standards. In tenns o f population 

density it ranks num ber 49 out o f 191 countries o f at least 1 m illion inhabitants; and it ranks

134 See the review  o f  som e o f this literature in A nderson (2005)
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num ber 7 (out o f  52) in  Africa. Also, as highlighted by  several authors (e.g. Soderbom et 

al., 2006; B aptist and Teal, 2008) poor Sub-Saharan A frican countries have lim ited access 

to the technological frontier even after trade opening. G iven the lack o f  data it is difficult to 

identify the effects o f  trade opening on access to technology in U ganda. The technological 

proxy used above indicates that access to technology m ay raise som ew hat returns to skilled 

labour, but it is not possible to assess the extent to which trade opening has facilitated (or 

not) this access. In any instances controlling for technological factors should allow to 

separate the pure trade effects from the skilled-biased technological change (SBTC)-type 

effects. G iven this discussion, one would expect that increased international trade reduced 

labour m arket inequality in a country like Uganda.

The district-level analysis offers one w ay to exam ine the extent to which trade 

opening and m arket reform s m ay have affected the skilled-unskilled wage gap. This is not 

the first study to look at labour m arket inequalities at the district level in  a period o f  trade 

opening. Taylor (2006) uses a relatively small num ber o f  regions (10) for a relatively long 

period o f  tim e (15 years) to examine skilled-unskilled w age gap w ithin the UK. In this way 

identification com es m ainly from year-to-year changes w ithin  regions. As I use a larger 

num ber o f  areas (34) and two time periods, identification in this study com es mainly from 

relative changes over tim e between districts. In this w ay this analysis m ay be able to 

identify the effects o f  changes in trade and other econom ic policies over time w ith more 

precision. Perhaps m ore im portantly this chapter m akes som e effort to develop a strategy 

that adequately identifies the im pact o f  trade opening on returns to education. In particular, 

the idea is to com pare the changes in returns in districts w hich are likely to have 

experienced increases in international trade to different extents.

One natural w ay to do so would be to use the actual data on cross-district trade as a 

proxy for a d istrict’s exposure to trade. However trade data at the district level is not 

available, nor does the Ugandan data allows em ploying another m ethod used in the 

literature to identify the exposure to trade, i.e. an industry-level analysis using the degree o f  

tariffs’ reduction as proxy for the intensity o f  trade. This strategy has been em ployed in 

developing countries’ contexts by Attanasio et al. (2003) for Colom bia and by  Topalova
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(2005) for India. In particular, Topalova matches industiy composition data at the district 

level with (exogenous) national level tariff reductions in the same industries. This exercise 

is not possible in this case as industry classification in the LSMS is not compatible with the 

tariffs’ sectoral classification (from TRAINS), which is based on the Standard International 

Trade Classification. Instead I exploit the districts’ location and that o f the main border- 

posts to identify districts’ relative exposure to trade. As a proxy for the intensity o f trade I 

construct a dummy variable Bpostk (named borderpost) which takes the value o f 1 for 

districts that host a major border-post or which are close to one (i.e. less than 50 km from 

its centroid).135 The identification o f the relevant border stations is based on the work o f the 

Uganda Bureau o f Statistics (UBOS), which lists the major road border-posts in 2005 

(UBOS, 2006). These border-posts are indicated in Figure 6.3.

Figure 6.3: The major border-posts in Uganda identified by UBOS
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135 The m ain results o f  the paper do not change w hen constructing the dum m y assigning the value o f  1 to the 
m ajor border-posts and the adjacent districts.
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However, not all border-posts were equally operational during the nineties. In 

particular, those posts bordering Tanzania (to the South and to the East) and Kenya (to the 

East) were the only ones likely to experience a significant increase in international trade 

following the liberalisation. This is for three reasons. First, K enya and Tanzania were 

am ong the largest trading partners o f  Uganda during the nineties (and they still are). 

Second, the m ajority o f  U ganda’s international trade transited through Kenya and Tanzania, 

m ainly through the ports o f  M om basa and D ar-es-Salaam .136 Im portantly, m ost o f  this trade 

was (and still is) formal thus being actually affected by reductions in tariffs.137 On the other 

hand, U ganda’s trade w ith Sudan (to the North), DRC (to the W est) and Rwanda (to the 

South-W est) was very lim ited in the nineties, due to civil unrest in these countries or in the 

U gandan districts bordering these countries (in the N orth and North-W est). For these 

reasons, I consider only the border-posts w ith Kenya and Tanzania for the construction o f  

the variable. M oreover, am ong those listed by UBOS I exclude those w hich were not active 

for m ost o f  the nineties.138 This leaves four m ajor border stations identified by UBOS

(2006) w hose nam e is circled in Figure 6.3: Busia, M alaba, M utukula and M iram a Hills. I 

also add K am pala district to this list o f  road border-posts as it hosts the m ajor airport in 

Uganda (Entebbe) through w hich all U ganda’s international trade via air transited in the 

nineties (and still does). M oreover the city o f  Kam pala has also an im portant border in the 

railw ay station for goods transported by  train to and from  Kampala.

In order to (indirectly) test the appropriateness o f  the choice o f  the borderpost 

variable as a proxy for the intensity o f  trade, let us perform  a test using the approach 

developed by N icita (2004) for M exico based on the pass-through literature. The basic idea 

o f  this approach is to test the significance o f the im pact o f  borderpost on changes in prices 

o f  traded goods following the liberalisation. Let us take a sim plified version o f  the model 

developed by N icita (2004). Prices o f  im ported goods at the district level can be expressed 

as the product o f  the international price, the exchange rate, the im port tariff and transport 

costs:

136 This information is based on personal communication with the UBOS staff.
137 This naturally applies to imports; however also exports are likely to have been affected as tariffs within 
COMESA (which Kenya and Tanzania are both part of) were reduced; also there was an increased integration 
of the East Africa Community (EAC), again which both Kenya and Tanzania are members of.
138 This identification is based on trade data and information provided directly by UBOS.
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P ^ ,= e ,P X 'sl( ^ ^ ) T C sU (6.2)

for each traded good g, district k  and period t, where the asterisks denote variables 

expressed in foreign currency. In  this fram ework the international price is given. For each 

good g, this translates into the em pirical specification:

^kt = a k A  (^2000 X B p O S tk ) +  P 2^2000 ^dt (6 .3 )

where Bpostk is borderpost and is an inverse m easure o f  transport costs. As tariffs have 

been decreasing (and transport connections are im proving) over the nineties, the thne 

dum m y is effectively an indication o f  trade liberalisation. I test the specification (6.3) on 

three different goods (second hand shirt, wheelbarrow and hoe), w hich were both imported 

and produced dom estically in the nineties, and whose im port tariffs were cut between 1994 

and 2000. The coefficient o f  the interaction betw een the time dum m y and the border-post 

variable Bpostk should capture the extent to w hich prices are differently affected across 

districts according to their proxim ity to the m ain border-posts. Following N icita (2004), pi 

is expected to be negative, as the pass-through effect (from  international to district-level 

prices) also depends on transportation costs and local production could become more 

profitable w hen transport costs are high. I f  these are not the m ajor borders through which 

the goods are im ported into Uganda, the interaction effect should not be significant. As 

Table 6.6 shows (colum ns 1-4) p i is negative and significant for all goods (for hoe the 

coefficient is significant only at the 15% level, colum n 3). This result is unaffected by the 

inclusion o f  a set o f  controls that m ay capture co-determ inants o f  prices, i.e. the districts’ 

total population and the share o f  population in urban areas (colum n 4). To check whether 

the negative coefficient is not only picking up the location o f  those districts on the border, I 

test w hether the sam e result holds even when using a dum m y taking the value o f  1 if  the 

district is on the border w ith another country {Border). This variable has an insignificant 

effect on the price o f  second hand shirt (colum n 5), confirm ing that borderpost is 

identifying the m ajor trading districts o f  Uganda.
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N ote that by  construction this test is applicable only to im ports but not to exports. 

How ever the borderpost variable is likely to capture the intensity o f  exports as well, as the 

exports transit through the same m ajor border-posts as the im ports (UBOS, 2006). In any 

instance the effect o f  the trade liberalisation process is captured m ainly through the changes 

in im ports as those are the direct consequence o f  the liberalisation. M oreover in 1999 

exports were still 10% o f  GDP while imports represented over 20%. Thus it is mainly the 

im pact o f  changes in im ports that I test through the variable Bpostk.

Table 6.6: The effects of distance from border-posts on changes in prices of a unit o f traded 
goods, 1992-2000

(1)
Shirt

(2)
Wheelbarrow

(3)
Hoe

(4)
Shirt

(5)
Shirt

Borderpost -0.129** -0.282* -0.076 -0.129**
*d2000 (0.050) (0.170) (0.052) (0.049)

-0.027 0.638*** -0.056 -0.056 -0.058
<*2000 (0.044) (0.162) (0.050) (0.047) (0.073)

Border* d20oo
-0.011
(0.081)

Constant 7.818*** 10.079*** 8.164*** 7 8 7 9*** 7.819***
Controls NO NO NO YES NO

Observations 71 69 72 71 71
Nr. o f district 38 38 38 38 38
R-squared 0.201 0.451 0.150 0.215 0.113

Robust standard errors (Huber-White method) in parentheses; dependent variable is the 
price (in Ugandan Schelling) o f  the product in log; * significant at 10%; ** significant a t 
5%; *** significant at 1%; a ll regressions include district fix ed  effects. Controls include 
the share o f  population in urban areas and districts ’ total population.

I use borderpost to test for the effects o f  international trade on returns to education 

through an extended version o f  equation (6.1):

Sup« +bfikt ~ ak + b] Tot 
SuPk,

Dem  ̂
—  +  b 3B p O S tkd  2 ooo +  d  2000 +  £ kt

2 D e m Tot
(6.4)

where the interaction between Bpost and the po st-1992 tim e dum m y d2ooo identifies 

the effects o f  trade on returns to education. This is essentially a difference-in-difference 

specification, w hich tests w hether changes in returns to education are different in the 

‘treated distric ts’ (where the treatm ent is the increase in trade) relative to the control group.
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As discussed above, both the simple (based on the 2x2x2 m odel) and the extended version 

o f  the H -0  m odel w ould predict that b3 < 0  in the case o f  Uganda.

6.4.2. Domestic trade integration

W hile there is data to m easure the increase in U ganda’s international trade, the rise 

in inter-district trade is m ore difficult to docum ent in the absence o f  data on internal trade. 

How ever some pieces o f  evidence are consistent w ith a substantial increase in inter-district 

trade in the nineties. First, the m onopoly com m odity m arketing boards, such as the Produce 

M arketing Board were dism antled in 1992. These boards de fa c to  controlled trade and 

production by guaranteeing local agricultural producers a m inim um  price for their crops. 

Their elim ination substantially freed inter-district trade in agriculture (van der Geest, 1999 

p. 132). Second, explicit restrictions to cross-district product m ovem ents were rem oved in 

1993 (W orld Bank, 2008). M oreover, the process o f  dom estic trade liberalization included 

also an attem pt to open rural areas to markets through im provem ent o f  infrastructure. 

(DENTVA, 2005). This im provem ent contributed to a considerable reduction in overland 

transport costs during the nineties. Rudaheranwa (2005) calculates that the im plicit taxation 

on U gandan exports relating to transport costs declined from  over 31% in 1994 to about 

24% in 2003 for 40-foot containerized exports. This was coupled by transport policy 

reform s, such as the com m ercialisation o f  U gandan Railw ays in the early 1990s, which 

im proved efficiency in rail transportation and allowed the railw ay to compete w ith road 

transportation (Rudaheranwa, 2005).

Table 6.7: Measures of price variation across Ugandan districts, 1992-2000
Year Mean Std. Dev Min Max range/mean StDev/mean

Soap
1992 685 58 600 925 0.47 0.09
2000 818 64 772 1,083 0.38 0.08

Hoe
1992 3,536 518 2,165 4,838 0.76 0.15
2000 3,277 296 2,981 4,583 0.49 0.09

Wheelbarrow 1992 26,389 9,761 1,500 60,000 2.22 0.37
2000 42,178 6,717 20,000 54,643 0.82 0.16

Bicycle
1992 94,235 13,745 69,286 131,667 0.66 0.15

2000 87,632 11,687 76,667 139,375 0.72 0.13
Source: author’s  elaboration on household survey data
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As data on inter-district trade is not available in U ganda, one indirect w ay to check 

for the increase in this trade over the nineties is to look at the variation in prices across 

districts over time. This variation (as m easured by  the range/m ean and the standard 

deviation/m ean ratios) is lower in 2000 than in 1992 for com m only traded goods within 

Uganda such as those shown in Table 6.7. This finding is consistent w ith the price- 

converging effect o f  increased trade between districts during the nineties.

According to the H -0  model, districts relatively endow ed w ith skilled labour are

supposed to experience an increase in the relative wage o f  skilled em ployees following a

rise in inter-district trade. In order to test for this hypothesis, I extend equation (6.4):

Sti  ̂ ^
Pkt ~ a k + "I toT+ ^2 ~  toT + ^ 3Bpostkd im  + bAS ktm 2d 2m + d 2000 + £kt (6.5)

SuPkl D em kt

where S klA992 is the relative supply o f  skilled em ployees as m easured by the share o f  skilled

(i.e. at least prim ary educated) in total employees. The prediction from  the H-O m odel in 

this case is that b4 > 0 . This test is sim ilar in spirit to that o f  M ichaels (2008), who examines 

the effect o f  increased trade between US counties (induced by road infrastructure 

developm ent) on the skilled-unskilled wage gap.

A long these lines I also examine whether there is a differential effect o f  increased 

international trade on returns to education according to the initial level o f  skills. I add a 

double interaction term  to specification (6.5):

S utd ̂  D s ji t  ^
fi£ LS = a k + h  —— j t +  b2 —— j ^ + b 2B postkd 2 ooo + bAS k m 2d 2Q00 + (6 .5’)

Suph D em h

b $  ( S kt,\992 X  ^k  X ^ 2 0 0 0  )  ^ 2 0 0 0  &kt

with the hypothesis being that bs>0 (i.e. the negative effect o f  international trade on returns 

to education is sm aller in districts relatively endowed w ith skilled em ployees than in the 

others).
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6.4.3 Results

The results o f  these regressions, reported in Table 6.8, confirm  m ost o f the basic 

theoretical predictions. Districts including a m ajor border-post or located near to one 

experience a decrease in returns to schooling after the trade opening relative to the other 

districts, suggesting that international trade has increased the relative dem and for unskilled 

labour in Uganda. Colum n 1 presents the results o f  specification (6.4), which adds 

borderpost*d2ooo to the specification in Table 6.4, colum n 3. I continue to instrum ent the 

education variables w ith the same set o f  instruments as in Table 6.4. The borderpost*d2ooo 

coefficient is negative and highly significant: during the nineties returns to education in 

districts m ore exposed to international trade decreased on average by 8 percentage point 

relative to the others. This is a significant difference considering that the average returns to 

education were betw een 13 and 15% in 2000 and they grew during the nineties by around 6 

percentage points (see chapter 5). The negative effect o f  international trade on the skilled- 

unskilled wage gap is in line w ith the theoretical prediction from  the simple H-O 

fram ework as w ell as from its extensions, as discussed in section 6.4.1. Also, the inclusion 

o f  the trade variable increases all the other coefficients, m aking telephone distance and 

urban em ploym ent highly significant (cf. Table 6.4, colum n 3). Therefore failure to 

consider the im pact o f  trade causes an underestim ation o f the effects o f  the co-determ inants 

o f  returns to education. The inclusion o f  the borderpost variable into specification (6.1) 

does not substantially affect the time coefficient (d2ooo), w hich rem ains strongly positive (in 

fact it increases somewhat, cf. colum n 1, Table 6.8 w ith colum n 3, Table 6.4). This 

suggests that the observed increase in returns to education over the nineties is not likely to 

have been driven by trade opening, but rather by other factors.

The increase in dom estic trade m ay be a good candidate in this respect, as shown in 

colum n 2, which tests specification (6.5). I take care o f the endogeneity o f  the new variable 

skilled  em p lo yeesm 2 *d2ooo by adding the interaction betw een distance to prim ary school 

and the po st-1992 dum m y to the list o f instrum ents.139 The results indicate that the 

coefficient in equation (6.5) is positive and significant as expected. This is consistent w ith

139 Note that I also concomitantly take away the distance to secondary school squared term from the list of 
instruments so as to maximise the instruments power. The results are however similar leaving this instrument 
as well (results available upon request).

J
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M ichaels (2008), w ho finds that increased inter-county trade induced by the construction o f  

an inter-state highw ay raised wage inequality in US counties relatively abundant in skilled 

labour. A ccording to the coefficient in colum n 2 returns to education in a district w ith a 

share o f  skilled em ploym ent 10% larger than the average in 1992 w ould rise by  2.2 

percentage points above the average betw een 1992 and 2000. The addition o f  this 

interaction term  {skilled employees 1992*^2000) substantially reduces the skilled  employees 

coefficient, w hich also becom es less significant. This is possibly due to the high correlation 

betw een the two variables w hich m ay have taken up som e o f  the skilled  em ployees ’ effect. 

Interestingly, the inclusion o f  this interaction term  m akes the time dum m y coefficient 

insignificant. Again it is not clear whether this is the result o f  the collinearity betw een the 

interaction and the time dum m y or o f  the genuine effect o f  skilled  employees 1992*̂ 2000 

explaining the residual part o f  the increase in returns over time.

Follow ing specification (6 .5 ’) I next test for w hether the im pact o f international 

trade on returns to schooling differs according to the d istrict’s relative level o f  education. 

The positive (although not significant) Skilled  em pl 1992*borderpost*d2ooo coefficient in 

colum n 3 suggests that this m ay be the case (i.e. w ithin those districts m ore exposed to 

trade m ore skilled districts experience a lower decline in returns relatively to the others). 

H ow ever the result does not hold when I put skilled  em ployees m 2 *d2ooo back in the 

regression (colum n 4). This suggests that there is no differential im pact o f trade across 

districts on the basis o f  skills, i.e. bs in (6 .5’) is not significantly different from zero. In fact 

the addition o f  this interaction makes the borderpost*d2ooo coefficient insignificant 

probably  due to the high collinearity w ith Skilled  em pl m i*  borderpost* diooo-

A n interesting question is whether any other theory than traditional trade can offer 

an  alternative (or com plem entary) explanation for the effects o f  trade reform s on the 

skilled-unskilled wage gap observed in Uganda. The N EG  core-periphery m odel (Krugman, 

1991) is a useful fram ework to analyse the allocation o f  activity w ithin a country following 

a trade shock. It predicts that firms desire to concentrate production near large consum er 

m arkets, as this allows them to economise both on transport and fixed production costs. A 

reduction in trade costs influences the location o f  econom ic activity by  expanding the set o f
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m arkets that firm s can serve. This gives firms an incentive to m ove production to regions 

w ith relatively good access to foreign m arkets, such as border areas or port cities. Hanson 

(1997) shows that following NAFTA production w ithin M exico relocated towards the 

M exico-US border and away from  M exico City.

Table 6.8: The impact of economic reforms on returns to education, 1992-2000

(1) (2) (3) (4) (5) (6)
FE IV FE IV FE IV FE IV FE IV FE IV
P ols P ols P ols P ols P ols P ols

D rt m /-J/j p / /V 9 M/I /I -0.081*** -0.072*** -0.139*** -0.006 -0.074***DOruBrpOSl UZUUU
(0.025) (0.026) (0.045) (0.099) (0.026)

-0.302*** -0.188* -0.289*** -0.185* -0.081 -0.211**
Skilled employees

(0.080) (0.108) (0.082) (0.107) (0.098) (0.097)
0.095*** 0.082*** 0.095*** 0.080*** 0.048*** 0.089***f^OpnlatlOn
(0.024) (0.030) (0.024) (0.029) . (0.017) (0.028)

Telephone distance -0.049** -0.044*** -0.051*** -0.041** -0.013 -0.045***
(xlOO) (0.019) (0.015) (0.019) (0.016) (0.011) (0.016)

, . 0.142*** 0.168*** 0.149*** 0.162*** 0.116** 0.168***Urban cmploytncnt
(0.054) (0.051) (0.056) (0.054) (0.055) (0.051)

Skilled 0.218* 0.238* 0.273 0.200
empl ] 992 *^2000 (0.133) (0.148) (0.179) (0.124)
Skilled empli<)92* 0.101 -0.112
Borderpost * d2ooo (0.078) (0.171)
Log Distance to 0.011** 0.003
Kam pala*d20oo (0.005) (0.005)

0.065*** -0.061 0.065*** -0.073 -0.160 -0.065
«2000 (0.011) (0.074) (0.010) (0.084) (0.120) (0.085)

Observations 68 68 68 68 68 68
Number o f  districts 34 34 34 34 34 34
R-squared 0.701 0.739 0.712 0.740 0.672 0.731
1st stage F-stat 6.03 2.36 5.85 2.20 2.17 2.19
Hansen J-stat 0.126 1.188 0.102 1.329 1.481 1.344

Dependent variable is return to education as estim ated through (5.3). Robust standard errors (Huber-White
method) in parentheses; * significant at 10%; ** significant at 5%; *** significant a t 1%. F-stat is the
statistics fo r  the jo in t significance o f  the excluded instruments in the fir s t stage; Hansen J-statistic is the 
over-identification test. Endogenous variables are skilled employees, population edu and skilled  
employeesig92*d2ooo- Skilled employees and population edu are instrumented through distance to primary 
school, distance to secondary school, distance to secondary school squared and distance to secondary school 
x  P ost-1992 dummy (columns 1 and 3). In the specifications with Skilled empli992*d2ooo> distance to 
secondary school squared is replaced by distance to prim ary school x P ost-1992 dummy in the instrument set 
(columns 2 and 4-6). The 4 districts with a single observation are dropped in the IV  estimations.

In the case o f  Uganda the international trade liberalisation was m ainly a unilateral 

liberalisation, as described above. Therefore increased access to m arkets during the nineties 

did not happen m uch along the country’s international borders, but it rather occurred within



the dom estic borders through a reduction in internal trade costs. A ccording to the core­

periphery m odel this should lead to an increased concentration o f  econom ic activity near 

the m ain m arket(s). In the case o f  Uganda K am pala district represents by far the densest 

area in term s o f  econom ic activity in the country. B ut w hile the predictions o f  this 

fram ework are clear w ith respect to the (re-)location o f  econom ic activity  w ithin a country 

following a trade shock, they are less clear as far as the d istricts’ skilled-unskilled wage gap 

is concerned. This will ultim ately depend on the skill intensity o f  the productions the 

district specialises in. I f  the dom estic goods that K am pala’s m arket dem ands are relatively 

skill intensive then a reduction in internal trade barriers m ay lead to the concentration o f 

relatively skilled econom ic activity in nearby districts. A ll else equal, this would generate 

an increase in the skilled wage prem ium  in those districts and vice-versa in the districts 

further away. Em pirically I try to identify any such effects through an interaction term  

betw een the distance (in log) to Kam pala and the po st-1992 dum m y.140 I include this 

variable in colum n 5 w hile excluding borderpost. This term  is positive and significant 

hinting at the opposite situation o f  the example above, i.e. districts closer to Kampala 

experience a decline in returns relative to those further away. However re-including 

borderpost in the regression (colum n 6) w ipes aw ay this effect m aking the distance to 

Kam pala coefficient insignificant (while borderpost rem ains negative and significant). This 

suggests that the effects o f  distance to Kam pala on returns to education are driven by its 

role as a m ajor border-post rather than as a m ajor market.

6.4.4 R obustness

Although the m ain results o f  the analysis seem  to be quite neat, I test their 

robustness to a variety o f  checks. Table 6.9 presents the results o f  these checks. First, I use 

returns to prim ary schooling calculated through the extended m ethod as in (5.4) as the 

dependent variable (colum n 1). This does not change the sign o f  the variables, and confirms 

that returns to prim ary education are m ore responsive than returns to education to changes 

in the regressors. The positive effect o f  pop  education  is again particularly strong: a 10% 

increase in the average education o f  the adult population is associated w ith an increase by

140 This distance is calculated with the method of the great circle distance between the city of Kampala and 
the, centroid of the district
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1.9 percentage points in returns to prim ary education. On the other hand the technological 

proxy and urban em ploym ent lose significance in this specification. The time dummy 

remains negative (relative to Table 6.4, colum n 4) but becom es significant, again possibly 

due to the collinearity w ith Skilled  em p lm 2 *d2ooo, w hose coefficient is indeed much larger 

than in Table 6.8. M ost results are robust also to using returns to education estimated via 

separate regressions for each district {f$0Ls(sep), colum n 2) and returns to education 

estim ated w ith com m unity fixed effects (J3fe, colum n 3) as dependent variables. In the 

form er case the only relevant change is that telephone distance  loses somewhat 

significance. In the case o f  pFE the m ain change is that skilled  em pl\992*d2ooo becomes 

insignificant at standard levels (although it rem ains positive). In colum n 4 I employ 

w eighted least squares w ith the inverse o f  the standard errors o f  the /? coefficients as 

weights to account for the fact that the ft are estim ated w ith different levels o f  precision. 

Again, estim ates obtained through this m ethod change little com pared to the baseline 

estimation, except for the coefficient o f  population edu  w hich loses som e significance. The 

results are also robust to the exclusion o f  the outlier district K apchorw a (colum n 5).

U ntil now  the results for the effects o f international trade on returns to schooling 

have im plicitly relied on the assum ption that the ‘treatm ent’ (i.e. increased international 

trade over the 1990s) was exogenous to returns to education as it w as determined by 

districts’ location. As all the m ajor border-posts had been in  place for some time before the 

beginning o f  the liberalisation process, this assum ption seems reasonable. But w hat about if  

those districts had been selected to host the border-posts on the basis o f  certain unobserved 

characteristics (e.g. good infrastructure) w hich had also an effect on returns to education? 

The district fixed effects should account for these characteristics as long as they are time 

invariant. H ow ever to the extent that some unobserved shocks (e.g. an  im provem ent in the 

infrastructure netw ork to facilitate international trade) m ay affect only those districts 

hosting a border-post (or close to one) as well as returns to education, this m ay generate a 

bias in the borderpost*d2ooo coefficient. In order to control for this possibility I instrument 

borderpost*d2ooo w ith  a dum m y identifying all the districts bordering K enya and Tanzania 

interacted w ith the po st-1992 dummy. This variable is highly correlated w ith borderpost 

due to the w ay the latter has been constructed (i.e. considering only the active border-posts
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during the 1990s, w hich w ere on the borders w ith Tanzania and Kenya). This is confirmed 

by  the high F-statistics (14.08) and partial R-squared (0.55) o f  the first stage regression for 

borderpost (not shown here). This instrum ent is also likely to be exogenous to returns to 

education, as also confirm ed by  the Hansen J-test w hich does not reject the null hypothesis 

o f  exogeneity o f  the instrum ent set (colum n 6).

Table 6.9: The effects of economic reforms on returns to education, 1992-2000, robustness checks

(1) (2) (3) (4) (5) (6) (7) (8)

FE IV FE IV FE IV FE IV 
(WLS)

FE IV FE IV
LIML

IV
FE IV

nPRIMARY
P o l s fioLs(sep) P f e P o l s P o l s P o l s P o l s P o l s

B orderpost* -0.127** -0.076*** -0.099** -0.056** -0.051*** -0.088*** -0.090***
diooo (0.052) (0.024) (0.047) (0.024) (0.017) (0.025) (0.027)

Border* d2000 -0.018
(0.018)

Skilled -0.072 -0.121 -0.303 -0.093 -0.126 -0.203** -0.217** -0.026
employees (0.253) (0.119) (0.188) (0.116) (0.089) (0.088) (0.106) (0.099)

Population edu 0.185***
(0.067)

0.094***
(0.027)

0.097*
(0.052)

0.051
(0.033)

0.059***
(0.021)

0.090***
(0.025)

0.093***
(0.030)

0.036*
(0.020)

Skilled 0.927*** 0.265* 0.229 0.251* 0.194 0.205* 0.210 0.321*
empl\ 992* d2ooo (0.333) (0.161) (0.221) (0.130) (0.132) (0.126) (0.152) (0.176)

Telephone dist. 
(xlOO)

0.005 -0.024 0.130*** 0.038*** 0.036*** 0.049*** 0.051*** -0.016
(0.042) (0.017) (0.041) (0.014) (0.012) (0.014) (0.016) (0.012)

Urban 0.093 0.152** 0.281*** 0.172*** 0.175*** 0.180*** 0.183*** 0.124**
employment (0.140) (0.061) (0.089) (0.053) (0.046) (0.055) (0.057) (0.062)

d2ooo 0.516*** -0.098 -0.065 -0.070 -0.041 -0.052 -0.055 -0.118
(0.182) (0.090) (0.129) (0.072) (0.073) (0.070) (0.083) (0.104)

Borderpost
instrumented

NO NO NO NO NO YES YES NO

Observations 68 68 68 68 66 68 68 68
R-squared 0.468 0.716 0.322 0.762 0.824 0.726 0.713 0.652
Nr. o f districts 34 34 34 34 33 34 34 34
1st stage F-stat 2.36 2.36 2.36 1.87 2.67 1.86 1.86 2.08
Hansen J-stat 0.253 1.166 0.331 0.116 0.081 0.917 0.888 1.548

Dependent variables are return to education as estim ated through (5.3) and its variants. Robust standard errors 
(Huber-White method) in parentheses; * significant a t 10%; ** significant at 5%; *** significant at 1%. F-stat 
is the statistics fo r  the jo in t significance o f  the excluded instruments in the f ir s t stage; Hansen J-statistic is the 
over-identification test. Endogenous variables are skilled employees, population edu, skilled  
employees 1992*̂ 2000 and borderpost*d2ooo in columns 2 and 3. Skilled employees, population edu and skilled  
employeesi992*d2ooo are instrumented through distance to prim ary school, distance to secondary school, 
distance to prim ary school x  P ost-1992 dummy and distance to secondary school x  P ost-1992 dummy. 
Borderpost*d2ooo is instrumented through a dummy fo r  districts bordering Kenya and Tanzania. In columns 5 
Kapchorwa district is excluded.
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Instrum enting borderpost has the effect o f  raising slightly its coefficient (cf. Table 

6.8, colum n 2) w hich rem ains highly significant, like all the other variables except the time 

dum m y (w hich continues to be insignificant, column 6). The inclusion o f borderpost in the 

endogenous variable list reduces the F-statistics. To control that the results are not 

influenced by the relatively w eak predictive pow er o f  the instrum ents, I use LIM L 

estim ation w hich should be m ore reliable in case o f  w eak instrum ents, as discussed in 

chapter 3. The results are once again unaffected (colum n 7).

Finally, I check that borderpost is not capturing the effects o f  districts being located 

on the foreign border o f  U ganda rather than the actual effects o f  trade. In order to do that I 

use a different proxy for the intensity o f  trade, i.e. a variable identifying the districts on any 

national borders (i.e. including also those bordering Sudan, DRC and Rwanda) interacted 

w ith a p o st-1992 dum m y (border*d2ooo)• The fact that this variable is not significant 

(colum n 8) adds confidence to the claim  that borderpost identifies those districts more 

exposed to U ganda’s international trade in the 1990s, w hich instead did not occur m uch 

through the country’s N orthern and W estern borders.

6.4.5 M ig ra tio n

As m entioned above, to the extent that a higher prem ium  for educated labour attract 

higher skilled em ployees, in a context o f unrestricted labour m obility the results m ay be 

biased by reverse causality. A nother way to tackle this potential problem  other than IV 

estim ation is to control for inter-district migration. D ata on this is available only in the 

2000 survey, therefore I use proportionate changes in returns to education between 1992 

and 2000 as the dependent variable. The regression reads as:

^P k = a biA Sk + b2A D k + b3B postk + b4 S k i992 + b5M ig k 9 2  + e  k (6.6)

where the term s in A indicate proportionate changes, so that: 

Aj3°LS = (Pkiooo ~ Pk,1992) P̂kA992 ’ afld Dk are standard factors proxying for relative 

supply and dem and o f  skilled labour, and M igk 92 is the share o f  skilled m igrants (i.e. at 

least prim ary educated) in total adult population in district k  who im m igrated between 1992
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and 1999. It is useful to examine this type o f analysis graphically. Figure 6.4 plots the 

change in returns to education betw een 1992 and 2000 against the initial level o f

returns ( / ? ^ ) .  The figure suggests that there is some tendency towards convergence in 

returns to education across districts over the period considered. In  quadrant a, the m ild 

negative relation is influenced by Kapchorwa district (num ber 14), w hich is the outlier 

identified above. Once this district is dropped, a convex relationship betw een proportionate 

change in returns and the level o f  returns in 1992 em erges -  see quadrant (b). The 

convergence is apparent also w hen dropping the other influential district Nebbi (number 

49) -  quadrant (c). As in the case o f regions, the convergence pattern is specific to returns 

to education, but not necessarily to other labour m arket characteristics, such as experience 

(quadrant d). Thus there seem to be some factors at play w hich tend to equalise returns to 

education across space over time. This m ay not be surprising given the increased m obility 

o f  goods in a period o f  m arket liberalisation.

I use IV estim ation to im plement specification (6.6) em ploying the same set o f 

instrum ents as before adapted to the first difference estim ation perform ed here. The results 

o f  this analysis are presented in Table 6.10, w hich confirm s the effects o f  the m ain 

variables even w hen including migration controls. In colum n 1 I include all the main 

variables m easured in proportionate change (except B orderpost which is a time invariant 

dummy). Borderpost exerts a negative effect on proportionate changes in the returns to 

schooling and so does the change in Skilled employees. A lso APopulation edu and z/Urban 

em ploym ent m aintain their positive and significant effect on returns, while A Telephone 

distance exerts a negative and significant effect. The results change little when including 

the share o f  skilled em ployees in 1992, which has a positive but not significant effect on 

returns to schooling (colum n 2). This inclusion m akes the changes in  skills supply 

insignificant, suggesting that the m ain effects o f  the skill supply on returns to education are 

explained by the initial level o f  skills rather than by its changes. In line w ith the results 

above, relatively highly skilled districts experience a greater rise in  returns to education 

than the other districts. Im portantly these results are robust to the inclusion o f 

M igk 92 (colum n 3), w hich has a U-shaped relationship w ith returns to education. The 

negative sign on the linear term  o f  the m igration variable is consistent w ith the idea that a
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higher skilled im m igration rate depresses returns to schooling as it raises the supply o f 

skills. The inclusion o f the m igration controls raises substantially the absolute size o f  the 

A Skilled  em ployees and APopulation edu  coefficients, consistently w ith the idea that skilled 

m igration occurs towards districts w ith relatively high returns to education. These results 

suggest that as the regressions above fail to control for m igration they m ay generate lower 

bound estim ates o f  the effects o f  the educational variables on returns to education (even in 

the context o f  IV  estimation).

Table 6.10: The determinants of changes in returns to education, 1992-2000

Borderpost 

A skilled employees 

A population edu 

A telephone distance 

A urban employment 

Skilled em ployees92 

Mig92

Mig92 squared

Observations 
R-squared 
1st stage F-stat 
Hansen J-stat

(1)
IV

AfioLS

(2)
IV

AfioLS

(3)
IV

A P ols

-3.706** -3.131** -3.570**
(1.471) (1.428) (1.515)

-4.843** -1.761 -4.286
(2.174) (3.427) (3.171)

10.904** 7.311 15.304**
(5.334) (6.314) (7.217)

-0.482** -0.393** -0.153
(0.229) (0.182) (0.300)
4.718** 5.026** 5.253**
(2.166) (2.409) (2.322)

12.124 3.864
(11.921) (9.336)

-79.800
(51.227)
354.779

(237.627)

34 34 34
0.366 0.388 0.457
3.21 2.30 2.95
1.119 0.047 0.003

Dependent variable is the proportionate change o f  return to education as estim ated through (5.3). 
Robust standard errors (Huber-White method) in parentheses; * significant a t 10%; ** significant 
at 5%; *** significant at 1%. F-stat is the statistics fo r  the jo in t significance o f  the excluded 
instruments in the fir s t stage; Hansen J-statistic is the over-identification test. Endogenous 
variables are Askilled employees, Apopulation edu, skilled em ployeesj992. They are instrumented 
through Adistance to prim ary school, Adistance to secondary school, distance to prim ary school in 
1992 and distance to secondary school in 1992. In column 5 Kapchorwa district is excluded.
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Figure 6.4: Convergence in returns to education across districts over time
(a) R eturns to edu (t-stat: edu92=-2.22) (b) Returns to edu (t-stat: edu92 =-9.05; edu92 sq. =7.16)
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Note: returns to education and returns to experience are computed through the OLS estimation in (5.4); district numbers are explained in Table 6.1
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6.5. Conclusions

In U ganda returns to education -  an im portant m easure o f  labour m arket inequality - 

have substantially increased during the nineties. This w as the general trend for the country 

as a whole, as confirm ed in chapter 5, although w ith substantial variation across regions 

and districts. By exploiting such variation, this chapter has exam ined the determinants o f  

returns to education in a w ithin country context. The results confirm  the importance o f  

dem and and supply (o f skills) factors in determ ining returns to education. In particular, 

returns are depressed by the supply o f skills, and raised by the general level o f  education, 

the urbanisation rate, and the access to technology. These effects are robust to using a 

variety o f  dependent and independent variables, estim ation m ethods and samples. They also 

appear to be causal in nature as confirm ed by the results o f  the IV  estim ation w hich tackles 

the endogeneity o f  the educational variables through a set o f  instrum ents based on distance 

to prim ary and secondary schools.

The m ethodology em ployed in this w ork has also helped reconcile the widening 

skilled-unskilled wage gap following trade opening w ith the standard H -0  model 

predictions o f  a relative rise in the returns to the (relatively) abundant factor o f production, 

i.e. unskilled labour in the case o f Uganda. In fact the analysis -  w hich also controls for 

other factors influenced by  trade integration, such as access to technology - suggests that 

international trade depresses returns to education in line w ith  the theoretical expectations. 

On the other hand, the intensification o f  dom estic trade across districts during the 1990s 

(another by-product o f  the reform s) appears to have increased returns in those districts 

relatively endow ed w ith skilled employees. This effect seems to explain a large share o f the 

rise in returns to education over the 1990s.

The findings in these chapters m ay also help shed som e light on w hy the expansion 

o f  the supply o f  education in U ganda during the 1990s has not depressed returns to 

schooling and has been associated w ith substantial reductions o f  poverty, differently to the 

experience o f  other SSA countries (Bennell, 2002; Soderbom  et al., 2006). First, although 

the growth in educational supply o f  em ployees has a negative effect on returns to 

schooling, the rise in education o f  the entire population increases returns through dem and
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side effects. Second, the wage earning function in U ganda becam e less convex during the 

nineties, as returns to prim ary education appear to have been m ore responsive to changes in 

education than returns to other levels o f education. In particular the positive effect o f the 

average education o f  the adult population on returns to prim ary schooling (demand-side 

effect o f education) is considerably larger than the negative effect o f  the skilled labour 

supply (supply-side effect). This differential effect m ay provide an explanation as to why 

the convexity o f  the earning function increased during the 1990s. The expansion o f 

education during the 1990s is likely to have operated relatively m ore through demand-side 

than through supply-side effects particularly on returns to prim ary education. This has 

raised such returns proportionately m ore than the returns to other schooling levels (i.e. 

returns to schooling have become less convex), as found in chapter 5. The expansion o f 

education along w ith the decrease in convexity m ay have generated more growth and 

poverty reduction than if  the convexity o f  the earning function had not changed. This 

pattern is positive new s for the UPE program m e in U ganda, although it is not clear whether 

it will hold regardless o f  the level o f  average education o f  the population. Thus it will be 

im portant to continue to m onitor the effect o f  changes in education on returns to schooling 

in the future.

M oreover, although education expanded rapidly in the 1990s in Uganda, the chaos 

o f  the earlier period o f  economic m ism anagem ent and civil conflict had limited the 

educational expansion, thus educated labour was scarcer than in  other SSA countries. 

Because o f  these reasons, the Universal Prim ary Education policy im plemented by the 

Ugandan governm ent in 1997 has the potential to generate earnings growth despite the 

associated expansion o f  the educational supply. It w ould be im portant to evaluate its effects 

as new  data com es on stream also including self-em ployed into the analysis.

Finally, these findings suggest that a rapid convergence process in returns to 

education has been occurring across districts, w hich is possibly fuelled by increased 

m ovem ent o f  goods. This has increased returns in regions and districts relatively more 

endow ed w ith skilled labour, w hich initially enjoyed low er returns (due to a larger skills’ 

base). W hether this process will lead to an equalisation o f  labour m arket inequalities across 

districts or w ill generate higher returns in m ore skilled districts rem ains an open question.
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A p p en dix  6.1

Figure A6.1: Ugandan districts in 1992 (by region)
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Table A l: Description of district-level variables
Variable’s name Units Description

Skilled employees Percentage

District-wise share of wage earners who have 
completed an education equal or higher than the 
primary level (i.e. 7 years or more)

•

Population education Years
District-wise average number of years of formal 
schooling of the working age population (i.e. 15 
years or above)

Employees education Years District-wise average number of years of formal 
schooling completed by the wage earners

Telephone distance Km

Average distance from the centre of each 
community within a district to the closest public 
telephone booth

Electronic assets Percentage

District-wise total value of households’ 
electronic assets over total value of durable 
assets. Electronic goods are defined as 
“Electronic Equipment e.g TV, Radio, Cassette, 
etc.”

Electronic purchase Percentage
District’s value of purchases by households in 
the last 12 months of electronic goods over 
district’s total income.

Public sector Percentage
District-wise number of wage earners employed 
in state-owned enterprises and local public firms 
over total district’s number of wage earners

Urban employment 

Primary school distance

Percentage

Km

District-wise number of wage earners located in 
urban areas over total district’s number of wage 
earners
Average distance from the centre of each 
community witliin a district to the closest 
primary school

Secondary school distance Km Average distance from the centre o f each 
community within a district to the closest 
secondary school

Borderpost Dummy Value 1 if  the district hosts a major border-post 
or is close to one (i.e. less than 50 km from its 
centroid); 0 otherwise.

Border Dummy Value 1 if  the district is bordering with a foreign 
country; 0 otherwise.

Migration92 Percentage District-wise population with primary education 
or above that migrated into the district after 
1992 over total adult population of the district

Source: World Bank LSMS on Uganda for 1992 and 1999/2000.
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Concluding remarks

Developing countries have been undergoing important changes in the spatial 

structures o f their economies in recent decades. One o f the main messages o f this thesis 

is that without a proper evaluation o f these changes our understanding o f the 

development process is incomplete. In the absence o f such evaluation both the causes 

and the consequences o f changes in spatial disparities may be ill understood. As these 

changes are likely to continue as the process o f economic development unfolds, 

bringing a spatial perspective into the analysis o f  development patterns is a key 

component to ensure the adequacy o f policy prescriptions. Each chapter has tried to do 

that from a different perspective focussing on relatively under-researched spatial 

transformations in developing countries.

The first major transformation considered is the evolution o f rural-urban 

disparities in living standards as a country develops economically. Chapter 1 has shown 

that for Indian states in the Post-Independence period such disparities tend to shrink 

with economic development for low levels of income per capita and then they start 

growing again after a certain threshold of income. This pattern seems consistent with 

the one characterising countries at the very early stages o f development (e.g. LDCs) in 

line with evidence by World Bank (2009, fig. 2a) on a cross-section o f countries. This 

evidence further suggests that there is a tendency for rural-urban disparities to increase 

in the following transition from low to middle income and then to decrease again after 

reaching the middle-income stage. As most Indian states in the second half of the 20th 

century had income per capita typical o f the bottom part o f today’s low income 

countries, this analysis may be representative o f the very early stages o f the economic 

transition. I f  that is the case, living standards in rural and urban areas may now diverge 

as Indian states develop and will eventually return to converge when states reach higher 

levels o f income per capita. Two further findings of the chapter may help policy-makers 

prepare for (and eventually mitigate) these changes. First, land reform has a negative 

association with rural-urban disparities helping rural areas to catch up relative to urban 

areas. This is consistent with Besley and Burgess (2000) as well as with the results in 

chapter 3. Second, rural-urban disparities decrease with the degree o f urbanisation again 

in line with the evidence in chapter 4. Hence to the extent that the relation between
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urbanisation and rural-urban disparities follows the same path as in the past, 

urbanisation may dampen the eventual future increase in disparities.

The urban counterpart of this analysis concerns how the growth in wellbeing 

differs within the urban sector, and in particular between small and large towns. In the 

absence of direct measures o f income for Indian cities, I have used population growth as 

a proxy o f wellbeing for urban areas, as argued by Glaeser et al. (1995). I find a 

tendency towards convergence in growth rates among Indian towns across all decades 

o f the century. Smaller towns grow faster than larger ones, although this pattern holds 

until a certain size threshold after which growth rate becomes an increasing function of 

size. This finding contrasts with the concern in policy circles in India and elsewhere in 

the developing world that small and medium sized towns have been growing too slowly 

relative to the large ones. On the other hand very large cities are less subject to this 

negative size effect on growth than large ones, which may be o f some concern 

especially with respect to the Indian mega-cities.

This concern is common to many developing countries, where the tendency 

towards urban primacy is more pronounced (Kim, 2007). Chapters 2 and 3 are a 

contribution in the analysis o f the determinants of urban primacy in a developing 

country experiencing rural-urban migration. They have focused on the possible role of 

the rural sector in influencing urban primacy. Chapter 2 has developed a two city 

framework whereby changes in the rural sector (such as agricultural productivity) shift 

the urban labour supply curve. This shift affects in turn the equilibrium urbanisation 

level as well as the distribution o f urban population across cities. Shocks to the 

agricultural sector which make the labour supply curve steeper would reduce the 

urbanisation level, while the effect on the distribution o f population across die two cities 

depends on the shape o f the two net wage curves. In particular the decreasing part of the 

net wage curve for city 1 needs to be flatter than that for city 2 by a certain proportion 

for a steeper labour supply curve to be associated with an increase in primacy. In other 

words, congestion costs should kick in more slowly relative to agglomeration forces in 

the larger than in the smaller city.

The empirical analysis in chapter 3 has applied this framework to the Indian 

states in the Post-Independence period. The results suggest that the elasticity o f rural- 

urban labour supply (proxied primarily tiirough the agricultural productivity o f land) has
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a positive effect on urban primacy as well as on urbanisation rate. The causality o f the 

relationships (i.e. from elasticity to primacy and from elasticity to urbanisation) is 

confirmed by the results o f the IV estimation, using rainfall levels and land reform 

legislations as instruments for agricultural variables. These findings are among the first 

to support the idea that the conditions in the agricultural sector may tilt the balance of 

population across urban areas. According to the analysis reducing the intensity o f the 

push factors in rural areas may help reducing (or decreasing the rate o f growth in) the 

level o f urban primacy. Analytically this strategy would have a similar effect on 

urbanisation as rural-urban migration restrictions, which also act on the labour supply 

curve making it steeper. However it would not have the adverse effect on the welfare o f 

potential migrants as restrictions (which prevent migrants to move where their labour is 

potentially more productive) would do. This may lead to a possible revaluation of the 

role o f agricultural policies as urban de-concentration policies alongside other policies 

based on the action on pull factors, such as development o f poles in remote areas, and 

political de-congestion policies (e.g. movement o f the capital city). At the same time the 

findings do not seem to contradict the stability o f the city-size distribution implicit in 

the validity o f the Z ip f s law. In fact the elasticity o f urban labour supply increases the 

dispersion only in the upper tail o f the city size distribution (i.e. the gap between the 

larger and the smaller urban areas in the upper tail o f  the distribution widens), while it 

does not appear to affect the city size distribution as a whole.

But the links between rural and urban areas run in the opposite direction as well. 

Urban growth is likely to affect welfare in rural areas and chapter 4 is concerned with its 

effects on poverty in surrounding rural areas. Using data on Indian districts between 

1981 and 1999, we find that urbanization has a significantly poverty reducing effect. 

This occurs mostly through second-round effects (i.e. backward linkages, rural non­

farm employment, remittances, agricultural productivity, rural land prices and consumer 

prices) rather than through the direct movement o f rural poor to urban areas. IV 

estimation used to control for reverse causation (such as that illustrated in chapters 2 

and 3) suggests that the effect is causal (from urbanisation to poverty reduction), and 

that failure to control for causality biases the coefficient o f urbanisation downwardly. 

Again these findings may yield implications for a number o f ongoing policy debates. 

First, they may help re-assess the role o f public investments in urban areas for poverty 

reduction. To the extent that urbanization may have poverty reducing effects on rural
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areas (as studies on rural poverty have often failed to recognise), urban investments may 

become an important complement to rural ones in poverty reduction strategies. Second, 

the findings question the appropriateness o f the bias against rural-urban migration often 

justified on the basis that this may deplete rural areas causing them to fall further behind 

(the ‘brain drain’). The relatively low rate o f urbanisation o f India itself may also be due 

to public policies which have not facilitated (and in certain instances even constrained) 

rural-urban migration (Deshingkar and Start, 2005). Third, to the extent that the benefits 

from urbanisation do not spill over to the very poor in rural areas as highlighted in 

chapter 4, specific actions may be needed to facilitate these rural dwellers to enjoy the 

benefits o f urbanisation. Examples o f these may include the development o f the types of 

skills useful for an expanding urban sector; or the provision o f capital to cover the fixed 

costs o f rural-urban migration.

The transformations across space relevant in developing countries’ contexts are 

not only those directly related to income and poverty variables. Inequality is another 

dimension o f welfare which varies markedly both across space and over time, and has 

potentially important implications on the long-term prospects o f developing 

countries.141 Analysing inequality within sub-national units is particularly important as 

this represents the major component of total inequality (larger than the between-units 

component, as argued in Kanbur and Venables, 2005a and 2005b). Chapter 5 and 6 have 

examined the variation across sub-national units in Uganda in the 1990s o f a popular 

measure o f labour market inequality, i.e. returns to schooling for wage employees. 

Uganda provides an empirical setting complementary to the Indian one as it is has 

considerably lower levels o f income per capita and a much smaller population and area 

than India. But similarly to India, Uganda underwent a substantial economic 

liberalisation process (and experienced sustained economic growth) during the nineties. 

Chapter 5 has shown that this process has been associated with rising returns to 

schooling for wage employees at the national level as well as in each o f the four regions 

o f the country. This finding holds for the private and public sector employees alike as 

well as for the urban and rural sectors. This increase in labour market inequality in an 

unskilled labour abundant country like Uganda during a period o f trade liberalisation 

seems inconsistent with the predictions of traditional trade theory.

141 See Lopez (2004) for a review of the inequality-growth nexus with particular reference to developing 
countries.
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The district level analysis undertaken in chapter 6 may help reconcile the rising 

returns to schooling with the predictions of traditional trade theory. This chapter 

exploits the large variation in returns across districts over time to examine the 

determinants o f returns to education in a within country context. It employs IV 

estimation to deal with the likely endogeneity of educational variables (i.e. the supply of 

skilled employees and the average level o f education o f the adult population), using a 

set o f instruments based on the distance to primary and secondary schools. The results 

confirm the importance o f demand and supply (of skills) factors in determining returns 

to education. In particular, returns are depressed by the supply o f skills, and raised by 

the general level o f education, urbanisation rate, and access to technology. The analysis 

further suggests that the increase in international imports following the trade opening in 

the early nineties depressed returns to education in line with the theoretical expectations 

from the standard H-O model. On the other hand, the intensification of domestic trade 

across districts during the 1990s (another by-product o f the reforms of the nineties) 

appears to have increased returns in those districts relatively endowed with skilled 

employees. This effect seems to explain at least some o f the rise in returns to education 

over the 1990s.

The findings in these chapters may also help shed some light on why in Uganda 

the expansion o f the supply o f education has not depressed returns to schooling and has 

been associated with substantial reductions of poverty, differently to the experience of 

other SSA countries (Bennell, 2002; Soderbom et al., 2006). First, although the rise in 

educational supply o f employees has a negative effect on returns to schooling, the rise 

in education o f the entire population increases returns through demand side effects. 

Second, the wage earning function in Uganda became less convex during the nineties, 

as returns to primary education appear to have been more responsive to changes in 

education than returns to other levels o f education. In particular the positive effect of the 

average education o f adult population on returns to primary schooling (demand-side 

effect o f education) is considerably larger than the negative one o f the skilled labour 

supply (supply-side effect). This differential effect may provide an explanation as to 

why the convexity o f the earning function increased during the 1990s. The expansion of 

education during the 1990s is likely to have operated relatively more through demand- 

side than supply-side effects on returns to primary education. This has raised returns to
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primary education proportionately more than the returns the other schooling levels (i.e. 

returns to schooling have become less convex), as foimd in chapter 5. The expansion of 

education along with the decrease in convexity may have generated more growth and 

poverty reduction than if  the convexity o f the earning function had not changed. 

Moreover, although education expanded rapidly in the 1990s in Uganda, the chaos of 

the earlier period o f economic mismanagement and civil conflict had limited die 

educational expansion, thus educated labour was scarcer than in other SSA countries. 

Because of these reasons, the Universal Primary Education policy implemented by the 

Ugandan government in 1997 has the potential to generate earnings growth despite the 

associated expansion if  the educational supply.

The discussion above shows that introducing a spatial perspective into a 

developmental issue may help shed new light on existing economic analysis. The 

findings o f such an approach could help reshape important policy discussions such as 

those around decongestion, spatial inequalities and rural-urban migration. Nevertheless 

I feel that the thesis has perhaps contributed to open as many questions as it has 

answered. Such questions can provide some directions for much needed further 

research. In what follows I briefly discuss a number o f them that in my view represent 

particularly fruitful areas of research.

I think push factors should be given a much more prominent role in urbanisation 

analyses in developing countries. This thesis has shown one way in which some of them 

may matter, but there is a whole host of other natural and man made push factors whose 

effects we remain ignorant about. In the light o f the increasing concern around climate 

change, there is still remarkably little knowledge on the likely influence of climatic 

shocks on urbanisation. Some exceptions exist, such as Barrios et al. (2006), but we 

lack robust empirical analyses within countries o f the effects o f climatic variation on 

rural-urban migration and on the urbanisation rate. The argument applies to policy 

shocks as well. India itself has experienced a number o f important ones, such as the 

rural banking experiment analysed by Besley and Pande (2005), or the green revolution 

in the sixties (see Foster and Rosenzweig, 1996 for an analysis o f its effects on returns 

to education). By changing the incentives for rural-urban migration for (some) rural 

dwellers, these shocks can also be used to look at how push factors eventually change 

the urbanisation patterns in developing countries. It would be particularly interesting to 

focus on two distinct aspects o f these patterns. Following the findings o f the thesis, it
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would be possible to test for the effects o f shocks to the rural sector on urban primacy. 

A good candidate for such shocks is climatic change in sub-Saharan African countries. 

Are the worsening climatic conditions in African countries affecting the way in which 

urban systems are evolving? In particular, could they explain to some extent the lack o f 

second tier towns in sub-Saharan Africa (the ‘missing m iddle’ issue)? A different but 

related issue is whether urbanisation mainly spurred by push factors leads to different 

types o f urban areas than urbanisation mainly driven by pull factors. Again, this 

distinction may shed light on the determinants o f living standards in cities. This type of 

analysis is data thirsty as it would require data at city level. As such data start to come 

on stream in developing countries, it is one worth considering.

More generally, it would be important to develop a better understanding o f the 

determinants o f city growth in developing countries. While several studies have focused 

on this question for developed countries (e.g. Glaeser et al., 1995, Glaeser and Shapiro, 

2001, Shapiro, 2006, Rappaport, 2007), remarkably little analysis is available for 

developing countries (with de Mata et al., 2007 on Brazil being an exception). Given the 

importance o f rural-urban migration in fostering city growth in many developing 

countries but not in developed countries, this lack o f analysis is problematic as the 

findings from one set o f countries are unlikely to be applicable to the other.

Although this thesis has not touched upon the issue o f urban poverty, rising 

urban populations may imply that urban poverty could become in the future the main 

poverty issue in its own right (Ravallion et al., 2007). Rigorous research is needed to 

assess whether the growth o f urban population entails a trade-off between rural and 

urban poverty reduction. Also, it would be important to understand whether the size of 

cities which accommodate urban population growth matters in the impact on poverty 

(e.g. is it better for poverty reduction that urban growth happened in small or large 

cities? And does it matter at all?).

The findings in this thesis suggest that the level o f education affects labour 

market inequalities both (positively) through demand-side and (negatively) through 

supply-side channels. This simultaneous effect has important implications for the 

economic impact o f any policies aiming to expand the education level of a country. 

However it is not clear how the relative demand and supply-side effects will play out 

when countries reach different average educational levels. As a number o f countries in
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SSA have embarked in programmes of education expansion it is important to start 

monitoring the effects of such expansion on returns to education. This will crucially 

influence the relative success of such programmes in raising incomes and reducing 

poverty. For example the effects of the Universal Primary Education policy 

implemented by Uganda in 1997 can start to be evaluated as the first batch o f new 

primary educated children came out o f primary school in 2004 and as new household 

surveys become available (the data o f the last one carried out in 2005 was recently 

released).

In addition, it would be important to analyse the returns to education for the self- 

employed. This is a key category o f workers in developing countries, especially in SSA, 

as it includes most o f the agricultural workers. There is not much evidence on the shape 

of returns to schooling for this part o f the workforce in developing countries although 

studies on high income countries suggest that they may differ substantially from those 

for wage employees (van der Sluis, et al., 2004). Having data that allow an analysis of 

the self-employed would be important for policy evaluation as well. The methodology 

presented in chapter 6 could be extended to look at whether public policies such as 

educational policies, trade reforms or infrastructure expansion have a differential impact 

on self-employed vis-^-vis wage employees.142

Finally, proper spatial economic analysis requires data often at a refined scale 

that is hardly available in developing countries. This can arguably be part of the 

explanation for the relative neglect of such analysis in the field o f development 

economics so far. Night light data (of the type used in the introduction o f the thesis) 

represents one o f the most important advancement in this respect. Using all the 

necessary caveats and circumspection, this data can be used at very refined spatial 

scales. Matching it with other data such as socio-economic data from surveys and 

climatic data can prove an invaluable source o f new much needed insights into the 

spatial distribution o f population, economic activity and wellbeing.

142 This could be done through a triple difference estimation strategy, i.e. including differences between 
the pre- and post-reform, between treated and non-treated (or ‘less treated’) populations and differences 
between self-employed and wage employees.
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