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ABSTRACT

Abstract

This research investigates the determinants of firm entry and exit into Greek
manufacturing industries during the eighties and early nineties. The first perspective
concerns the determinants of sectoral variation of both net entry rates, and gross entry and
exit rates. The role of overall macro-economic conditions, in conjunction with the effect
of industry-specific structural variables, is the main focus. Net entry rates are difficult to
explain using conventional measures of profitability and entry barriers. Some evidence is
provided for éounter-cyclical patterns in net entry rates post-1985. The determinants of
net entry rates for specific industry groups are shown to be significantly different, but
strongly correlated across sectors within the same group. Different industry-level factors
also underpin entry by varying establishment size, rates of the largest firms exhibiting, in
contrast to all other size classes considered, pro-cyclical patterns. Actual entry and exit
statistics permit the testing of the symmetry hypothesis — barriers to entry are also barriers
to exit — and the issue of a possible simultaneous link between firm entry and exit. The
symmetry hypothesis was sustained, but whether or not entry and exit are simultaneous
remains unclear. The second perspective is a spatial one. Shift-share descriptions of the
variations in net entry rates of manufacturing firms across Greek regions are extended via
analysis of variance to allow formal hypotheses testing. The main source of variation
stems from variation in net entry in the same industry across regions. Finally, the analysis
considers the determinants of variations in new manufacturing plant openings spatially
across ten Greek regions. Key findings suggest that new plant opening rates tend to be
higher in more specialised regions, in regions with extensive production links and where
the local conditions favouring new manufacturing activity are characterised by higher
small firm presence, adequate supply of skilled labour and public infrastructure

investment.
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Chapter 1.

Introduction

1.1. Introduction

The aim of the thesis is to examine empirically patterns of entry and exit of firms
into Greek manufacturing industries, and their determinants. In doing so, the phenomenon
of interest has been analysed along three dimensions. Namely, the sectoral, temporal and
spatial variation of entry and exit patterns. More accurately, these three dimensions are
visited analytically in bundles of two. That is, cross-sectional industry data are combined
with time series observations on each industry, and some combinations of regional and
industry data over a single period, and regional and time series data for total

manufacturing aggregates are used in the spatial analyses.

The research undertaken in this thesis builds upon research in this field that has
emerged in the early 1990s, although the roots of systematic research on primarily firm
entry, but less so on exit, goes back to the 1950s and 1960s. Indeed, the research in this
field has intensified since the early 1990s when a considerable, amount of research has
come forward at least compared with the volume of earlier work. Often these research
efforts have formed volumes of collected contributions coming from different country
contexts at both the industry (Geroski and Schwalbach, 1991) and spatial levels of |
analysis (Reynolds et al. 1994a), offering a basis for cross-national comparisons of the

determinants of entry and exit.

The intensification of research effort in 1980s and early 1990s has been associated
with considerable theoretical advancements in industrial economics, such as those
relating to contestability theory (Baumol ef al. 1983) that has fed researchers in this field
with some interesting empirical but also theoretical questions to tackle. Not
coincidentally, much research on firm entry and exit has been stimulated and also
developed in parallel with research advancing the economics of the small firm sector.

There has been an association between the small firm and the new firm that has offered a

15



INTRODUCTION

great deal of scope for researching the determinants of the emergence of the latter. Small
firms have become a fashionable theme in industrial and regional economics research.
Small firms have been seen as significant employment creators (Birch, 1981), as offering
a viable alternative to rigid mass production structures, incorporating flexible
specialisation and re-organising production patterns and inter-firm relationships (Piore
and Sabel, 1984). Most important, there has been a growing interest in entry and exit,
beyond the limits drawn by the small-new firm nexus, an interest driven by an increasing
realisation that markets and economies are not static but evolve over time (Geroski,
1991a; Audretsch, 1995b). A full evolutionary approach to industries and economies
would require, apart from an understanding of forces behind the ‘mutation’ of already
existing firms in responding to, but also provoking changes in markets, an understanding
of the effect on markets brought about by new participants, and potential entrants. The
effects of entry and exit interacting with the most permanent occupants of markets, the
incumbent firms, require a better understanding of the determinants of entry and exit
processes per se. This would be helpful in raising justifiable expectations for the role of
new firms in bidding down excess profits as the textbook economics assumes, in their
role in introducing new innovations, in assisting a more efficient allocation of resources,
in helping to reduce unemployment disparities and in restructuring economic activity

across space.

Research on the determinants of variation in entry and exit across industries and
across regions is an ongoing process that has not reached a unequivocal understanding of
the underlying forces and mechanisms at play, although statistical and econometric results
point to some regularities starting to shape up (Geroski, 1995). This manifests itself in the
rather low explanatory power of econometric exercises undertaken in various countries,
implying that there are many factors remaining unaccounted for within a country-
independent research context. Most of all, quite ‘puzzling’ empirical results that are
difficult to reconcile with theoretical expectations have often turned up in applied
research, and “very few have emerged from their work feeling that they have answered
half as many questions as they have raised, much less that they have answered the most
interesting ones” (Geroski, 1991b, p. 282). It is clear that the determinants of entry do not
seem to be unrelated to the country where the research is undertaken as “studies bring to

light substantial inter-country variation” (Cable and Schwalbach, 1991, p. 257). This
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INTRODUCTION

presents an ‘open research invitation’ for more studies coming from other countries to
join forces in augmenting the research experience on the determinants of entry and exit
patterns. The present research effort takes on this ‘invitation’ to provide evidence for the

case of a small open economy — Greece.

However, this research does not constitute the sole contribution ever made by
research in this field and in this country context. There have been a limited number of
studies already in the Greek context examining issues relating to the determinants and
other aspects of entry and exit in manufacturing industries. These concentrate on the
determinants of entry and exit of somewhat larger firms (Anagnostaki and Louri, 1995a),
and the effect of sectoral policy on firm entry (Anagnostaki and Louri, 1995b). Louri and
Anagnostaki (1995) analyse the determinants of firm entry in two broadly defined areas,
that of Greater Athens and rest of Greece. Nevertheless, the research undertaken in the
thesis only rarely overlaps with above-mentioned research as the data sources utilised for
the most part differ, along with the empirical questions imposed. When, however, there is
some overlap between the research contained in the thesis and earlier research
(Anagnostaki and Louri, 1995a), these studies remain adequately differentiated. This
owes much to the fact that the present research takes a different viewpoint in specifying
empirical equations to be estimated and coming later pursues the analysis further than
previous researchers. Taken together with earlier Greek studies, this thesis aims to build
up some first hand research experience on firm entry and exit in Greece. This is hoped to
augment the empirical evidence and offer stimulation for further research efforts, as
extensions of the present lines of enquiry, but also in complementary and new research
avenues. This seems to comply with Geroski’s (1991b, p. 283) research spirit that it is
worthwhile to provoke the collection of more evidence about entry (exit), but then to

pause for a while and speculate on what it might mean.

1.2. Main research themes and methodological issues

This section presents the major research themes that have been the concern of the
thesis. These are not further justified as valid empirical questions at this introductory
stage since this would involve a considerable repetition of material to be presented later.

In any case the space usually allowed in an introductory section would not be sufficient to

17



INTRODUCTION

analyse why these are indeed interesting and fundamental questions to be asked of data

available. Thus, only a brief statement of the research questions follows here and further

justification is implicitly offered when reviewing the existing literature, and also

explicitly argued in the corresponding chapters dealing with these research themes

themselves. The main research questions are:

L

IL

I

VL

VIL

VIIIL

What determines net entry rate, i.e. the rate of change in the number of operating
establishments, patterns across sectors and over time into Greek manufacturing

industries?
What is the effect of wider economic conditions on net entry rates?

Are the determinants of net entry rates distinctively different across different
industry groups, namely those of consumer, intermediate and capital goods

industries?

Are the determinants of net entry rates across sectors and over time independent

of firm size?
Is the effect of wider economic conditions dependent on firm size?

Are the determinants of entry and exit of firms across sectors and over time

symmetrical?
Are firm-entry and exit two simultaneously determined market processes?

What accounts for spatial variations of net entry rates into Greek manufacturing

industries?

Are the determinants of spatial variations of net entry rates into Greek

manufacturing industries independent of the establishment’s size?

What determines the variation of new manufacturing plant opening rates across

Greek regions and over time?

From this list of tasks for which the present research aims to deliver some empirical

evidence and hopefully some useful insights, previous empirical work in the Greek

manufacturing industries has tackled only the one pertaining to symmetry of the

determinants of entry and exit (Anagnostaki and Louri, 1995a). However, this research

seeks to offer some evidence and also some grounds for versatile speculation and further
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INTRODUCTION

questioning in a broader context. This is, to some extent, facilitated by the rather limited
evidence that has been so far accumulated regarding some of the issues on the research
task list above. In particular, each of the research questions relating to the effect of wider
economic conditions, the simultaneity issue in the interaction between entry and exit, the
hypothesis that the determinants of firm entry (net entry) are not independent of firm size
at both industrial and spatial analytical levels, are treated in only a handful of studies.
Additionally it would appear that there is no other study that compares the determinants
of entry (net entry) across broadly defined industry groups. For these reasons alone
another study on entry and exit could probably be justified, along with the arguments that
the existing limited evidence rarely concerns a less developed, open economy such as

Greece.

The empirical questions listed above only represent the major research themes that
concern the research undertaken here. Additional research features concern the effect of
industry trade conditions in determining net entry rates, and the statistical exploration of
derivative definitions of market processes such as industry volatility and turbulence.
Some rather novel elements have been the introduction of vertical integration as a
potential determinant of spatial variation in new plant opening rates along with the, so far
rare, use of public infrastructure expenditures. There have also been some methodological
suggestions made which emerge from the need to deal with some idiosyncratic features of
the data and to provide useful alternatives to proper modelling approaches where these
prove difficult.

It can already be seen that the research approach adopted in this thesis is essentially
‘empirical’. Indeed, the research undertaken relies heavily on statistical and econometric
analysis of secondary data. In some parts of the thesis a methodological alternative that
suggests itself would have been to conduct a survey. In such an approach the reliance
would be placed on questioning decision-makers instead of relying secondary data
sources that undoubtedly often obscure many of the underlying relationships.
Nevertheless, such an approach would have been expensive in terms of time and other
resources that would have been difficult to justify within the limits of the present
research. Surveys, useful though they are, do present a number of difficulties. It would be
difficult to decide the level and the extent of such a survey. It would probably be not too

difficult to survey new firms, but quite difficult and almost impossible to survey exiting
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INTRODUCTION

firms. It would be difficult to decide whether the survey should focus on new firms in a
particular sector, or location, or to use a wider cross-section of industries and locations.
Analysis of secondary data, not yet explored fully in the Greek case, can help to identify
some of these difficulties and to indicate where to look and who to ask. As a result, it can
be argued, surveys will be better informed and hence more successful if secondary
analysis is undertaken first. But this most certainly does not disregard or discount the
difficulties of working with secondary data alone.

The empirical approach adopted in this thesis is essentially data driven. This has
been the norm in the research field, especially for the analysis of entry and exit at the
industry level. Geroski (1991b), arguing extensively about the data-driven character of
this research approach, maintains that in the course of research using secondary data
unexpected results are often encountered. This occurrence leads, sometimes, to a
reorientation of questions asked of the data as these unexpected outcomes are often more
interesting than those the analysis was set to explore originally. Indeed, empirical projects
are described by Geroski (ibid. p. 282) as “voyages to discovery [where] one often finds
that one has been more data led than one would admit (at least to the profession’s
methodological purists), but none worse for the experience.” In effect, there should be a
continuous interaction between empirical data-driven exercises and theoretical
developments, a continuous feedback mechanism running from one to another. This is
aptly put by Geroski (1991a, p3) “such empirical work throws up puzzles which stimulate
the development of the theory in new directions, opening a broad range of new

hypotheses for further testing.”

The research-aims of the thesis accord with these arguments. It has been mainly an
effort to understand what takes place in the data available pertaining to movements of
firms in and out of industries; to speculate; to identify patterns in the data that together
with the findings of earlier studies help to establish some ‘empirical’ regularities in the
Greek context. But, even when this is not entirely feasible or successful, the aim is to
~ suggest alternative avenues of research that could extend what it is known about entry and
exit of firms into Greek manufacturing industries. Furthermore, the research aims to
demonstrate how this differs from, or confirms, what other empirically oriented

researchers know about entry and exit of firms in other countries.
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INTRODUCTION

In doing so, the research follows Schmalensee’s (1989, p. 1000) suggestion that
research in this area of industrial economics has often been and probably should be seen
as “a search for empirical regularities, and not as a set of exercises in structural
estimation.” Whether such an approach would be equally justified in the regional
economics is a good question and of particular importance for this thesis as it essentially
draws on both fields of academic research. It might not come as a surprise that recently
Reynolds et al. (1994a), in their editorial address for a collected volume of work
providing the basis for some cross-national comparisons on the determinants of spatial
variation in new firm formation rates, seem to offer a similar research rationale. They
argue that “Progress in science usually starts with a single study indicating empirical
regularities in a specific time and place. This is generally followed by additional studies
that may, if all goes well, confirm the same patterns in other settings and times.
Confidence in the generality of a pattern grows with increases in the diversity of settings
and times in which the pattern is observed...If the same patterns are found among a
number of countries, then confidence in the universal nature of these processes is

substantially enhanced” (Reynolds et al. 1994a, p. 344).

In searching for patterns and regularities in entry and exit patterns in Greek
manufacturing industries and regions the utilisation of panel data has made it possible to
carry out some empirical exercises throughout the thesis. Panel data allow the analysis to
draw on two dimensions, usually those of cross-sectional time series data, that is data on
industries or regions followed up in time, but also, in the case of spatial data, cross
sections of cross sections data, that is regions and industrial sectors. The two dimensional
analysis brings about information that otherwise could have not been observed and allows
an account of the effect of unobservable factors. These are usually attributed to
underlying differences of data on one or other dimension, namely, differences between
the average performance of industrial sectors or regions over time, differences between
regions over total manufacturing aggregates, or differences between different points in
time over industries or regions. This feature of panel data undoubtedly allows for the
more dynamic characteristics of the data to come into light, but also provides the
opportunity for parsimonious econometric formulations to be estimated, when otherwise
this would have been extremely difficult. In the present research context dealing with

twenty industrial sectors would not allow flexibility in developing models to account for
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inter-industry variation in entry and exit flows in a cross-sectional context as this would
not provide a sufficient number of degrees of freedom to carry out hypothesis testing.
Additionally, having ten years of observations on each industrial sector and region would
not allow reliable independent time series analysis to be carried out as far as the number
of observations would be less than half that usually required for reliable estimation in this
context. Most important, however, is the feature that panel data allows observation in a
two dimensional space. However, this has not been without problems as “ the dilemma
here is that once one brings a time series dimension to data, one necessarily introduces

‘events’ that are interesting but not explicable by the theory at hand” (Geroski, 1991a,
p. 2).

1.3. Thesis structure

The thesis contains ten chapters grouped into two parts. Following this introductory
chapter, the first five chapters relate to an exploration of the determinants of entry and
exit at the industry level. Thus, Chapter 2 offers a critical review of the theoretical and
empirical literature on firm entry and exit at the industry level. The material contained in
this chapter aims to serve a multiple task. First, it provides the broad theoretical
framework that the research in this field has traditionally relied upon. Second, instead of a
commonplace ad hoc brief statement regarding the importance of entry and exit for
market performance and structure, it provides a review of the empirical evidence that
surrounds the effects of entry and exit. This could be seen as a natural extension of the
brief discussion at the start of this introductory chapter. Third, it provides the empirical
formulation of the typical entry model, discussing its limitations and providing a critical
and often detailed review of the empirical evidence that has been so far accumulated as to
the determinants of entry and exit. This provides a full justification for the
methodological approach adopted in the present research, and sets the framework for
viewing the empirical results derived in the chapters to follow. Finally, it discusses some
alternative approaches or possible extensions beyond the core of the traditional entry

(exit) model specification and reviews the results of corresponding empirical studies.

Some of the suggestions discussed in the last section of Chapter 2 are quickly

incorporated along with more mainstream determinants of entry in the econometric
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examination of net entry patterns across Greek manufacturing sectors over time in
Chapter 3. In this chapter some approximations of notions traditionally viewed as
possible determinants of entry are for the first time deployed in the thesis along with
variables aimed to capture the effect of wider economic conditions. The aim of this
chapter is to attempt to provide an answer to the first two of the research questions
presented earlier. The research undertaken in Chapter 4 represents an effort to tackle the
third of the empirical questions concerning the thesis, that is between industry group
differences in the determinants of net entry rates. In particular, this research is a typical
example of data-driven empirical analysis in as far as a prime motive for such an
approach derives directly from some idiosyncratic patters of net entry rates revealed for
the first time in the analysis performed in Chapter 3. The analysis proceeds then further in
Chapter 5 to test the combined hypotheses that the determinants of net entry rates in
general, but also the effect of wider economic conditions in particular, are not
independent of establishment size (questions 4 and 5). Chapter 6 concludes the first part
of the thesis providing a test of two hypotheses of specific interest. The first relates to
whether or not the determinants of entry and exit are symmetrical (question 6), and the
second to whether or not there is a clear-cut mechanism running from entry to exit and
vice versa (question 7). In other words are entry and exit simultaneously related? Along
with econometric hypothesis testing, an extensive statistical analysis deals not only with
entry and exit patterns in Greek manufacturing industries but also with notions of industry
turbulence and volatility.

The second part of the thesis initiates in Chapter 7 a critical review of the literature
that relates to the analysis of entry and exit at the spatial level. There is a direct link here
between some alternative approaches discussed in the last section of Chapter 2 and part of
the empirical evidence reviewed in Chapter 7. This chapter sets the background necessary
to place the research contained in the chapters to follow into an appropriate context. Thus,
Chapter 8 deals with the research questions 8 and 9. These involve attempts to account for
spatial variations in net entry rates of mianufacturing establishments, and to form some
empirical procedures for testing the hypothesis that the determinants of net entry rates
also in a spatial context are not independent of firm size. The last research question is
concerned with the identification of some important determinants of variation in new

plant opening rates across Greek regions, and this is considered in Chapter 9.
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The thesis concludes in Chapter 10 first providing a summary of the research
findings. Some stylised results, emerging from a synthesis of related results throughout
the thesis, are formulated and compared with those representing the ‘state of the art’
understanding of the determinants and the statistical occurrence of entry and exit patterns
at both the industrial and spatial analytical levels. Limitations of the analysis undertaken
are discussed next, along with some policy implication that relate to some of the results
produced. This leads to the final section of the thesis that suggests possible extensions
within the same research framework along with suggestions for further research. It is
believed that these would help to derive more secure results, shed more light on some of
the issues which have emerged, and provide complementary evidence on processes that

could be viewed as natural extensions to the entry and exit research theme.
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Chapter 2.
Previous theoretical and empirical research on

firm entry and exit

2.1. Introduction

The aim of this chapter is to contribute a critical and discriminating account of what
research on firms’ entry and exit has added to general understanding about these
processes. It is not the first time such an objective has been attempted and it is fair to say
that critical reviews of the relative evidence have kept pace with the growing literature.
An early account of the empirical literature is due to Geroski (1983) and deals with
findings of the first wave of studies that followed the work of Bain (1956), Mansfield
(1962) and the seminal contribution in respect of an explicit empirical-modelling
approach made by Orr (1974a). Thereafter, Geroski (1991a) not only provides a
comprehensive review but also many useful insights on the effects, determinants and
different modelling approaches to firm entry. This relates to the second phase of entry
literature, that of the late eighties and early nineties, and accounts for the main volume of
work on entry and exit to date. Geroski et al. (1990), on the other hand, contribute to
understanding about the interaction between structural market conditions and incumbent
firm behaviour that populate the array of options and give way to market behaviours that
have come to be called ‘strategic competition’. The most recent and detailed review of
empirical evidence on entry and exit is by Evans and Siegfried (1994) where more than
seventy empirical studies are claimed to have been analysed. Finally, it is now certain that
the research experience of the empirically oriented scholar of entry and exit has been

stylised into emerging facts and empirical regularities by Geroski (1995).

Within this context of previous work the present review attempts to bring together
and combine elements of other earlier accounts of the existing literature. In doing so,
entry and exit is given a bi-directional consideration. Having set the analytical framework

within which the empirical research has traditionally taken place, the first extended
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section of this chapter deals with various aspects of the effects of entry and exit on
markets. This helps to justify the interest in studying the determinants of entry and exit
per se, and avoid making ad hoc statements about the beneficial role of these processes,
by drawing briefly on some relevant neo-classical economics textbook reasoning.
Important issues relating to the effects of entry and exit on market concentration and
profitability or beneficial effects of implied restructuring on productivity growth are
raised. Innovation that relates to products and processes might also be one of the
underlying forces behind industrial restructuring. More important, the interaction of entry
and exit within industries as opposed to traditionally favoured across-industries entry and
exit movements is given some extra consideration. As opposed to the review by Evans
and Siegfried (1994), much more emphasis is placed here on the evidence supporting the
notion that entry and exit coexist within industries as both directly respond to higher
industry profits. This challenges traditional views that relate firm exit to low or negative
industry profits. In doing so, the present review extends evidence forwarded by Cable and
Schwalbach (1991) in their international review of contrasting determinants of entry and

exit,

Next comes an account of the empirical evidence on the determinants of entry and
exit. This follows a rationale that the more that is known about the effects the more that is
required to be known about the determinants, and the more certainty about the latter
means more light in understanding the realisation of the former. Above all, it also helps in
forming more realistic expectations about structural change in manufacturing industries.
The empirical formulation of the entry model (Orr, 1974a) together with its critics and
limitations are discussed first, and this gives way to an often detailed analysis of the
empirical outcomes relating to the most established core of the determinants of entry and
exit. Some limited account is given next of empirical evidence relating to the theorisation
of strategic entry deterrence. Going beyond the basic core of entry and exit determinants,
some time is also spent discussing extensions of the basic empirical formulations. This
leads to the last section that incorporates some alternative, but hopefully not mutually
exclusive, approaches that often stem out from areas of economic thinking outside that of
industrial economics. This, indeed, helps a lot to cross-fertilise versatile alternatives
which can be used in the search of what lies behind entry and exit of firms in

manufacturing industries.
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As a considerable amount of time is spent discussing the empirical outcomes of
various determinants of entry and exit, some effort has been made to bring to the surface
counterintuitive results. Such features have often been conveniently overlooked in
previous reviews of the empirical evidence. This serves as a strong reminder of the tough
research reality in trying to match imperfect models with even more imperfect data.
Moreover, this constitutes an effort to offer, instead of stylised empirical facts and

regularities, some insights into the exceptions that verify the rule.

2.2. Entry, exit and market structure, conduct and

performance

The broad theoretical framework of what has become the economics of industrial
organisation is mostly viewed as essentially neo-classical' and that at the very core has
been the structure conduct performance paradigm (S-C-P). Industrial organisation has
been defined as “the study of the organisation of industry rather than the firms therein”
(Davies and Lyons, 1991, p. 1). These authors justify the use of neo-classical label in
several ways. First, firms are usually assumed to be profit maximising entities. Second,
both the theory and empirical analysis emphasise equilibrium solutions. Third,
uncertainty is overlooked, as cost and demand parameters are assumed known. Fourth,
the neo-classical characterisation may be justified from a welfare point of view since
perfect competition is recognised as the benchmark market structure in the provision of

efficient allocation of resources.

The S-C-P framework suggests that there are links between market structure and
the conduct of business in determining market performance. However, although this order
of causality was ‘state of the art’ once (Mason, 1949; Clark, 1940; Bain, 1956, 1968),
recent research has pointed to the possibility that conduct and performance may in turn
affect structure. Hence, all the elements of the S-C-P trilogy “may be joi'ntly determined
ina given market situation” (Clarke, 1986, p. 2).

A limited account of the elements making up the S-C-P trilogy suggests that

performance relates to factors such as profitability, efficiency and market growth.

! See Davies and Lyons (1991) and Clarke (1986) for a review of alternative schools of thought.
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Conduct would reflect upon factors such as pricing, advertising, innovation and new
product development, and structure would summarise factors such as market

concentration and factors that deter new competition.

The S-C-P paradigm owes much to Bain (1956) who emphasised three fundamental
elements of structure, namely those of sellers concentration, the degree of product
differentiation and, most important here, the condition of entry. The condition of entry
relates to factors inhibiting firms from outside an industry to settle in and compete with
incumbent firms. The manifestation of such condition of entry arises as the main
consequence the persistence of positive profits in the long run. Thus, a conventional
definition of entry barriers is “...the advantages of established sellers in an industry over
potential entrants, these advantages being reflected in the extent to which established
sellers persistently raise their prices above a competitive level without attracting new
firms to enter the industry” (ibid. p. 3)>. This definition crucially implies a comparison
between pre-entry levels of profits enjoyed by incumbent firms and expected post entry
levels of profits for entrants. The former is what makes entry an attractive option, at least
as an intention. However, what converts an intention to enter into actual entry is the

expected post-entry level of profits and its relation to the pre-entry level. The existence of

2 Stigler (1968, p.67) defines an entry barrier as “...a cost of producing which must be born by a firm

which seeks to enter an industry, but is not born by firms in the industry.” This definition differs from
that of Bain in that it entails in a comparison of post-entry profits for both entrants and incumbents. It
emphasises more the condition of post-entry competition than the condition of entry itself. For Stigler a
barrier to entry exists if post entry, when the costs of entry have already been encountered, there is
difference in production efficiency between new and incumbent firms (Geroski et al. 1990). From a
welfare perspective, von Weizsacker (1980, p. 400) defines entry barriers as “socially undesirable
limitations of entry, which are attributed to the protection of resource owners already in the industry”
and more specifically as a “cost of producing (at some of every output) which must be born by firms
which seek to enter an industry but is not borne by firms already in the industry, and which implies a
distortion in the use of economic resources from a social point of view.” In this sense, a barrier to entry
exists if the equilibrium relates to less entry than the social optimum (Geroski et al. 1990) because
incumbents are overly protected. However, socially sub-optimal entry could also occur if an activity is
not efficiently protected, providing less incentive for firms to devote resources to an activity. Such a
case would be less engagement in research and development activities in the absence of adequate patent
protection (Geroski et al. 1990, Lyons, 1991). Desmetz (1982) places attention on exogenous restriction
imposed on markets, such as government interventions, maintaining that such restrictions can impose
entry barriers making it possible for firms to earn supernormal profits. In the absence of these
restrictions the competitive economy, left unconstrained, will erode monopoly profits in the long run.
However, according to Clarke (1986, p.72), such an argument “only represents an expression of faith in
the competitive economy and ignores the possibility that market power can exist in the absence of
government restrictions.”
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entry barriers becomes self-evident if expected actual entry does not materialise given the
presence of positive returns. This is an important consideration, recognising that small
entry flows alone should not be suggestive of high entry barriers. Small entry flows can
be encountered both in industries with high entry barriers and unattractive industries
exhibiting low profitability (Geroski and Schwalbach, 1989). This property of barriers to
entry places them to be at the heart of industrial organisation economics in that, in their
absence, no monopoly power would be sustained, since actual entry or the threat of entry
would result in perfectly competitive markets (Davies and Lyons, 1991). Considerations
like these have placed entry barriers in a prominent position when it comes to competition
policy concerns (Geroski and Schwalbach, 1989). Entry barriers inhibit the mobility of
firms between markets. The higher are entry costs, the less likely is market entry and so
the lower the intensity of competition will be. Consequently, a causal relationship —

competition intensity dependent on entry barriers — can be posited.

Since barriers to entry seem to matter regarding the amount of competition, the
need arises to identify their sources. Bain used the theoretical notion of easy entry,
employed in price-theory, to describe situations where there is no impediment to entry,
and incumbent firms do not have any advantage whatsoever over potential entrants. This
implies that they cannot elevate prices above competitive levels without attracting entry,
which in turn will introduce output that would bid down prices to their pre-entry levels.
Identifying the necessary but also efficient conditions for easy entry would, in their
absence, also identify sources of entry barriers. According to Bain three conditions should
be simultaneously fulfilled to ensure no impediment to free entry. First, established firms
should not have any absolute cost advantage over potential entrants. Second, incumbent
firms should have no product differentiation advantage over potential entrant firms.
Third, economies of scale are negligible suggesting that the optimal level of production
for a firm should be unrelated to total industry output. It follows by deduction that when

not absent or negligible these structural elements constitute sources of entry barriers.

The first condition can arise under various circumstances. Incumbent firms could
enjoy absolute cost advantages if they have access to superior production techniques
learned through experience, or through research and development, or have generally

accumulated capital that reduces their cost of production.
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Product differentiation advantages relate to selling-cost advantages enjoyed by
established firms because of consumer preference for their products. “Different buyers
have different product allegiances or preference patterns, so that the preferences in
question do not result in some universally agreed upon system of grading or rating of the
competitive products” (Bain, 1956, p. 114). The extent to which consumer preference for
incumbent’s products permits price rises above a competitive level, managing at the same
time to deter entry, has been recognised by Bain to depend on the importance of

economies of scale, not only in production but, more important, in selling.

Economies of scale, according to Bain, should restrict entry in two ways. First, if
the minimum efficient size of plant in an industry is an insignificant fraction of industry
output, then entry even at the optimal production scale would not have any noticeable
effect on industry output, and hence in market prices. Conversely, an entry at optimal
scale would increase industry output and, if the incumbent firms maintain their pre-entry
levels of output, this will reduce industry-selling prices’. An alternative would be that
incumbents would threaten or engage in retaliatory pricing, making it difficult for entrants
to operate at an optimal level. If an entrant chooses to enter at some sub-optimal level
then they would have to bear the costs of this choice. The second way economies of scale
operate in restricting entry is when they are substantial. Thus building an appropriately
sized plant would require investing large amounts of capital, which may be difficult to

raise in the presence of capital market imperfections.

However, both absolute cost advantages and product differentiation could
potentially necessitate higher capital requirements for entering firms. Of the former,
exclusive or lower cost deals with suppliers of bulk production inputs could impose the
need for entering firms to raise capital to achieve similar deals. Credit references and high
interest rates might make this all rather difficult. Of the latter, consumer loyalty may, for
example, provide incumbents with a first mover advantage to exploit a new market niche,
when compared with later entrants. Certain expenditures relating to product
differentiation, such as advertising, are irrecoverable (sunk) and potential entrants may
suffer from having to invest large amounts of capital in uses with highly uncertain

outcomes.

3 This has often been termed the percentage effect of economies of scale (Bain, 1956 p.55)
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All these entry barriers have been codified by Bain (1971) according to the
following argument” “/If the condition of entry] is primarily a structural condition,
‘determining in any industry the intra-industry adjustments which will and will not induce
entry [then] consistently, the ultimate determinants of the condition of entry either reflect
or refer directly to long-run structural characteristics of markets, and it is these which

determine the condition of entry” (ibid. pp. 159 & 171)

This definition helps with the need to rule out the effect of transitory and varying
short-term conditions. It makes explicit that the condition of entry implies situations
where the gap between the prices for the average incumbent and the competitive level
prices can be sustained without attracting entry over a number of years rather than
months. It also makes a “sharp distinction between fundamental conditions which create
asymmetries between firms, and the conduct of strategic behaviour of incumbents which
aims to exploit such conditions in order to profitably inhibit entry” (Geroski, 1983 p. 2).
It also facilitates the need to concentrate on determinants that “change slowly over time
and are not subject to deliberate alterations by potential entrants” (Bain, 1971, p. 178).
A legitimate long-run view of the determinants of an entry condition should “represent
primarily a structural framework for market behaviour rather than the result of this
behaviour” (ibid.).

This definition glowr is the possibility that some structural factors may
reflect incumbent’s behaviour (Geroski et al. 1990), and it also limits the effect of entry
on market structure should the barriers to entry serve their purpose. Bain has, it is true,
recognised that, although structural and long term, the entry condition is not necessarily
permanent and immutable. He asserts that “the basic characteristics of a market can
change, and the condition of entry may then change in response” (Bain, 1971 p. 177). In
addition, he maintains that viewing the entry condition as a long run structural
determinant of market behaviour is a generalisation which “like many others about
economic affairs, is of course, true only subject to exceptions, or as a representation of a

general tendency” (ibid. p. 178).

4 This, not very widely used reference, concerns an essay entitled “Barriers to Entry, Concentration and

Profit Rates” and contributed by Bain to a collection. It represents excerpts from his classical work
Barriers to New Competition (1956).
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hos

Geroski (1991) casfs no doubt that entry barriers are a principal determinant of

excess profits and consequently of the entry of new firms. He is similarly clear that entry
barriers as defined by Bain are stable enough over time, but he does offer a more refined
view of the role of expected profits in conditioning entry flows. The fundamental issue
becomes to recognise that “while entry barriers are stable over time, the net costs that
barriers create for entrants can be significantly modified by mediating market
conditions” (ibid. p. 57). This brings into play exogenous factors that alleviate or stretch
the effect of entry barriers felt by entering firms. A typical illustration is an unexpected
exogenous increase in market size that in turn decreases the negative ‘percentage’ effect
of economies of scale barriers on entry and limits the scope for aggressive counter-action
by incumbent firms. Or, alternatively, demand may be dealt with by increasing output by
utilising excess capacity (Spence, 1977) previously built up by incumbents strategically
for their own benefit or to ‘squeeze’ entrants. This example shows how elements of
market conduct and exogenous factors affecting market performance interact with
structural factors, such as entry barriers. It confirms the view that “while an entry barrier

like economies of scale may be time invariant, its effect need not be” (Geroski, 1991
p. 57).

Within this setting Geroski (ibid.) suggests that the determinants of excess profits
might classified into three groups. The first consists of quite time invariant structural
factors, such as barriers to entry that create costs for entrants. The second involve
variations in market conditions that affect perceptions of the effectiveness of entry
barriers. Both of these might be seen as exogenous to the actions of entrants and
incumbents. Furthermore they both in part affect the third factor in that they set the
‘arena’ where the interaction between entrants and incumbents around entry barriers takes
place. The third factor is endogenous in determining variations of expected profits across

industries and over time.

Transitory factors mediating market conditions, on the one hand, and interaction
between entrants and incumbents to overcome and defend entry barriers, on the other,
give way to gradual evolution of industry structure over time. These dynamic adjustments
according to Geroski (ibid. p. 262) stem from changes in market conduct that bring about
changes in market performance in the short-run for given configurations of entry barriers.

Conduct matters because higher inflows of new firms changes the perceptions of the
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market environment that each firm faces and has to compete within “not so much
changing market structure as changing what structure means for the expected profits of
entrants” (ibid. p. 102). This, occurring continuously and endogenously along with
exogenous effects, such as market expansion or contraction, government regulation,
evolutions in technology, affects the composition of entry barriers and “plants the seeds

for longer-run changes in performance ”(ibid. p. 262).

Entry has so far been associated with increased competition and the discussion
above points to implications that entry might generate feedback on industry conduct and
performance, and on industry structure. Indeed, this has been a widespread impression
and as Geroski (1991, p. 6) notices “interest in entry is often dominated by interest in its
consequences.” Many empirical papets on the determinants of entry initiate their
introduction with statements on how important entry is. Evans and Siegfried (1992)
summarise some of the benefits firm entry brings in terms of the functions that entry
performs. First, entry comprises one of the ways by which resources can be allocated
towards more efficient uses within an environment characterised by changing demand
and cost conditions. Second, it serves as a potential threat and actual force to limit the
extent to which market power can be exploited by established firms. The effect of entry
could be the bidding down of prices and eliminating excess profits. Third, the threat of
competition from new, lower cost sellers creates an incentive for existing firms to
minimise costs. Finally, new entrants may introduce new products and innovative

methods facilitating technological change.

Exit has often come into the discussion as a complementary market function that
contributes to industry evolution “by retiring old and inefficient capital” (Rosenbaum
and Lamort, 1992). Entry and exit, together, are claimed to condition the mobility of
resources affecting simultaneously the levels of competition and production efficiency in
markets (Evans and Siegfried, 1994).

Geroski (1995) points out that empirical evidence from various studies shows that
entry and exit are highly positively correlated. This offers grounds for speculation that
entry and exit are part of a process where large numbers of new firms displace large
number of older firms. This implies that a more efficient allocation of resources may

result from more efficient firms taking the position of those less efficient. Nevertheless,
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displacement as a ‘push’ factor is only one of the possible facets of the relationship
between entry and exit. As Waterson (1984) argues, the demise of an existing firm may
create ‘room’ for an entrant implying that ‘push’ and ‘pull’ factors co-exist in
determining the interaction between entry and exit. An inquiry into the impact of entry on
market functioning would not be adequate if the interaction between entry and exit

remains unexplored.

The introduction of the role of exit, and its interaction with entry, integrates the
analytical framework in relation to the benefits that entry might be carrying within the
S-C-P paradigm. However, despite sometimes over-enthusiastic agreement on the
properties of entry, there has been considerable debate on whether these effects of entry
can be actually achieved in practice (Geroski et al., 1990). The following subsections,

reviewing the empirical literature on related issues, helps to clarify if this is so and why.

2.2.1. Entry market penetration, concentration and profitability

Empirical observations from several countries seem to indicate that the degree
market penetration by new entrants has been often quite modest. McGuckin (1972) using
a sample of 151 US manufacturing industries and data derived from consecutive
manufacturing censuses within the 1947-1963 period investigates the relationship
between net entry® rates, concentration change and market share stability. The results of
this study point to a significant negative relationship between net entry rates and changes
in the share of the market controlled by the largest firms. This provides some evidence
favouring the view that entry may have a significant effect on competition and market
performance. However, as it was also found that entry does not affect shifts in market
share distribution patterns among the largest firms in an industry over time, the impact
smaller firms entry on market structure and performance is of collective rather than

individually challenging importance.

Biggadike (1976), using firm level data on 20 large US firms studied around forty
entry attempts, was able to show that around 10% penetration was achieved within two

years after entry and that this corresponds to less than 40% of these entrants. MacDonald

5 Net entry is defined as the change in the number of firms operating in an industry between two points in

time. Thus, it reflects the net addition or net reduction in the number of operating firms as the result of
both entry and exit from an industry.
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(1986) uses firm-level data for 46 US food manufacturing industries and maintains that
although entry and exit primarily take place at the industry fringe, the employment share
of small entrants is by no means negligible, in some cases new entrants supplying half of

an industry’s new output.

Moving from firm level data to sectoral aggregates, the picture is little altered. In
Canada, the Baldwin and Gorecki (1986) study reveals that the employment share of new
entrants varied from 0.62% to 5.09% across industries and the average size of new
entrants was about 60% when compared with the average incumbent firm. Dunne ef al.
(1988), using US census of manufacturing data for consecutive censuses over the
1962-1982 period, point out that the market share of all entering firms varies from 13.9 to
18.8 percent over time. On average, an entrant produces just around 35.2% of the mean

output level of the incumbent firms in the industry.

Geroski (1991a) sketches the relative picture for UK manufacturing industries over
the 1974-1979 period. The overall average market penetration was around 3% per
industry annually. Hause and Du Rietz (1984) using employment-based proxies for
market shares on new entrants in Swedish industries observe that entry accounts for only
a modest share of an industry’s activity, even over period spanning 15 years. This ranged
between 1.7 to 5.8 percent depending on the type of entrant over all the industries
considered. Evidence from Germany (Schwalbach, 1991) suggests that between the
1983-1985 period in 183 four-digit (SIC — Standard Industrial Classification)
manufacturing industries on average around 11% of all firms were new. These accounted
for on average 5% of industry sales, and 8% of employment having an average size of
around 70% of the size of the existing firms. It was further argued that, in the absence of
entry, the concentration ratios for the largest ten would have resulted in an average
increase of around three percentage points above what otherwise would have been the

casc.

Along with the hypothesis that entry responds to industry profits, it has been also
hypothesised that the entry-exit process in an industry may have in turn some impact on
industry profit levels. Mueller (1991) points out that empirical evidence in support of the
second part of this two-way causal relationship is rather weak. Geroski (1995, p. 430) ina

paper summarising the experience gained from empirical studies on entry asserts that
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“entry seems to have modest effects on average industry price-cost margins.” Empirical
evidence for UK industries allows Geroski (1988) to suggest that the effect of entry on
profit margins has been modest and that “entry as a market feedback process is rather
slow in operation” (ibid. p. 23). It takes time for new entrants to place themselves firmly
in market and able to challenge incumbent firms. Geroski argues that assuming that new
entrants exert all the competitive pressure and ignoring the within-industry competition
may overstate the already modest effect of entry on margins. Carree and Thurik (1994)
take on this last critical point, and by applying a simultaneous model that relates
persistence of profits to net entry, and using panel data. for retailing sectors in
Netherlands, distinguish between the effect of actual entry and potential entry®. Empirical
evidence obtained in this study points to incumbent firms as being the only competitive
source having a statistical effect in eroding excess profits. Jeong and Masson (1991) find
some significant negative effect of entry on profits in Korean manufacturing during

expansion, but not during economy-wide contraction periods.

Stonebraker (1976) studies the interaction between entry and profits using a two-
equation model. The relationship between profits and entry in this model remains indirect
in that profits are supposed to be a positive function of ‘entry risk’, the latter being
measured as the percentage of loss making firms in an industry and determined by entry
barriers. Within this framework, econometric analysis confirms a positive and significant |
association between high profits and low entry. Masson and Shaanan (1982) use a more
elaborate model but this remains indirect because whereas profits are determined directly
by concentration, the latter is used as a surrogate to indirectly reflect the effect of entry on
industry structure. The empirical results of the study signify a significant effect of \
concentration on profits inferring at the same time an implied negative effect of entry on
profits. Geroski and Masson (1987) directly associate entry with concentration and
empirically examine how fast entry induced by excess profits in highly concentrated
industries reduces concentration and eventually profits. The empirical evidence provided
suggests that this process is quite slow and that most entry penetration is in fact at the

expense of fringe firms rather than of larger incumbents. From a somewhat different

6 Potential entry was proxied by the amount of industry turbulence i.e. the sum of absolute values of entry

and exit.
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perspective, Rosenbaum (1993) investigates the simultaneity between profits, entry and
changes in concentration. The empirical conjecture adopted reveals that profit rates
respond positively to concentration and entry barriers, net entry rates are positively
determined by profits, industry growth, and imports, but negatively and modestly related
to factors hypothesised to deter entry. Market growth, import penetration and entry
positively affect changes in concentration’. On the simultaneity issue, empirical testing of
the correlation of those right hand side (RHS) variables supposed to be endogenous and
the respective error terms revealed that statistically strong correlation was not evident

thus offering scope for single-equation estimation.

2.2.2. Entry and productivity growth

Empirical evidence from Canada (Hazledine, 1985) suggests that in the short to
medium run new firms do not make a great contribution to productivity growth. Baldwin
and Gorecki (1991) have challenged this view. Using panel data on 167 four-digit
Canadian manufacturing industries for the 1970-1979 period, they compare labour
productivity levels of new and also exiting firms with those of continuing plants in an
industry. Their results reveal as expected that plants of exiting firms have been less
productive than plants of continuing firms. However, new-entry plants have been more
productive than continuing plants but less so than new plants of already existing firms.
Regression results reinforce these findings leading the authors to conclude that entry and

exit make an important contribution to total productivity growth.

Geroski (1989), using a data set covering 79 three-digit UK industries for the
1970-1979 period, examines the effect of competition on total factor productivity
growth®. The effect of competition is assumed to stem from domestic entry penetration

measured as the market share of new firms appearing in each industry and in each of the

7 However, it should be emphasised that both industry growth and net entry were expressed in their

squared values and the outcome of their coefficients should be interpreted accordingly. Rosenbaum
points out that, despite its statistical significance, the coefficient of squared net entry rates on
concentration implies that this effect is not large because net entry rates might be dominated by
movement of small firms at the industry fringe. The positive effect of industry growth on concentration
is interpreted as suggesting that concentration tends to adjust more quickly in industries that grow or
contract rapidly, rather than in stagnating ones.

Total factor productivity is defined in this study as the rate of grbwth of output discounted by a
weighted-sum of rates of growth in the inputs used.
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study years, from foreign entry penetration measured as import penetration, and from the
number of major innovations in each industry. The estimation results reveal that domestic
entry and innovation have a significant positive effect on productivity growth, but the
same is not evident for foreign entry. The latter has a negative effect, giving way to
speculation that foreign entry might displace domestic production without reducing
domestic capital stock. Overall this research offers empirical support to the proposition
that in industries characterised by higher entry rates and innovation, often, but not
exclusively, associated with new firms, incumbents find themselves under considerable

competitive pressure to improve productivity.

2.2.3. Entry, exit and industry innovation
It was seen earlier that Bain (1971) believes industry structure to be a long-run
determinant of market behaviour. But this, like all rules is subject to exceptions. He

recognises innovative activity by new firms as just such an exception when he asserts:

Only one specific exception may deserve special attention ... In some
industries (though not in the majority of them), the ability of potential entrants
to make effective innovations has periodically broken down the product
advantages of established firms .. Here the role of existing product
Dpreferences as structural determinants of action can be questioned ... It will
be interesting to see if we can identify some more fundamental determinants of
the condition of entry in this area, in the shape of those things which
determine whether or not potential entrants are likely to be in a position to
make effective product innovations. (Ibid. p. 178)

Geroski and Pomroy (1990) offer some evidence that innovative activity has a
negative although moderate effect on industry concentration in UK manufacturing
industries. It would be interesting, however, to see if this can be generalised in other
country contexts in favour of a proposition asserting that new firms are considerable

agents of innovation.

A helpful pre-requisite for the discussion to follow is the assumption that the
majority of new entrants are small.’ Given this convention, the central stimulus for the
discussion to follow is the Schumpeterian assertion that “...what we have got to accept is
that (the large scale establishment) has come to be the most powerful engine of

progress...” (1950, p. 106). The basic argument in favour of large firms is that there are

Empirical evidence has suggested that there is a positive correlation between firm size and firm age
(Evans, 1987).
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economies of scale in the production of knowledge and that large firms have the capacity,
infrastructure, as well as the financial resources to engage in research and development®.
Geroski (1991a, p. 215) points out that this assertion “must be answered if the case for

entry as a creative force is to be accepted.”

There have been a number of important parameterisations in the literature setting
the framework for answering the question put forward above. Winter (1984, p. 297) uses
the term ‘entrepreneurial regime’ to describe conditions in an industry that are favourable
to innovative activity associated with entry but not to innovation carried out by incumbent
firms. For exactly the opposite situation the term ‘routinised regime’ has been coined.
Gort and Klepper (1982) take the view that the higher the proportion of non-transferable
information contained in the product, the higher the role of accumulated learning-by-
doing experience and the lower the probability for rejecting the Schumpeterian hypothesis
is. A broader view would examine the link between entry and innovation through a
product life cycle lens. There are four stages in the evolution of a product in any typical
industry — introduction, growth, maturity and decline (Vernon, 1966). Gort and Klepper
(1982) associate these stages with a gradation of net entry intensity. In the introduction
phase net entry is small, it intensifies in the second stage, it starts to recede in the third
stage until it reaches zero levels in the fourth stage that highlights the obsolescence of the
product. Studying 46 products over 73 years, the authors concluded that, indeed, the
innovation pace does vary directly with entry intensity. Their evidence suggests that in
the early stages innovative activity mainly stems from efforts carried out by an industry’s
outsiders. The situation reverses when reaching the ‘maturity’ phase when innovations
stem basically from the industry’s insiders. Mueller and Tilton (1969) provide some
support for the idea that innovation in the early stages of the life cycle is more likely to be
provided by new entrants. Empirical evidence suggests that R&D financing required in
the early phases of the life cycle are considerably lower than those required in subsequent

phases.

Acs and Audretsch (1987) test a modified version of the Schumpeterian hypothesis.

The hypothesis related innovative advantages of large firms with imperfect competition,

1% See Rothwell (1989) for a further discussion of innovative advantages and disadvantages related to firm
size
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and those of small firms with more competitive markets. Using data on US manufacturing
industries, the research findings suggest that large firms tend to have innovative
advantages in industries that are concentrated, capital intensive and adopt extensive
product differentiation strategies. On the other hand, small firms were found to be more
innovation prone in industries where the overall innovation activity is more intense and
there is a high proportion of large firms. Acs and Audretsch (1988), using size-related
definitions of innovation, offer some support to Winter’s (1984) hypothesis that
innovation of small and larger firms thrive under different technological and economic
environments. Moreover, when using a size-independent definition of innovative activity,
industry concentration exhibits a negative and significant effect, which points in an

opposite direction to the traditional strict Schumpeterian hypothesis.

In a more direct Schumpeterian context, Geroski (1990) tests the proposition that
the degree of innovativeness in an industry is positively determined by the degree of
industrial concentration or monopoly. The empirical specification adopted relies on a rich
data set containing information on some 4378 significant innovations introduced in the
UK between 1945-1983 in 73 three-digit industries. Estimation results yield that highly
concentrated industries and those becoming more concentrated appear to be less
innovative. In contrast, those where entry is higher and exhibit a greater extent of industry
fringe seem to be more innovative. However, there might well be an indirect effect of
market power on innovation as a result of a chain-reaction effect running from increased
industry competition to lower expected post innovation returns, hence providing less
scope for innovation. Estimating an auxiliary regression on actual returns on innovation
and extent of monopoly power demonstrates this negative indirect effect to exist but it is
relatively small compared to the positive effect of competition on innovation. When,
however, a causal bi-directional analysis between innovation and entry was undertaken in
a later study (Geroski, 1991d) it was shown that, if there is any causality at all, this runs
_ from entry to innovation but not the other way around. Nevertheless, the analysis also
points to the positive correlation between entry and innovation stemming from a strong
interdependence between structural and quite time invariant in the short-run factors like
entry conditions and technological opportunity. When these factors are accounted for, the
effect of entry on innovation is not only modest but also negative. Geroski (1991a) offers

a potential reconciliation of these two seemingly contradictory results. This suggests that
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measures of concentration and entry reflect competitive conditions prevailing in two
different segments of an industry. It may be possible that rivalry in industry has a
different effect on innovation at the ‘top’ of an industry compared to its effect at the
industry ‘fringe’. Geroski believes overall that the positive association between entry and
innovation is strong enough to offset the negative causal effect that entry has on

innovation.

From a novel perspective Audretsch (1995a) studies the type of firms that exit an
industry under alternative technological regimes. He hypothesises that, if the
‘entrepreneurial regime’ better characterises an industry, then exits should be mainly
attributed to incumbent firms that innovative new entrants replace. If however the
‘routinised regime’ better describes the technblogical information conditions then the
hypothesis assigns exits to young entrants of the recent past. The empirical evidence

provided offers some support for both of these hypotheses.

2.2.4. The interaction between entry and exit and industry

evolution

One of the most striking features emerging from statistical analysis of the size
distribution of firms in an industry is that it is skewed towards smaller firms (Simon and
Bonini, 1958; Acs and Audretsch 1993). This property tends to persist at least in the
short-run to medium run. However, as aptly put by Audretsch and Mahmood (1993,
pp. 31-32) “..viewed through a dynamic lens, the often-observed asymmetric size
distribution of firms becomes more understandable. According to this view, the frequent
observation of industries dominated by small firms does not mean that is the same set of
small firms being observed over time.” This very consideration brings out that behind a
seemingly time-invariant size distribution structure there might be hidden a rapid and
dynamic process altering the identities of firms making up the size-distribution at various
points in it. This process may involve entry and exit of firms from an industry creating a
turbulent environment at the industry fringe. Or it may go further and change the
identities of the participants in the market way beyond the fringe through a process of
selection, upward struggle and growth (Marshall, 1920). Such intra-industry dynamics
may well not change greatly the number of market participants at any given time
(Geroski, 1991a, 1995; Dunne and Roberts, 1991). Following this line of argument a
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consistent view of entry becomes that “the market dynamics associated with entry are
not, it appears, so much associated with changes I5 the size of the population of firms or
products in a market as they are those associated with changes in the population

characteristics of firms or products” (Geroski, 1991a, p. 7).

Beesley and Hamilton (1984) associate the degree of ‘seedbed’ activity, being the
extent to which new and small firms can challenge existing firms, with the degree of
turbulence'’ in an industry. They argue that “...the concept of a seedbed cannot be
disassociated from business trial and error (birth and death)...active seedbed industries
will be in continuous flux due to contemporaneous birth and death flows” (ibid. p. 228).
Turbulence has been defined as the sum of firm births and deaths as a percentage of
existing firms, and some support is offered for the idea that higher turbulence is
associated with higher innovation activity in UK manufacturing. Furthermore, empirical
results point out that turbulence has some effect on industry concentration, but only as far
as the component of turbulence relates to diversifying spin-offs of existing firms.
Audretsch and Acs (1990) study the determinants of industry turbulence by relating entry
and subsequent survival and growth to the extent of learning-by-doing practices of firms
in an industry (Jovanovic, 1982). Evidence provided suggests that in industries where
knowledge inevitably requires actual participation in that industry there is less trial and
error activity, and hence turbulence, than in industries where experience obtained outside
the industry can be transferred successfully into it by new entrants. Audretsch and Acs
(1991) suggest that turbulence has been higher in industries where potential entrants have
an innovative advantage over incumbent firms, and Audretsch (1994) demonstrates that
the exit rate of new entrants has been higher in innovative industries in the short but not

in the long run.

Caves and Porter (1976) propose that “if industries vary in their rates of turnover,
the occurrence of exit should be positively related to the occurrence of entry” (ibid. p57).
A number of subsequent studies have confirmed a positive relation between entry and exit

across industries. Yip (1982) has observed that industries experiencing more entry in US

' See Gudgin (1978) for a similar definition. The term ‘generational turnover’ as opposed to ‘turbulence’
has been used in Caves and Porter (1976) and the terms ‘firm-turnover’ and ‘producer-turnover’ in
Dunne et al. (1988) and Dunne and Roberts (1991) have essentially the same meaning.

42



PREVIOUS THEORETICAL AND EMPIRICAL RESEARCH ON FIRM ENTRY AND EXIT

manufacturing can be associated with those exhibiting higher exit. Dunne et al. (1988)"2
analysing entry and exit patterns for 387 four-digit US manufacturing industries using
census data for 1963-1982, confirm that entry and exit rates were highly and positively
correlated. Evidence from Canada provided by Shapiro and Khemani (1987) researching
the determinants of entry and exit using a cross section of 143 four-digit industries also
supports the positive relation of entry and exit. In a European context, Geroski (1991a)
reports high positive, though fairly unstable over time across industries, correlation
between entry and exit rates for UK manufacturing. Results for both the Norwegian (von
der Fehr, 1991) and Belgian (Sleuwaegen and Dehandschutter, 1991) manufacturing
industries also point in the same direction. Kleijweg and Lever (1994) report correlation
between entry and exit rates in Dutch manufacturing industries between 1986-1992
amounting to 52 percent and this is not dissimilar to German studies (Schwalbach, 1991)
ranging between 0.32 to 0.55 for various entry and exit measures. Evidence from Greek
manufacturing (Anagnostaki and Louri, 1995a) also accords with that from other country
studies. Cable and Schwalbach (1991) making an international comparison of entry and

exit processes provide additional evidence, summarised in Table 2.1.

Table 2.1. Correlations between firm entry and exit

Number of Market share Relative size
firms

Belgium 0.660 0.161 0.890
Canada 0.039 0.682 0.393
FRG 0.342 0.572 0.525
Korea

1976-78 -0.409 — —

1979-81 0.350 — —
Norway 0.488 0.219 0.180
Portugal 0.030 0.170 0.010
UK 0318 0.513 0.872
USA 0.270 0.520 0.600

Source: Cable and Schwalbach (1991)

Along with correlations between entry and exit in terms of number of firms

(column 1), correlations in terms of market share and relative size of entrants and exiting

12 Subsequent studies in US manufacturing undertaken by Austin and Rosenbaum (1991), Rosenbaum and
Lamort (1992) and Evans and Siegfried (1992) also draw the same conclusion essentially using the
same data source as in Dunne et al. (1988). As they differ only in the length of the study period
employed they need not be considered in detail.
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firms provide some interesting insights”’ . In column 2 Canada stands out in that market
shares of entrants are highly correlated with those of exiting firms while the respective
correlation in terms of number of firms is low. Portuguese manufacturing industries
present a similar tendency but to lower degree, whereas Belgian manufacturing is
characterised by an inverse trend. The third column of Table 2.1 suggests that in some
cases the average size of entrants closely resembles that of exiting firms. The existence of
positive correlation between entry and exit in the first place would be difficult to
reconcile with the common view that exit is associated with negative supernormal profits
(Geroski, 1995), which in turn indicates a negative rather than positive correlation
between entry and exit. Reconciliation is possible if entrants displace some incumbents.
Indeed, Cable and Schwalbach (1991) argue that if entry and exit processes represent
flows of firms so that no individual industry would simultaneously exhibit both entry and
exit then across-industry correlations between entry and exit should be negative. If, on the
other hand, all exits were replaced by entry then the correlation between entry and exit
would have been positive and the correlation coefficient itself should be approximately
unity. Drawing on their review but considering also firm size, Cable and Schwalbach
believe that there is, in some cases, a tendency of exiting firms to be replaced by entering

firms of similar size.

While ‘replacement’ or ‘displacement’ would facilitate an explanation for the
statistical occurrence of a positive correlation between entry and exit, another research
option seeks to explore similarities or dissimilarities of the effect of structural conditions

.in accounting for inter-industry variations in entry and exit. Caves and Porter (1976)
assert that “each source of entry barrier identified by Bain can also erect a barrier to
exit” (ibid. p. 44). If valid, this proposition states that many determinants of entry and exit
behave in a symmetrical manner, and hence, the positive correlation between entry and
exit is justified. The cornerstone supporting the ‘symmetry’ hypothesis relates to capital
durability and specificity that binds it to particular uses'®, These traits of capital make it

not easily recoverable (sunk) in case of exit and forces, on the one hand, incumbents to

B The negative correlation between entry and exit counts for Korea in 1976-1978 refers to conditions of
wide economic contraction.

1 See also Eaton and Lipsey (1980).
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bound their markets and deters entrants who must duplicate assets having higher
opportunity costs for them than for incumbent firms, on the other. Dunne and Roberts
(1991) associate high levels of turbulence with few sunk costs and maintain that any
research that attempts to assess inter-industry differences in the competitive effect of

entry should distinguish between industries by levels of turbulence.

Support for symmetry hypothesis would vindicate the sunk-costs nature of entry
barriers that translates them to exit barriers and also justifies the persistence of incumbent
firms in unprofitable activities (Caves and Porter, 1976). Shapiro and Khemani (1987)
tested the symmetry hypothesis under the condition of possible displacement.
Econometric results suggested that when displacement effects are ignored (entry is not
included amongst the determinants of exit) there is a considerable degree of symmetry
between the determinants of entry and exit. Most striking, however, was not the support
of symmetry per se but rather the positive effect of industry profitability on exit. The need
for some reconciliation was immediate and the possibility of displacement was the
obvious choice. When displacement effects were allowed, the extent of observed
symmetry was reduced, but entry did have a positive effect on exit. Baldwin and Gorecki
(1991) suggest that the effect of entrants on incumbents seems to be limited and that
replacement of less efficient firms by more efficient entrants seems to take place
primarily at the industry fringe. Dunne and Roberts (1991) argue that ‘displacement’ of
exiting producers by entering firms could justify the positive effect of industry profits on
exit that they obtain in some econometric specifications. Sleuwaegen and Dehandschutter
(1991) find little evidence favouring symmetry but they do say that some partial
‘displacement’ takes place as lagged entry seems to induce exit and lagged exit to invite

entry. Von der Fehr (1991) also supports the notion that past exit induces current entry.

The terms ‘replacement’ and ‘displacement’ have often been used interchangeably
in the literature without always being totally clear. Carree and Thurik (1996) do make it
clear that “... Replacement occurs when exit causes entry ...[and] ... Displacement occurs
when entry causes exit” (ibid. p. 156). However, this might be too strong as it is quite
difficult to separate real causality from statistical incidence. A positive effect of entry on
exit, and vice versa, might not be something different from the simple notion that entry
fills the market vacuum created by exiting firms without the latter being necessarily

forced out by more competitive entrants. Moreover, the extent of the symmetry
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hypothésis complicates matters considerably to the extent that entry and exit as similarly
determined by common factors may represent the effect of these factors when used as

determinants.

Few studies have attempted to resolve matters concerning the interaction between
entry and exit in a simultaneous equations model framework'®. Austin and Rosenbaum
(1991), using a data on entry and exit for US manufacturing industries, issue qualified
support for symmetry and demonstrate some evidence that industry profitability is
positively related to both entry and exit. Nevertheless, their results are inconclusive for
entry and exit as parts of the same two-way feedback mechanism. Using similar data but
applying a somewhat different model, Rosenbaum and Lamort (1992) reach the
conclusion that industries experiencing higher entry rates also experience higher exit rates
and that the two processes seem to respond to the same factors but they do not seem to be
simultaneously determined. Industry profitability was found to be a significant
determinant of exit in a single equation, but not in a simultaneous equation framework.
Evans and Siegfried (1992) utilise the same entry and exit data as Austin and Rosenbaum
(1991) and point to evidence that entry and exit are simultaneously linked. Kleijweg and
Lever’s (1994)'® study on Dutch manufacturing also supports that there is a significant
interaction between entry and exit, which points to displacement and replacement effects.
In contrast, results for retailing sectors provided by Carree and Thurik (1996) again in the
Netherlands suggest that while there is evidence that entry and exit interact, simultaneity

~ is absent.

2.2.5. The role of potential entry and contestability theory

An account of the role of entry on market performance should take into
consideration that “entry does not necessarily have to occur in order to have an effect on
market performance” (Geroski, 1991a, p. 10). This concerns the threat that potential entry
creates and, hence, the discipline that it exerts on incumbent firms concerning pricing
behaviour. If this is a case, then observed entry flows alone may understate the

competitive pressures entrants exert on incumbents. The role of potential entry is

!> A more detailed account on these studies is given in chapter six where the present research makes its
own contribution to the limited empirical evidence providing results for Greek manufacturing industries.

6 A more accessible version of this paper can be found in Kleijweg and Level (1996).
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celebrated most in contestability theory, where it is regarded to be as effective as actual
competition (Gilbert, 1989). A contestable market is “one to which entry is absolutely
Jree, and exit is absolutely costless” (Baumol, 1982, p. 3). This ‘freedom of entry’ means
that the entrant is not in a disadvantageous position in terms of production techniques or
production quality relative to the incumbents. Exit is costless if “any firm can leave
without impediment, and in the process of departure can recoup any costs incurred in the
entry process [and] if all capital is saleable or reusable without loss other than that
corresponding to normal user cost and depreciation, then any risk of entry is eliminated”
(ibid. p. 4).

In a recent theoretical piece Cairns (1994) scrutinises contestability theory for its
explicit assumption of symmetry among firms in an industry and develops a multi-period
theoretical model where information asymmetry is introduced. Uncertainty is twofold as
it exists on the part of potential entrants regarding how incumbents are pricing and on the
part of incumbents concerning how potential entrants may respond. Cairns demonstrates
that the threat of entry imposes a partial price discipline rather than leading to optimal

pricing (as assumed by contestable theory under conditions of certainty).

Contestability theory proponents claim a distinction between fixed costs of
production and sunk costs claiming that only the second actually create barriers. A
favourite example has been the airline industry, which exhibits high fixed costs that are
not sunk in that an aircraft can be diverted to other uses (Geroski et al. 1990). Given this
assertion it might be expected that in airline industries entry and exit is easy and the effect
of potential competition important. Shepherd’s (1984) evidence from the US airline
industry suggests that, although entry and exit exerts some influence on market shares,
the main effects stem from interactions among incumbents.!” MacLeod (1987) argues that
sunk costs could take on various forms and demonstrates the effects that each has on the
set of theoretical equilibrium market structures. Following a distinction made earlier by
Eaton and Lipsey (1980), he refers to two forms of sunk costs. The first form depends on
the malleability of capital, which is the extent to which it can be recovered in the case of

cessation of the firm’s operations. The second form concerns sunk costs whose sunkness

17 See also arguments in Weitzman (1983) for the denial of ‘pure’ fixed costs and in support of sunk costs
and their role in decreasing average costs.
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relates to the difficulties of getting capital instantaneously removed from the market.
While the first category does not seem to deter entry, according to the author the second
certainly does. Entry deterrence is the product of costs that are sunk due to the time it

would take to leave the market!®,

A number of empirical studies have tested the direct effect of sunk-cost proxies on
entry and exit. Kessides (1991) developed a formal model for the evaluation of the degree
of contestability in US manufacturing industries. Sunk-cost proxies used in this study
include estimates of the amounts of investment in buildings, machinery and advertising
that might become irrecoverable in the event of exit. The results provided suggest that
sunk costs are an important impediment to contestability as they were found to lower
entry rates in response to industry profitability, increasing at the same time the probability
of an aggressive reaction by incumbent firms. Rosenbaum (1993) also finds sunk cost
proxies to have a significant negative effect on net entry, and Rosenbaum and Lamort
(1992) using some inverse notion of sunk costs indicate that sunk costs may also
significantly deter exit. Mata’s (1991) results on Portuguese manufacturing indicate that
sunk costs present a significant entry deterrence factor but only for large-firm entry. In
contrast, sunk-cost proxies were not found to be significant barriers to entry in the
Norwegian manufacturing industries (von der Fehr, 1991). However, the same is not
evident for Belgian manufacturing where sunk costs involved in high cost machinery and
equipment were found to present a significant entry, but not exit barrier (Sleuwaegen and
Dehandschutter, 1991). Shaanan (1994), using a more elaborate definition of sunk costs
based on engineering-statistical cost estimates of industry specific capital, argues that
sunk costs present a significant barrier to entry in sample of 40 US manufacturing

industries.

In Schwalbach’s (1991) study for German manufacturing the specifications of
interest relate to Baumol’s (1982) argument that a market can be contestable despite the
presence of high concentration levels and an absence of entry when entry barriers are

low'®. The industries identified by Schwalbach to present these features were cigarettes

'8 See also Schwartz and Reynolds (1993) for a similar argument.

1 Gilbert (1989) points out that even a natural monopoly would be consistent with contestability theory if
the price charged by the monopolist suffices to cover only average costs.
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and asbestos manufactures which exhibiting low entry barriers, while at the same time

experiencing zero entry and high concentration ratios.

2.3. Empirical specification of the entry model

The definition of entry as outlined by Bain (1956) (section 2.1) poses problems for
an apt measurement of the height of entry barriers. This is because barriers to entry as
defined are likely to be entrant specific. A barrier to entry from the point of view of one
potential entrant may not be so from the point of view of another (Geroski et al. 1990).
What would be needed would be an evaluation of the individual’s perceptions of the
degree of protection barriers that provide for incumbents and obstacles for those who
aspire entry. This implies that there is a considerable degree of heterogeneity amongst
incumbent firms and amongst potential entrants. In order to account for this heterogeneity
Bain (1956) established two concepts. The first refers to the ‘immediate condition of
entry’ which is evaluated the by the long-run price-minimal cost gap attained by the most
favoured incumbent and is marginally sufficient to induce entry by the most ‘advantaged
entrant’. If such a hypothetical most favoured entrant cannot perform post-entry as well as
the incumbent firms then barriers to entry are said to exist and this provides an estimate of
the minimum height of entry barriers faced by all potential entrants in an industry
(Geroski, 1983, Geroski et al. 1990). The second concept refers to the ‘general condition
of entry’ concerns the succession of values of the intermediate condition starting from the
most favoured entrant in response to the distribution of price-rhinimal cost values, and

moving towards less efficient entrants.

Using these concepts Bain (1956) examined 20 US manufacturing industries and
classified them in ‘high entry barrier’ industries if incumbent firms could elevate prices
by 10% above minimal costs, forestalling entry at the same time. Industries experiencing
‘substantial’ entry barriers were those where the percentage of price elevation was around
7% percent. Industries facing ‘moderate to low’ barriers were those where the percentage
of price elevation above minimal costs ranges between 1% and 4%. This classification
was achieved by first ranking industries according to each individual source of entry
barrier and then aggregating their scores on a continuous scale. Bain made the self-critical

point in respect to these estimations that these are quite speculative “because both the
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‘guess-estimated’ character of much of the basic data and of theoretical uncertainty
concerning the effect on entry of certain estimated situations”(ibid. p. 71). Nonetheless,
Bain identified as most significant barriers to entry those related to product differentiation

advantages and economies of scale.

The study of entry barriers was revolutionised by Orr who first considered entry
barriers in direct relation to firm entry firms per se (ibid. 1974a) and devised a less
subjective direct method for calculating the height of barriers to entry (ibid. 1974b).
Previous studies considering the role of entry barriers were confined to examine the
determinants of inter-industry variations in proﬁtabilitfo and as such could not draw
conclusions on the direct influence of industry structure in determining entry. The notable
exception to this was the work of Mansfield (1962) who first regressed entry and exit
rates on industry profitability and capital required to build a plant of minimum efficient
size. His results suggested that the entry rate would increase by at least 60% if industry
profitability doubled, and would decrease at least 7% if capital requirements doubled. As
far as exit rates are concerned, Mansfield concludes that these would decrease by at least
15% if an industry profitability doubled or if the ratio of the average size to minimum

efficient size of firm doubled.

Orr (1974a) develops a more elaborate model given in the following estimable

equation for a cross section of 71 Canadian industries:
E=f(z"-7",Q 2.1)

This equation asserts that entry into an industry is a function of the difference of
past industry profitability z”, as a proxy of expected post-entry profits attainable by
entrants, and the long run profit rate z°, predicted for this industry on the of level of
entry barriers, plus the effect of past industry growth rate of output (Q). Orr justifies the

inclusion of past industry growth on the grounds that in fast growing industries the arrival

of entrants has less profound effects on industry output and prices.

As far as the vector of variables that determine the long-run profit rate is concerned,

Orr included a measure of minimum efficient plant size, the amount of fixed capital

2 See Lyons (1991) for a review of this type of studies.
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required to build a minimum efficient plant size, advertising intensity as proxy for
product differentiation advantages, and R&D intensity. In addition, a measure of risk that

relates to industry profits was used along with an industry’s concentration ratio.

The first two variables concern the twofold economies of scale effect analysed in
section 2.1. The inclusion of advertising intensity follows Bain’s (1956) result that
product differentiation was one of the most significant entry-barriers, and Comanor and
Wilson (1967) who suggested that advertising intensity, as a proxy of the product
differentiation barrier, is an important determinant of profits in US manufacturing. The
introduction of R&D as barrier to entry has been influenced by the discussion in Mueller
and Tilton (1969). This indicates that R&D might be a barrier if there are economies of
scale in conducting R&D, and also that if it can be associated with protected know-how
indicated by patents possessed by incumbents and generating absolute cost advantages®'.
Risk was measured as deviation of profit rates over a period and hypothesised to exert a
negative influence on entry capturing the off-putting effect of profit fluctuation on risk
averse potential firm proprietors. Concentration enters the barrier to entry vector on the
premise that it reflects the possibility of collusive reaction by incumbent firms at the
expense of entrants. The results obtained by estimation show that capital requirements,
advertising intensity and high concentration are significant entry barriers, whereas past

industry profitability and industry growth have only a weak positive effect on entry?.

Orr (1974b) used the estimators of the barriers to entry vector to construct an index
of the height of entry barriers for each industry, weighting the value of each barrier to
entry for each industry by the corresponding barrier to entry estimator. The mechanics of
the Orr-type of model and the construction of the barriers to entry height index have been
usefully recapitulated in Cable and Schwalbach (1991). Adopting their notation, the entry
process is described by:

E, =7 (1, -0} )+ u @2

jt

2! Mueller and Tilton suggest that this would be the case at the ‘technological competition stage’ where

learning-by-doing offers incumbents a great advantage and patents have not yet expired. This would not
be the same as at the ‘imitation-stage’, which is more conductive to entry.

# The minimum efficient plant size proxy was dropped for multicollinearity reasons. As an additional

determinant of entry, the logarithm of industry sales was added and a positive significant effect was
detected.
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where E, is entry in industry j at time ¢ which responds to the difference between the
expected post-entry profits (I1%,) and the long run ‘limit profit’ after all entry has ceased

(H; ). The latter is determined by an array of m barriers to entry contained in vector X.

This relationship is given by:

H: =ﬂ0 +§:ﬂmxmj (23)

m=]

Substituting IT) in (2.2) by its equivalent from (2.3) yields
M
By=a,+o I + Y a, X, +u, (2.4)
m=1

Establishing correspondence between the parameter yin (2.2) and the estimated
coefficients in (2.4) entails in that o, = —yf,, @, =y and «, =- 3B, . Inserting the long-
run equilibrium conditions that IT§ =H; and E, =u; =0, produces an estimate of the

level of ‘limit profits’ and hence of the height of entry barriers in an industry j which is
depicted by:

M
—(do +.4, ij)
m=]

Q,

A . ~ M A
=5y ) Bu Xy = (2.5)
m=1
As it stands, the Orr-type of entry model allows, along with an estimator of the
height of entry barriers, the derivation of an estimator of the responsiveness of entry to

profitable opportunities (7). It also makes possible inference as to the importance of

individual barriers to entry included in the X vector. However, in applied research the last
two properties of the model have attracted most attention as “most scholars have been

concerned more with the determinants of entry barriers than with its height overall”
(Geroski and Schwalbach, 1989, p. 23).

This model is not without its critics. Geroski and Schwalbach (1989) and Geroski
(1991c) discuss the limitations of the Orr-type of model and focus their doubts on four
issues. The first concern is about the usual practice imposing one-year lagged price cost
margins in attempt to proxy the expected post-entry levels of profits. This is claimed to

assume that potential entrants have very naive perceptions of the post-entry market
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conditions and ignore the effect that their entry will have on profits. In addition, this
practice has been held responsible (Geroski, 1995) for the frequent statistically

insignificant estimates of ¥ found in the literature. The second problem relates to

measurement of entry barriers. The critique suggests that often the practice here has been
to rely on easily gathered proxies. This, in turn, suggests that there are important omitted
factors that relate to entry barrier notions. This coupled with the possibility that proxies
may suffer from measurement error could bias the estimates of the height of entry barriers
derived. However, Orr (1974b) when first proposing a measure of the height of barriers to
entry was aware of this, arguing that “...this index should be interpreted as merely a
useful approximation to the relative overall height of entry barriers”(ibid. p. 42). The
estimates used by Orr to derive his index accounted for slightly less than half of the
variation of entry rates and this made his cautioned interpretations conditioned on a
conscious recognition of a possibly important role for omitted factors. The third problem
should be seen in conjunction with the first and asserts that it is too risky to assume that

the parameter y as a speed of adjustment of entry to an excess profits index is the same
across industries. This may be so if the factors determining y are correlated with the

height of entry barriers across industries. The fourth critical issue relates to the somewhat
arbitrary aggregation of different types of entrants into the same ‘pool’. Different types of
entrants may have different potential in being successful when entering. This, in turn,
may imply that they do not all have the same perceptions of entry barriers or that barriers
are not equally decisive in conditioning entry decisions across a spectrum of
heterogeneous queue of entrants. This consideration has brought about entry definitions
going beyond classical ones restricting attention to firms building new plants and
installing new equipment (Bain, 1956), those emphasising the independence of new firms
(Johnson, 1986) and those having no obvious parent in existing organisations (Allen,
1970). Geroski (1991a) argues that, in terms of the effect on competitive processes, entry
by foreign producers, entry by acquisition, or even changes in management of exiting
firms might not differ much from entry more narrowly defined. In this sense entry may be
viewed “in terms of new sources of supply, regardless of whether this involves new

sources of production” (ibid. p. 10). A number of scholars have offered interesting and
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versatile typologies of entrant-types varying in the degree of openness adopted. Thus
Mueller (1991) differentiates between de novo entry®, entry by an existing firm building
a new plant, entry by altering the product mix of an existing plant, entry by acquisition
and entry by foreign firms. Evans and Siegfried (1992) restrict attention to all but the last
of these and maintain that transfer of ownership of an existing firm through merger does
not represent entry if merged firms do not diversify into new products or areas. Storey
(1991) distinguishes in greater detail by defining diversifiers as firms entering a specific
industry while operating at the same time in another and switchers as firms that move

from one sector to another but no longer operate in the industry which they left®*.

The applied research has, to some extent, taken into consideration these points of
criticism. The availability of panel data in many counties has allowed repeated in time
observations for individual industries, making it possible to account for the effect of
omitted time-invariant, but across industries highly differentiated factors, that might relate
to persistent features of industry structure. Some experimentation with alternative
expected post-entry-profit approximations has been witnessed in applied research and
some account for entry-type heterogeneity has also been provided. Research has paid
much less attention to the possibility that the speed of adjustment may be industry-
specific and the limited evidence that exists in this direction does not so far seem to be
clear®. In contrast, there is some evidence from studies that have distinguished between
different entry types providing some support for Hines’ (1957) suggestion that the effect
of entry barriers is felt more by de novo entrants, who represent the most common form
of entry rather than by diversifying firms?®. Moreover, there is also some evidence that
the small firm might respond differently to entry inducements and impediments compared

to its larger counterpart.

» This type of entry is close to the classical definition, but narrower, as it refers to the introduction of new

production capacity in industry by a firm not existing before and which is not affiliated to an existing
one operating in another sector.

% Von der Fehr (1991) refers to switchers as moving firms.

#  See discussion and empirical results related to this issue in Geroski and Schwalbach (1989) and Geroski

(1991c).

26 Mata (1993a) examines the interaction between type of entrants and provides evidence that the less

favoured type of entry is de novo entry as it is deterred by all other types of entrants. Only expanding
firms deter diversifying firm entry.

54



PREVIOUS THEORETICAL AND EMPIRICAL RESEARCH ON FIRM ENTRY AND EXIT

The Orr-type of model has been for more than twenty years the ‘workhorse’ of the
industrial economics empirical literature on entry”’. But it is true to say that subsequent
research has taken a somewhat looser form in respect to variables included in the entry
equation. The ‘state of the art’ is probably best described in Cable and Schwalbach’s
(1991) view that

“...with the theoretical debate as yet unsettled, there is a strong case for
inclining toward the most general empirical specifications that data
considerations will allow, if for no other reason than that the ensuing results
all add grist to the theorists’ mill.” (ibid. p. 263)

There follows an account of the accumulated empirical evidence that surrounds the
very core of barrier to entry notions in the context of the original Orr research
specification. Where applicable, efforts to deal with some of the aforementioned
criticisms are notified. Empirical evidence about the more general specifications of entry

models is discussed in separate sections.

2.3.1. The effect of industry profits on entry and exit

Duetsch (1975) uses a somewhat different approach to Orr (1974a) in allowing for
non-positive values of net entry. He retains the assumption that net entry is a function of
industry profitability, which in turn is determined by conditions of entry in an industry.
However, he points out that if price cost margins reflect industry profitability that is
attributed to high entry barriers, net entry rates might be lower in industries exhibiting
higher margins as the latter “may not offer an unusually attractive incentive for entry”
(ibid. p. 453). Regressing net entry on the residuals of a regression of price cost margins
on capital and advertising intensity proxies provides low explanatory power and
insignificant results for industry profitability for a large cross-section of US
manufacturing industries. When, however, margins directly enter the net entry equation, a
positive and significant effect was found but only when industry concentration was
excluded from the regressors. In a later study Duetsch (1984) confines his analysis to
positive net entry values and provides evidence supporting a positive, and overall quite
significant, effect on net entry. Chappell et al. (1990) analyse net entry for a cross-section
of US manufacturing industries between 1972-1977. The analysis uses only positive

2 Some other typologies of entry models are discussed in Geroski (1991a) chapter 3.
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values of net entry and proposes a Poisson model to account for the non-negativity of the
dependent variable. The empirical evidence as to the effect of industry profitability on net
entry indicates that this is positive and significant. The same is the case in research by
Rosenbaum (1993) and Kessides (1991). Kessides, however, suggested that in industries
with high sunk costs, net entry and the margin could move in opposite directions if higher
margins prompt incumbent retaliation and this threat, in turn, outweighs the initial

corresponding incentive.

Yamawaki (1991), using panel data in a fixed-effects model finds that the price cost
margin has a positive but insignificant effect on net entry rates in the case of Japanese
manufacturing industries. Nevertheless, when, prior to pooling, separate period by period
regressions were performed on a cross section of around 135 Japanese manufacturing
sectors, the effect of profit margins was found to be negative in three out of five cases. In
one of them (1982-1983) it was established with almost 95% confidence that this negative
effect is statistically significant. Unfortunately, he does not make any further comment on

these results beyond emphasising the temporal instability of his cross sectional results.

Jeong and Masson (1991) using rational expectations formulations to approximate
post-entry expected profits found them to exert a positive and significant effect on net
entry rates?. Geroski (1991c) also uses a rational-expectations formulation? to derive
predicted values for expected post entry profits in a study examining the determinants of
net entry market penetration, distinguishing at the same time between domestic and
foreign entrants. Domestic entry seems to respond much more rapidly to profits than does
foreign entry. The coefficient for domestic entry is four times larger than the insignificant
coefficient for foreign entry and rational-expectations derived proxies for expected profits

perform better than more naive ones based on one-year lagged profitability.

The effect of industry profitability on gross entry*® has been more consistent with

theoretical expectation when compared with the aforementioned studies using net entry.

% The net entry rates used in this study are dominated by an excess of entry over exit and thus are

primarily positive.

¥ To derive the rational expectation based predicted values the author regresses price cost margins on

themselves, lagged up to three periods in the past, and also lagged industry growth and lagged industry
exports.

0 Gross entry refers to counts of firms entering an industry.
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Khemani and Shapiro (1986) find that price-cost margins, averaged over four years
before entry, have a significant positive effect in explaining variation of gross entry.
Shapiro and Khemani (1987) show that the same holds when entry was estimated along
with exit in a recursive system. Other empirical evidence from the US manufacturing
industries accords with theoretical expectation in both a panel data analysis with industry-
fixed effects (Dunne and Roberts, 1991) and in cross-sectional estimation contexts
(Highfield and Smiley, 1987; Mayer and Chappell, 1992)*!. The Austin and Rosenbaum
(1991) and Rosenbaum and Lamort (1992) studies also yield significant results on
industry profitability when single gross entry equations were estimated, with and without
exit amongst the independent variables. However, the same finding was not so clear>2
when entry was estimated along with exit in a simultaneous equation framework. In the
same simultaneous estimation context, Evans and Siegfried’s (1992) results verify this
insignificance and above all their analysis yields a negative insignificant sign when entry
by diversifying firms producing in existing plants was concerned. This inconsistency in
the direction of the effect, accompanied with statistical insignificance, has also been
evidenced in Hilke (1984) analysis of the determinants of entry market shares in a sample

of US manufacturing industries.

In contrast Schwalbach, (1987) concludes that profit margins have a significant
effect in-increasing the production share of diversifying firms in Germany. Mata (1993a)
distinguishes between de novo entry and entry by existing firms in Portuguese
manufacturing. The latter category is further disaggregated according to whether the
parent firm operates in same industry (expansion), in related industries (extension) or in
different industries (pure diversification). The results show that industry profitability is
positive and significant only for expanding firms, and positive but not particularly
significant for all other types of entrants apart from diversifiers where its effect is

insignificant but, surprisingly, negative. When, however, no distinction for different types

3! Highfield and Smiley (1987) have used autoregressive models of profits to derive predictions of

expected post-entry industry profits. Mayer and Chappell (1992) use non-linear quasi-maximum
likelihood estimation based on compound bivariate Poisson distribution to separate the effect of the
determinants of entry and exit using net entry rates.

2 In Austin and Rosenbaum (1991) margins were significant in one of the study periods considered,

whereas in the Rosenbaum and Lamort (1992) single period study it is insignificant.
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of entry is made, past industry profitability has a positive and significant effect on firm
entry (Mata, 1993b). Anagnostaki and Louri (1995a) produce results in the same vein but

for Greece.

There are other results which to point in the opposite direction. Von der Fehr (1991)
distinguishes among different types of entrants and finds that industry profitability seems
to be more important in determining entry rates of de novo and of ‘moving’ firms®.
Kleijweg and Lever (1994), retaining the term existing firm entry to refer to
diversification and also expansion firm entry, approximate expected profits by taking
returns on investment data and suggest that this has a significant effect for new but not for

existing firm entry in Dutch manufacturing industries.

A limited number of studies have distinguished between small and large firms
entering and have evaluated the effect of profitability prospects on entry. MacDonald
(1986) finds that the effect of profitability on entry has been insignificant but,
surprisingly, negative. Acs and Audretsch (1989a) compile evidence for a significant
positive effect of industry profitability on small-firm net entry rates. When, however, a
gross entry (birth rate) definition was used (Acs and Audretsch, 1989b) the coefficient of
lagged price cost margins proved insignificant for all firm-size classes concerned and
negative for entry of firms employing less than 500 employees.>* These results contrast
with those of Mata (1991), where profitable opportunities seem to be positive and
significant in determining gross entry rates of small firms, but negative and insignificant
for larger firms. Mata argues that past industry profits might not be a good proxy for
expected post-entry profits for more sophisticated entrants, such as larger Portuguese
manufacturing firms. Empirical evidence for German®® manufacturing industries provided
by Wagner (1994) makes inference about the effect of industry profitability on entry of

firms of various sizes even more puzzling. This study distinguishes between small firm

3 Von der Fehr (1991) defines as ‘moving’ those plants previously employed in other industries. The

other entrant-types pertain to diversifying and expanding firms using new plants or existing production
facilities.

3 Acs and Audretsch (1989a,b) broadly define small firms in US manufacturing industries as those
employing less than 500 employees and they use a sliding cut-off point to allow for narrower definitions
of small firms within the 1 to 499 employees range.

35 This research refers to manufacturing industries in the German region of Lower Saxony.
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entry, small single-plants entry, and the two taken together. The results offered on profit
rates heavily depend on the econometric technique applied. They range from positive and
significant when small firm and small single-plant entry equations were estimated by
ordinary least squares (OLS), to negative and significant when the equation single-plant

entry was estimated with some robust estimation techniques.

From a rather novel perspective, Sleuwaegen and Dehandschutter (1991) taking
into account the open character of the Belgian economy include among other
determinants of entry rates not only domestic price cost margins but also the
corresponding German ones. Both profit margins were found be positively and

significantly related with higher entry rates in Belgian manufacturing industries.

A number of studies have offered support for the conjecture that exit occurs
because of industry unprofitability (Siegfried and Evans, 1994). Marcus (1967) finds a
strong positive association between firm exit and the proportion of loss making firms in
an industry. Hudson (1986) shows that profitability has a negative and significant effect
on voluntary, and also compulsory, company liquidations in England and Wales. The
same is evident for US manufacturing as well as business firms failures (Hudson, 1989)
utilising an extensive Dun and Bradstreet data set. On the other hand, Baden-Fuller
(1989) studying the determinants of exit decisions in the case of a declining industry — the
UK steel casting industry — favours the view that unprofitability does influence exit
decisions, but not in sense that the least profitable firms first exit from an industry. Exit
seems to be a strategic decision and firms having a larger market share and diversifying
firms exit first. Schary (1991) distinguishes between three types of firm exit. These are
through merger, voluntary liquidation or bankruptcy. Using firm level data for the US
cotton industry, she suggests that the form of exit is not related to profitability and the
same applies for other firm characteristics such as financial, which alone are not able to

predict the form of exit.

More recent empirical evidence from studies concerned with the determinants of
inter-industry differences in firm exit has offered ambiguous results for the effect of
industry profitability. Apart from research finding a positive effect for industry
profitability, discussed in section 2.2.4, a number of studies have produced inconclusive

evidence for the direction of the effect or have produced negative estimates. Negative
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effects of industry profitability have been inferred in Mayer and Chappell (1992),
Sleuwaegen and Dehandschutter (1991) and Anagnostaki and Louri (1995a). Inconclusive
results have been reported in Evans and Siegfried (1992) and Kleijweg and Lever (1994)
who do not find any significant influence, although the direction of the effect varies
across different types of exiting firms and under alternative econometric model

specification in the latter case.

2.3.2. Industry growth

In the research that followed Orr’s (1974a) seminal paper a number of studies using
net entry as the dependent variable found evidence that past industry growth, measured in
various ways, has a positive and significant effect. Most work has been undertaken for the
US manufacturing industries. Using cross sectional data, Duetsch (1975) found that
growth in industry demand has a positive and significant effect on net entry, and the same
holds when net entry is restricted to only positive values (Duetsch, 1984; Chappell et al.
1990). More recent comparative cross-sectional analysis, allowing for non-positive values
produces reassuring results (Kessides, 1991) and this has been substantiated in a panel-
data context without industry fixed-effects (Rosenbaum, 1993). Acs and Audretsch
(1989a) usefully conclude that industry growth is a strong positive determinant of small

firm net entry.

Yamawaki (1991) and Jeong and Masson (1991) have compiled reassuring
evidence for the positive effect of this variable on net entry rates for Japanese and Korean
manufacturing industries respectively. Gorecki (1975) suggests that there is a strong
positive link to net entry of both new and diversifying firms in the UK manufacturing
sectors. Nevertheless, it is surprising that the same is not the case when the determinants
of net market share penetration of domestic and foreign firms are concerned (Geroski,
1991c). In this research the effect of lagged domestic production growth has a negative

effect on both types of entrants and is significant for domestic firms*®.

Using a gross entry definition Khemani and Shapiro (1986) find that industry

growth, discounted for the effect minimum efficient plant size, has a positive and

3 Geroski (1991¢c, p.81) notices that this result holds also when gross entry penetration is used as a
dependent variable.
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significant effect on entry in Canada. Furthermore, this holds even when entry and exit

are estimated in a recursive system (Shapiro and Khemani, 1987).

Early results from US manufacturing industries point out a positive but statistically
insignificant effect of past industry growth of sales on entry (Masson and Shaanan, 1982).
On the other hand, Hilke (1984) finds some moderate effects and MacDonald (1986)
presents more supportive results, at least concerning smaller firms. Highfield and Smiley.
(1987) maintain that one of the most important microeconomic factors explaining inter-
industry variations in new firm formation in US manufacturing industries is higher
growth in industry sales®’. Dunne and Roberts (1991), Austin and Rosenbaum (1991) and
Mayer and Chappell (1992), all offer additional reassuring evidence. Rosenbaum and
Lamort (1992) also find that there is strong positive statistical association between
industry growth and entry in a single equation estimation, but this reverses direction and
becomes insignificant in a simultaneous estimation context. This insignificance and
instability in the direction of the effect across different types of entrants was the main
characteristic of simultaneous estimation results in the Evans and Siegfried (1992) study.
Acs and Audretsch (1989b) conclude that past industry growth is conducive to firm births
across a wide spectrum of firm size classes, but it appears that it induces more large-firm
than small-firm births.

Distinguishing for different types of entrants, Mata (1993a) finds a positive and of
moderate significance effect only for de novo entry. The direction of the effect was quite
unstable for alternative methods of estimation for the same entrant type but also across
different types in all other cases considered. Aggregating by type of entrants’®, Mata
(1993b) generates a negative and fairly significant estimator for past industry growth. It is
argued that this may be due to measurement of entry in terms of number of firms, which
gives greater weight to small units. If this a valid assumption, then this result may be seen
in conjunction with those of an earlier study (Mata, 1991) which signified that industry

growth is more conducive to large firm entry, corroborating the results of Acs and

37 Hilke (1984, p. 237) supports the proposition that growth might be perceived by entrants to be a better
predictor of future profits and high past profits.

3% The operational definition used encompasses those firms that existed in 1986 but not in 1982, and also
those existing before 1982 but who changed their main activity between 1982 and 1986.
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Audretsch (1989b). However, this result is somewhat puzzling in that the definition used
encompasses also diversifying firms, and because the same negative effect was found to
be significant for the number of firms increasing employment and also, although

insignificant, for entry measured in terms of employment.

The distinction between small and more generally defined firm entry in Germany
(Wagner, 1994) yields quite unstable results for the effect of industry growth. But some
positive and significant results can be seen in some econometric specifications for small
and small single-plant entry. There is strong evidence pointing to a significant effect of
industry growth on the production share of diversifying entrants in the same country
(Schwalbach, 1987). Kleijweg and Lever (1994) produce results which also suggest that
industry growth is more conducive to existing firm (includes diversification) entry rather
to new firm entry. There is a significant direct effect for the former and an insignificant
negative relationship with the latter in Dutch manufacturing. Von der Fehr (1991)
distinguishes also between different entry types, but his results for Norwegian industries
have been predominantly negative and insignificant. Insignificance has also become
evident in the case of type-independent entry rates in Greek manufacturing (Anagnostaki
and Louri, 1995a), in all but one case the direction of the effect being positive. In sharp
contrast not only domestic industry but also European-wide industry growth rates turn out
be significant motivators of firm entry in Belgian manufacturing industries (Sleuwaegen
and Dehandschutter, 1991).

As far as the relation between firm exit and industry growth is concerned Caves and
Porter (1976), utilising firm-level data, suggest a negative and statistically significant
relationship. MacDonald (1986) and Shapiro and Khemani (1987) also find a negative but
not a statistically profound relationship. More recent studies on exit in various countries
have been more conclusive in outlining the same message both for cross sectional studies
(Austin and Rosenbaum, 1991; Mayer and Chappell, 1992; Jeong and Masson; 1991) and
using panel data (Dunne and Roberts, 1991; Rosenbaum and Lamort, 1992). As an
exception, Anagnostaki and Louri (1995a) find a positive and significant effect on exit.
Kleijweg and Lever (1994) also find a weak negative effect of industry growth on exit,
but somewhat more significant on exit by bankruptcy. Sleuwaegen and Dehandschutter
(1991) present an interesting case suggesting that whereas domestic industry growth

exerts a negative and significant influence on exit of Belgian firms, the same is not
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evident for European-Union wide industry growth. In the wider context the positive,

though insignificant effect, is thought to reflect some traces of intra-EU competition.

In a simultaneous estimation context, there is some evidence suggesting a negative
effect of industry growth in the exit equation (Austin and Rosenbaum, 1991; Rosenbaum
and Lamort, 1992), but not when allowance for' different exiting firm types is given
(Evans and Siegfried, 1992)*. From a somewhat different perspective, Audretsch (1994)
examining the incidence of exit for a cohort of firms, finds that industry growth decreases
the probability of exit in the short but not in the long run. This might be consistent with
the Bradburd and Caves (1982) suggestion that growth affects industry profitability in the
short-run. Audretsch (1995a) distinguishes between exiting firms that were recent
entrants and incumbents, and concludes that industry growth is a stronger exit deterrence

force for new entrants than for incumbent firms.

2.3.3. Economies of scale

The empirical examination of the effect of economies of scale as an entry barrier on
net entry rates has not produced unanimous results. Gorecki (1975) finds a negative effect
on net entry rates, significant only for new entrants but not for diversifying firms.
Kessides (1991) and Rosenbaum (1993) obtain empirical results also suggesting a
negative effect of economies of scale proxies on net entry, but with varying degrees of
significance. Negative effects continue in the Jeong and Masson (1991) study. They prove
to be of moderate statistical significance only when periods of economic contraction and

expansion are combined in a full business cycle.

In contrast, both Duetsch (1984) and Chappell et al. (1990) restrict net entry to non-
negative values and they derive insignificant but direction varying estimates and
significant and positive coefficients respectively. The authors attribute this non-traditional
result to the economies of scale proxy used in their study that was defined as labour
productivity in the four largest firms in the industry over labour productivity in all smaller
firms. It is argued that a high productivity differential has an off-putting effect on entry

only in cases where entering firms have to directly compete with larger more efficient

* In Evans and Siegfried (1992) there some traces for positive effect of industry growth on exit of
diversifying firms.
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firms. If however, as the authors prefer it, there is an extensive fringe consisting of
inefficient firms, entrants might have a cost advantage over fringe firms and this might
stimulate entry. Acs and Audretsch (1989a) use the changes of small firm productivity
over the average productivity change in an industry and they also discover a positive and

significant effect on small-firm net entry rates.

Dealing with gross entry, the empirical results obtained have too been ambiguous.
In accordance with theoretical expectations, Masson and Shaanan (1982) find a negative
effect of scale on entrants’ market share, and Hause and du Rietz (1984) find that
doubling the optimum plant size has a substantial effect on entry as it entails in a
reduction of annual entry rates by 1.3%. MacDonald (1986), Khemani and Shapiro
(1986), Shapiro and Khemani (1987) and Mata (1993b) all find empirical support
vindicating that economies of scale present a significant entry barrier. Mayer and
Chappell (1992), using quasi-maximum likelihood estimates based on net entry, attribute
a negative and significant effect of scale on probabilistically derived entry rates. In
contrast, Highfield and Smiley (1987) do not find any statistical support for a strong
effect of economies of scale proxies. Jeong and Masson (1991) differentiate that whereas
economies of scale are not a significant entry barrier when entry is concerned, they are

more powerful in inversely affecting entrants’ market shares.

A series of studies from various country contexts have offered quite mixed and
sometimes surprising results. Thus, Austin and Rosenbaum (1991), using a two-study-
period cross sectional analysis, produce a positive and significant result for the effect of
minimum efficient size on firm entry for one of them. Dunne and Roberts (1991) using
panel data estimation on quite similar data reach the conclusion that economies of scale
present a significant entry barrier. When, however, industry-fixed effects were included in
the econometric model specification this result was neither negative nor significant.
Rosenbaum and Lamort (1992) panel data, estimations without fixed effects add further
to the puzzle, producing statistically insignificant and direction varying results when
different models are calibrated. The same has been also evident in Sleuwaegen and

Dehandschutter (1991) who produce positive albeit insignificant estimates.

As far as the effect of economies of scale on different entry types is concerned, Acs

and Audretsch (1989b) derive a negative effect for small firm entry (firms employing less
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than 100 employees). This, however, switches to be positive and insignificant for other
definitions encompassing larger firms, but still smaller than a cut-off point of 500
employees. Mata (1991) finds also a positive and almost significant effect on large firm
entry, but a strong negative effect on small firm entrants. Von der Fehr (1991) produces a
strong positive effect of minimum efficient plant size on de novo and ‘moving’ firm
entry, claiming that the economies of scale proxy has been correlated with both industry
size and capital requirements. He blames these correlations for this surprising result.
Schwalbach (1987) points in an opposite direction demonstrating that economies of scale
have a significant negative impact on the production share of diversifying entrants. The
contrast is intensified as Mata (1993a) shows that economies of scale are an impediment
to de novo, expansion and extension entry, while the corresponding coefficient for

diversification entry is positive and significant.

Evidence on the effect of economies to scale proxies on firm exit has been limited
but equally ambiguous. Shapiro and Khemani (1987) find that economies of scale are a
significant entry deterrence factor. Dunne and Roberts (1991) suggest the same but not
when the effect of time-invariant industry-specific omitted factors are allowed in
econometric panel data specification, yielding a positive but insignificant effect. Austin
and Rosenbaum (1991) have also traced a positive, but insignificant effect, and Jeong and
Masson (1991) the same but only during economy-wide expansion. Audretsch (1994)
finds evidence that economies of scale are conducive to exit of recent entrants, but

significantly deter exit of firms operating in an industry for ten or more years.

2.3.4. Capital intensity

Evidence on the effect of capital requirements on net entry has been quite limited.
Empirical findings suggest, however, that this has been negative (Duetsch, 1984;
Chappell et al. 1990; Rosenbaum, 1993; Jeong and Masson, 1991) and of some statistical
significance in only a few cases (Duetsch, 1984; Chappell et al. 1990). As far as the effect

-on small firm net entry is concerned, Acs and Audretsch (1989a) find that this is negative
and significant only when small firms are defined as employing less than 100 employees.
Yamawaki (1991) provides somewhat ambiguous results explaining that capital intensity
in a period by period comparative cross sectional analysis was found to be positive in two

out of five cases and very significant in one of them (1982-1983). The same, however,
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was not true when the multiperiod cross sectional data were combined in a panel data set
estimated with industry-fixed effects. This rendered capital intensity a negative and

statistically significant determinant of net entry rates.

Using gross entry, a number of studies have come to the conclusion that a strong
negative effect of capital intensity on entry exists and that this accords with theoretical
expectations (MacDonald, 1986; Austin and Rosenbaum; 1991, Dunne and Roberts,
1991; Khemani and Shapiro, 1986; Shapiro and Khemani, 1987; Mata, 1993b;
Sleuwaegen and Dehandschutter, 1991; Jeong and Masson, 1991). In Masson and
Shaanan’s (1982) research although the effect is still negative its statistical significance is
weak.

Almost inevitably, some research reveals a positive effect of capital intensity on
gross entry (Highfield and Smiley, 1987; Mayer and Chappell, 1992) but this is rarely
significant. Rosenbaum and Lamort’s (1992) estimates generate a negative but weak
effect in a single-equation estimation and a positive but insignificant one in simultaneous
equation context. However, in sharp contrast with all other studies, Audretsch and Acs
(1994) find capital intensity to have a positive and statistically significant effect on new
firm start-ups. It was suspected that the capital intensity proxy was positively correlated
with the industry correlation variable. When the latter was dropped, the former remained
positive but more important, doubled its magnitude. Acs and Audretsch rely on the
previous Audretsch (1991) finding that capital intensity is a significant barrier to the
survival of new firms, to infer that capital intensity might not deter entry but considerably

reduces the post-entry probability of staying in business.

Acs and Audretsch (1989b) using a sliding, employment-based definition of small
firms produce insignificant estimates which, however, are varying in their sign depending
on the employment range selected. Mata (1991) offers evidence that capital intensity
effectively deters small firm entry but its effect is weak when larger firm entry is
modelled. In a similar fashion, Wagner (1994) provides robust negative estimates of
capital intensity for small-firm entry. In Mata (1993a) capital intensity has been found
negative for all different types of entrants and quite significant for de novo and
diversifying firms. Von der Fehr (1991) reports negative and significant estimates for all

types of entrants considered, whereas Kleijweg and Lever’s (1994) results depend heavily
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on the type of entry studied. They are positive and quite significant for existing firm entry

whereas the opposite is the case for de novo entry.

As far as the effect of capital intensity on firm exit is concerned a number of studies
have indicated that this is negative and significant in a single equation framework
(MacDonald, 1986; Shapiro and Khemani, 1987; Mayer and Chappell, 1992; Kleijweg
and Lever, 1994), or negative but insignificant (Marcus, 1967; Jeong and Masson, 1991).
Caves and Porter (1976) find a positive and significant effect in explaining the persistence
of low profit businesses. Audretsch (1994) suggests that capital intensity, as an exit
barrier, seems to have a longer run impact on exit that starts from 6 to 10 years after
entry. In other research, results have been dependent on alternative econometric
formulations used. Dunne and Roberts (1991) find a significant negative effect with panel
estimation but positive and significant when industry-fixed effects are allowed. Austin
and Rosenbaum (1991) find a negative and significant effect in all exit equations with the
only exception being the corresponding equation in a simultaneous equation framework
for the first of the two study-periods considered. This has been also the case when exit
was estimated in a recursive estimation system in Shapiro and Khemani (1987). Kleijweg
and Lever (1994) obtain insignificant estimates for capital intensity in determining
general but not bankruptcy exit when allowing for some interdependency between entry
and exit. Other research has produced positive, but insignificant, results (Caves and
Porter, 1976; Sleuwaegen and Dehandschutter, 1991)*.

2.3.5. Product differentiation

In a similar fashion to Orr (1974a), Duetsch (1975) hypotheses that industries
characterised by intense product promotion may show higher profits and lower net entry
rates. The regression estimates concerning advertising intensity were consistently
negative. Gorecki (1975) assumes that there should be a differentiated impact of the
product differentiation barrier when net entry of diversifying and non-diversified entrants
(specialists) are concerned. If a diversifying firm might already have been successful in
establishing its products elsewhere then this would enable it to take advantage of its name

when entering a new industry. Contr to Gorecki’s expectations the advertisin
ary P g

0 This result of Caves and Porter (1976) refers to analysis of the occurrence of exit of a major competitor.
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intensity had a positive and significant effect on specialist-firm net entry, but was
insignificant and negative for diversifying entrants. He proposes that the attraction of
higher profits might have been stronger than the barrier presented by product
differentiation. However, such an interpretation, as the author admits, is tentative to the

extent that the product differentiation proxy has the opposite sign for the diversification

type of net entry.
Kessides (1991) usefully clarifies that advertising could be a barrier to entry to the

extent that there are both sunk costs and economies of scale involved in advertising
expenditures. Nevertheless, it is also emphasised that advertising is also a means to
inform consumers about the attributes and prices of products. In this sense if advertising
is considered as a substitute for experience, it offers a means to overcome consumer
loyalty. Evidence provided seems to support the notion that entrants perceive a greater
likelihood of success in markets where advertising plays an important role. This
perception is demonstrated to be more important in inducing net entry than the entry-
reduction effect arising from sunk costs. This analytical framework is helpful in justifying
the positive and significant effect of advertising intensity on net entry rates found also in
Yamawaki (1991), despite the fact that he does not offer any explanation for this

empirical outcome.

In both the Duetsch (1984) and Acs and Audretsch (1989a) studies the effect of
product differentiation proxies on net entry was essentially insignificant but varying
considerably in direction, depending on study periods and definitions. In a series of more
recent studies, product differentiation proxies exhibit a negative and quite significant
effect on net entry (Chappell et al. 1990; Rosenbaum, 1993; Jeong and Masson, 1991).

As far as the effect of product differentiation on gross entry is concerned, many
studies provide evidence that this is a significant entry barrier (Masson and Shaanan,
1982; Khemani and Shapiro, 1986; Shapiro and Khemani, 1987; Sleuwaegen and
Dehandschutter, 1991; Schwalbach, 1991; Jeong and Masson, 1991; Austin and
Rosenbaum, 1991; Rosenbaum and Lamort, 1992; Mata, 1993b; Anagnostaki and Louri,
1995a). Exceptions, as usual, can be found. Highfield and Smiley (1987) find a negative
but insignificant effect. Mayer and Chappell (1992) find a positive and significant effect
and following Kessides (1991) maintain that this result reflects “the long standing
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controversy ‘advertising promotes market power’ versus ‘advertising promotes

2

competition’” (p. 776) arguing that in their data this controversy is resolved in favour of

the latter.

In respect to whether or not product differentiation as an entry barrier has a
differential impact depending on the type of entering firm, MacDonald (1986) shows no
direct effect for food industry fringe firms. Acs and Audretsch (1989b), considering a
large cross section of industries, find it to be highly significant in determining small firm
entry. Mata (1991) clearly indicates that, whereas product differentiation is a significant
barrier to entry for small Portuguese firms, this is not the case for larger entrants. In
addition, it seems to have a differentiated effect on different entry types. It is negative and
significant barrier for de novo entry, but positive and significant for expanding firms
(Mata, 1993a). Kleijweg and Lever (1994) obtained results that correspond to those of
Mata (ibid.) in direction but not in significance. In contrast, Schwalbach (1987) offers
empirical support to the idea that the production share of diversifying entrants is
significantly reduced in industries keen to promote intensive product differentiation

practices.

If advertising expenditures involve a high degree of costs that are sunk, this would
suggest that advertising intensity might also be an important exit barrier. Caves and Porter
(1976) are able to show that the exit of a major competitor is significantly deterred by
higher advertising intensity, but also that higher advertising has a positive but not
significant effect in determining the persistence of low profitability businesses.
Furthermore, Audretsch (1994) concludes that firms in industries with higher advertising
intensity face a higher likelihood of exit for up to ten years post-entry.

In research studying the determinants of inter-industry differences in the incidence
rather than the probability of exit, empirical results on the role of product differentiation
have been mixed. Thus, there is some limited support for advertising intensity being a
significant exit barrier (Sleuwaegen and Dehandschutter, 1991; Austin and Rosenbaum,
1991). There is some evidence that this might be so in periods of economic expansion,
but not in economy-wide contraction when exit is induced by higher advertising intensity
(Jeong and Masson, 1991). Conversely, there is evidence that the exit deterrence of

product differentiation might be weak (Khemani and Shapiro, 1987, Rosenbaum and
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Lamort, 1992). Kleijweg and Lever (1994) suggest that this might not be uniform over
different types of exiting firms finding that this is negative for general exit, but positive
for the exit of diversifying firms. Insignificant and directionally unstable results have
been the rule rather than the exception when allowing for some degree of
interdependency between exit and entry (Khemani and Shapiro, 1987; Austin and
Rosenbaum, 1991; Rosenbaum and Lamort, 1992; Evans and Siegfried, 1992).

2.3.6. R&D and innovation

An earlier section has focused attention on the effect of entry on innovation.
Reversing the angle of the analysis offers a complementary view on this relationship.
Given differentials in the level of technology across industries, a number of studies have
examined whether higher levels of innovation, or of efforts to produce new technological
advances actually hinder the entry of new firms. Or, whether sunk costs involved in R&D
processes would, in turn, obstruct exit of firms heavily committed in this respect.
Searching for an empirical regularity in this direction has been hindered by even more

ambiguous results in respect to the direction and statistical significance of the effect.

Support for the notion that higher R&D intensity is an entry barrier can be found in
the research of Khemani and Shapiro (1986), Shapiro and Khemani (1987), but their
estimates are not significant. Highfield and Smiley’s (1987) results, in contrast, suggest
that R&D intensity might have some entry-enhancing effect. Finally, Sleuwaegen and
Dehandschutter (1991) provide insignificant and also inconclusive results in respect to the

direction of the effect.

Schwalbach (1987) asserts that the effect of R&D on diversification entry is
twofold. It can be an entry barrier if entrants need, because of it, extra resources in order
to compete. It may also be an incentive to enter if firms that have accumulated experience
in R&D in other industries wish to transfer and gain from this by entering a new industry.
This seems to be echoed by the positive sign of the corresponding estimated coefficient.
However, the unquestioned acceptance of this result is obstructed by its statistical
insignificance. Kleijweg and Lever (1994) provide supporting evidence suggesting that
R&D intensity has a positive and, under some model specifications, significant effect on
existing firm entry. The same, however, is not evident for de novo entry where the

insignificance and also the varying sign of the corresponding coefficients raise
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interpretation uncertainties. Von der Fehr (1991) finds a negative and significant effect on
diversifying firm entry, but positive and insignificant for de nove firms. Evans and
Siegfried (1994) suggest that whereas R&D intensity has a positive and significant effect
on de novo and diversification entry using new plant facilities, it is insignificant when
aggregating on different entry types and negative for diversification entry using existing

production facilities.

In respect to small firm entry, Acs and Audretsch (1989a) using net entry data find
a negative and significant effect for R&D expenditures. The same is also true in Acs and
Audretsch (1989b) using gross entry data and a direct measure of an industry’s innovative
activity (total innovations). Despite this, in industries where small firm innovation ratios
have been higher, entry of small firms has been significantly facilitated, suggesting that
innovation might offer a viable small firm strategy (Acs and Audretsch, 1989a, 1989b).
Audretsch and Acs (1994) add further evidence revealing a more far-reaching positive
effect of higher small firm innovation activity. New small firm start-ups are also
facilitated by industry-related university research whereas it is not deterred by higher
within an industry company R&D intensity even in industries where learning-by-doing
plays an important role. Wagner’s (1994) results range from indicating that R&D
intensity is an insignificant entry barrier to pointing to a significant effect, depending on

the alternative econometric model formulations applied.

As for R&D as an exit barrier, Shapiro and Khemani (1987) find this to be
significant when displacement effects are not accounted for by the econometric model
specification, but not when the opposite is the case. Kleijweg and Lever (1994) suggest
that R&D is a significant exit barrier for general exit but not for exit by bankruptcy. In a
simultaneous equations estimation framework, Evans and Siegfried (1992) demonstrate
that the corresponding coefficient estimate is negative and significant for general exit, but

positive and insignificant for other exit types concerning variants of diversifying firms.

From a different perspective, Audretsch (1994) argues that the probability of exit
for establishments is apparently higher in innovative industries in the short-run (up to
approximately four years post entry) but not in long run. This is consistent with the notion
that highly innovative industries are associated with considerable turbulence (Beesley and

Hamilton, 1984). In industries characterised by a ‘routinised’ technological regime, the
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implied greater large firm innovation advantage is conducive to exit of younger firms, but
not for firms that have been established for more than ten years in an industry (Audretsch,
1995a).

2.4. Strategic entry deterrence

2.4.1. Limit pricing and excess capacity

Geroski et al. (1990) maintain that the extent to which structural conditions actually
impede entry depends on the interaction of entry barriers with industry behaviour. This
implies that incumbent firms may be able to capitalise strategically on entry barriers and
enhance their entry deterrence value. One way of doing so is to manipulate entry by
affecting the pre-entry level of profits to pre-empt and deter potential entrants. This has
been the basic feature of the so-called ‘limit-pricing’ model which according to its
proponents (Bain, 1956, Sylos-Labini, 1962) is based on two fundamental conditions. The
first asserts that existing firms are supposed to maintain their output post-entry and, given
no information gaps, potential entrants are able to foresee the effect that entry would have
on industry supply. The second assumes that incumbents can manipulate the price
necessary to deter entry. Thus, perfect information and calculation of post-entry profits
according to pre-entry prices have been the key to the success of this strategy. Unless the
height of entry barriers falls in extreme situations, where incumbents have no advantage
whatsoever over potential entrants (easy entry) and where entry barriers are so high that
prices maximising short-run profits are not sufficient to make entry an attractive
alternative, existing firms face two choices. The first is to continue charging high prices
and in the absence of sufficiently high entry barriers to invite entry (ineffectively impeded
entry). The second is to choose ‘limit-price’ which in conjunction with the costs that entry
barriers involve makes entry unprofitable (effectively impeded entry) sacrificing current
profits to ensure future market power. Gaskins (1971) developed a model that is more
dynamic in the sense that the choice faced by incumbent firms can be adjusted depending
on the threat felt by incumbent firms each time and guided by maximisation strategies
regarding the present value of future profits. In this way, entry can be ‘regulated’, which
means that incumbents aim to keep entry under control, as an alternative to ‘limit-price’

which implies no entry taking place but often involves more sacrifice on behalf of
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incumbent firms. Masson and Shaanan (1982) and Jeong and Masson (1991) have offered
some limited empirical support to ‘dynamic limit pricing’ using cross sectional data,
whereas Smiley (1988) surveying 293 US firms found that only 2-3% of the respondents

used limit pricing.

Spence (1977) developed a theoretical model where ‘limit-pricing’ generates a
credible threat when there is considerable investment in production capacity when the
latter involves sunk costs that signal the incumbents’ commitment in the industry. On the
other hand, investment in excess capacity per se might create an entry barrier in that it
would tend to lower average production costs for incumbent firms post entry and/or
increased production would undercut the demand faced by entrants post-entry. Highfield
and Smiley (1987) used an excess capacity proxy among other entry determinants and
obtained an insignificant and, contrary to expectations, positive estimate. Smiley (1988)
found only 6-9 % of his survey respondents to have been engaged in excess capacity
utilisation strategies. Some econometric evidence provided by Hilke (1984) on a limited
sample of US manufacturing industries indicates that, although excess capacity and past
non-accommodating entry response proxies found to have a negative effect on entry
market shares, these were short of any conventional statistical significance. Lieberman
(1987) confined his analysis to 38 chemical product industries, and derived econometric
estimates unable to reveal any statistical significance of excess capacity as an entry-
deterrent. Since an econometric investigation may be adequate to support the overall
insignificance of excess capacity it would not be equally enabling to preclude its
occurrence. Thus, case by case investigation was followed and indicated that only in three
cases-products excess capacity was held not as necessary preparation to respond to
cyclical demand condition but actually as an entry deterrence means. Despite this in all

three cases some entry has occurred.

2.4.2. Concentration

Industry concentration has been used as a proxy for the scope of collusive reaction
by incumbent firms. However, it has been suggested that retaliation by incumbents might
not be a credible option in cases of high levels of concentration, and that in any case the
effect of concentration on entry depends on entrants’ assessments of the ease of collusion

in an industry (Jeong and Masson, 1991). Duetsch (1975) argues that the effect of
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concentration on net entry might be difficult to predict and indeed both he and Jeong and
Masson (1991) find that concentration has a positive, and statistically significant, effect
on net entry rates, whereas the same positive effect was insignificant in Duetsch (1984).
Duetsch (1975) argues that as concentration is often positively correlated with industry
profitability entrants might have stronger perceptions for post-entry profitable
opportunities in highly concentrated industries and this could offer some explanation for
this positive effect. In contrast, Chappell et al. (1990) and Acs and Audretsch (1989a)
provide results suggesting that higher concentration significantly reduces net entry and

small-firm net entry respectively.

In studies using gross entry as the dependent variable, there is much support for the
idea that concentration does represent a significant entry barrier (Khemani and Shapiro,
1986; Shapiro and Khemani, 1987; Mayer and Chappell, 1992; Audretsch and Acs, 1994;
Anagnostaki and Louri; 1995a). Highfield and Smiley (1987) and Anagnostaki and Louri
(1995a) have also detected a negative but statistically insignificant relationship, and Jeong
and Masson (1991) find it to be significant when it comes to entry market shares. Hause
and Rietz (1984), using a dummy variable for industries with significant cartel agreement
(as a proxy for monopoly power), find that this has a significant negative effect on entry.
As an exception, Rosenbaum and Lamort (1992) provide consistently positive estimates
for concentration across different econometric specifications, which are sometimes

significant.

Acs and Audretsch (1989b) have demonstrated that the negative relationship
between concentration and gross entry is significant for small but not large firm entry,
which turns out to be significantly induced by higher concentration. Wagner’s (1994)
results on small firm entry provide a quite mixed picture as the effect of concentration
ranges from being a significant entry barrier for all types of entry taken together to being
a significant inducement to entry for small single-plant firms. Schwalbach (1987) detects
an insignificant, albeit positive effect, on the production share of diversified entrants and
suggests that concentration might not be an entry barrier per se if the incumbents’
perceptions suggest that their positions would be essentially unchallenged post-entry. In
contrast, von der Fehr (1991) finds a negative and significant effect of concentration on

both de novo and diversifying entrants.
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Empirical evidence on the effect of industry concentration on exit is limited.
Audretsch (1994) hypothesises that since this has been often used as an indication of
possible retaliatory behaviour of incumbent firms it might be expected that it should be
positively associated with the probability of exit. Indeed, results cited in his research
indicate that the probability of exit increases with industry concentration in the period
from four to ten years after entry. In a later study, Audretsch (1995a) distinguishes
between exiting firm types and provides econometric evidence consistent with Baden-
Fuller’s (1989) suggestion that incumbents account for a greater share of exiting firms in

more concentrated industries.

2.5. Extensions of the model: beyond the basics

2.5.1. Multiplant operations and diversification

Duetsch (1984) first introduced the extent of multiplant operations in an industry as
an aspect of market structure that could give rise to entry barriers. He argued that there
might be economies and pecuniary advantages related to multiplant firms that create clear
disadvantage for single-plant firm entry. These advantages are best thought to stem from:
the ability of multiplant firms to spread costs over alternative production activities, their
ability to raise capital as they are already established firms, their experience in conducting
R&D and sales promotion activities and their potential in achieving better deals in
procuring materials due to their larger scale. On the other hand, multiplant firms as they
operate in different industry segments might also be able strategically to reduce prices
where they feel more threatened, aiming to manipulate entrants perceptions for post-entry
market profitability prospects. Indeed, the corresponding estimated coefficient being both

negative and significant justifies the author’s theorisation.

A number of subsequent studies (Khemani and Shapiro, 1986; Shapiro and
Khemani, 1987; Chappell et al. 1990; Mayer and Chappell; 1992) have also detected a
significant and negative effect of multiplant production on entry. Most of all, it has also
been demonstrated that extensive multiplant operations in an industry give rise to
.significant exit barriers (Shapiro and Khemani, 1987; Mayer and Chappell, 1992),
presumably because multiplant firms are difficult to displace. In an inverse manner,

McDonald (1986), using the share of industry employment accounted for by single-plant
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firms, finds that this has a profound positive effect on fringe firm exit. On the other hand,
Audretsch (1994), being primarily concerned with the determinants of the probability of
exit, addresses the role of ownership status and obtains results suggesting with
considerable statistical confidence that independent establishments are less likely to exit.
This supports Baden-Fuller’s assertions (1989) that multiplant enterprises are more likely
to close subsidiary plants than are single plant firms to exit from an industry, but contrasts
with that of Dunne et al. (1989) who found that plants belonging to a multiplant firm

tended to have a lower probability of exit.

From a somewhat different perspective Duetsch (1975) considered the role of
product diversification, proxied inversely by a primary product specialisation index, on
net entry rates. The rationale for using this variable is that diversification by incumbents
might reduce entry as far this relates to an ability of diversified firms to engage in
predatory pricing. Moreover, potential entrants might find it difficult to calculate their
risks when compared with profitable entry opportunities in that the real level of profits in
activities of entrants’ interest might be obscured in consolidated financial reports.
Duetsch anticipates that highly diversified industries may show higher profits but lower
net entry, and this is confirmed in his econometric estimations. In a similar fashion, Mata
(1991) proxies industry diversification as the degree of employment of an industry’s firms
belonging to other industrial classifications and finds a negative and significant effect in
the case of small firm, but not for large firm, entry. When distinction between de novo
and diversifying firm entry is made, Mata (1993a) is able to show that industry
diversification has a negative effect on both entry types, but significant only in the case of
the former. Schwalbach (1987) argues that diversification of firms classified in a four-
digit sector taking place within the same 2-digit industrial classification would give way
to economies of scale and facilitate entry through diversification. His positive results
indicate that in this way profitable transfer of know-how takes place from already

operational activities in a broader industry classification to a narrower one.

2.5.2. Trade conditions and foreign competitors

To date, empirical studies when concerned with the market where potential entrants
might participate or where exiting firms were already operating have confined themselves

only to domestic markets and growth in domestic production. However, von der Fehr
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(1991) argues that whereas this is satisfactory in a closed economy, it would not be ideal
for a small open economy. In the latter case the size of domestic industry should be
adjusted for trade flows i.e. augmented by industry imports and reduced by industry
exports. Alternatively, industry imports and exports should be used along with other entry
determinants because the demand prospects faced by potential entrants are also
determined by export possibilities and probably restrained by competitive imports. On the
other hand, import penetration by lower cost foreign producers might put domestic firms
at a cost disadvantage and squeeze profit margins, thus increasing the propensity for exit
for the less competent firms. Von der Fehr (ibid.) identifies industries exposed to such
foreign competition as those being the most risky, and this might be used to justify the
otherwise quite paradoxical results that export orientation has a negative effect on entry.
More important, while import penetration has usually been insignificantly negative, the
only exception being for expanding firms, export orientation has been surprisingly
significant for all types of entrants, apart form diversifying firms transferring existing
production facilities to the new industry. In contrast, Rosenbaum (1993) finds a
statistically positive effect for import penetration on net entry rates but unfortunately
cannot explain his result. Kleijweg and Lever (1994) conclude that export orientation has
a positive influence on existing-firm entry but not for de novo entrants, and a negative and
significant effect on exit by bankruptcy. Finally, Anagnostaki and Louri (1995a) provide
results indicating that import penetration has a negative effect on both entry and exit

whereas export orientation is symmetrically positive to both entry and exit.

In an indirect fashion some other studies have been concerned with the effect of
protectionism on entry and exit. In particular, Khemani and Shapiro (1986) argue that
high tariff protection such as in Canadian manufacturing may, by limiting import
penetration, enhance market power of incumbent firms that can in turn be used against
domestic entry. The effect of protectionism on exit concerns Shapiro and Khemani (1987)
who hypothesise and empirically support the idea that high tariffs often protect inefficient
domestic production creating an artificial exit barrier. The presence of strong competitors
such as foreign multinationals in domestic markets has also been found to present an
entry barrier in Khemani and Shapiro (1986). Geroski (1991c¢) is not concerned with the
direct effect on entry of foreign firms operating domestically, but he offers some useful

insight comparing the determinants of domestic and foreign entrants. The evidence
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suggests that domestic entry responds faster to industry profits, but as the height of entry
barriers faced by the two entry types is similar it seems that neither is a substitute for the

other when evaluated as competitive forces in the UK manufacturing industries.

2.5.3. Labour market considerations, entreprenéurship and

macroeconomic conditions

Creedy and Johnson (1983) criticise the S-C-P literature pointing out that while
new firm formation plays an important role in this analytical framework, it does not pay
much attention to the transition of a new firm founder from being an employee to being
self-employed. Storey and Jones (1987) make the critical point that within the S-C-P
paradigm the “socio-economic determinants of new firm founders are invariably
neglected” (ibid. p37), and Storey (1991) maintains that future research should benefit
from the interface of the standard industrial economics approach and the literature on

entrepreneurship.

The theoretical background of the ‘entrepreneurial approach’ can be traced back to
Knight (1921) who suggested that an individual moves across three states — those of
unemployment, paid employment and self-employment. What determines the transition
between employment and the setting up of a new firm depends on a comparison between
the expected utility of the wage earned when working for someone else and the future
entrepreneurial income. These ideas have been formalised by Kihlstrom and Laffont
(1979) who further introduced a risk element based on the assumption that, when
individuals choose between wage income and running their own business, are both
uncertain about the prevailing demand and cost conditions as well as their own
entrepreneurial ability. Jovanovic (1982) assumes that individuals are unsure about their
abilities, but can gradually learn, and therefore change their behaviour over time. Lucas
(1978) recognises that individuals differ in their entrepreneurial abilities and equilibrium
in an economy is achieved through an allocation of individuals across managerial and
working roles. Brock and Evans (1989) add that there is industry-specific human capital,
which does not restrict individuals to switch between entrepreneurial activity and working
but might be restrictive in the sense that in doing so individuals are often confined to the

same industry.
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A second important consideration in the literature has been that of switching
between being unemployed and self-employed. Oxenfeldt (1943) proposed that
individuals faced with unemployment and little alternative prospect of obtaining work as
an employee would be more inclined than those in employment to set up their own
business. Evans and Leighton (1989) explore some empirical aspects of entrepreneurship
and suggest that people becoming self-employed tend to be those who were receiving low
wages, who have changed jobs frequently and who have had long unemployment
intervals in their professional life. Blau (1987) develops a model to account for rising
self-employment that allows for heterogeneity of workers in terms of managerial ability.
He provides time series evidence suggesting that taxes on higher income and total factor
productivity for self-employed have a positive effect on rising self-employment. The first
result implies that the self-employed enjoy greater opportunities for under-reporting
income than employees in paid employment, and the second that technological conditions

favour self-employment without specifically indicating what they really are.

Binks and Jennings (1986a) point out that ‘pushed’ entrepreneurs “while not
necessarily less efficient than those attracted to owner management, the industries which
they naturally choose to enter, and their desire to innovate, may differ substantially”
(@ibid. p. 9). This implies that ‘pushed’ entrepreneurs may find it easier to enter declining
sectors and this limits their potential to constitute a leading source of economic recovery
in a period of severe recession (Binks and Jennings, 1986b). Harrison and Hart (1983)
argue that if individuals forced into self-employment are less dynamic than individuals
‘pulled’ in to exploit market opportunities, it might be expected that the failure rates of
the former would be higher than for the latter. Hudson (1989) examining the determinants
of US firm births and deaths concludes that although the unemployed are more likely to
set up business, such firms are subsequently more likely to fail. Evans and Leighton
(1990), using survey data on young people, demonstrate that 51.5% of unemployed men
who started their own business returned to wage employment after a year, when the

_corresponding figure for those previously employed was only around 37%.

Storey and Jones (1987) maintain that the net effect of exogenous reductions in
industry demand on entry depends on two conflicting factors. The first refers to
decreasing entry barriers via an increase in the supply of second hand machinery. This

might be a result of firm closures and/or reduction in capacity of larger firms as
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hypothesised by Binks and Jennings (1986a). The second, however, is based on a
traditional view that unemployment and reduced demand signal poor profitability so
discouraging entry or that unemployment depletes the assets of potential entrepreneurs.
Hamilton (1989) suggested that the time series relationship between unemployment and
business formation rates might be non-linear and estimated that a turning point exists
when a 20% unemployment level is reached. The implication is that as local economies
become more and more depressed with unemployment persistently rising, ‘push’ factors
are not accompanied by sufficient levels of ‘pull’ for new business opportunities. This
implies that given that the economy continues to deteriorate only the first of those who
become unemployed have the chance to become self-employed having at the same time
the opportunity to exploit some market niches. Consistent with this view are the time-
series results provided by Binks and Jennings (1986b) suggesting that whereas in the
short run higher unemployment levels have a positive effect on new firm registration, an
acceleration in the level of unemployment dampens new company registration rates.
Meager (1992)*' is primarily concerned not with firm births per se arguing that self-
employment should be accounted for as a distinct labour market state. It is further argued
that ‘push’ and ‘pull’ factors may co-exist as in a recessionary period. Increases in
unemployment may subsequently lead to increases in self-employment levels, which, in
turn, could to be moderated by the counteracting effect of the lack of ‘prosperity-pull’
associated opportunities. Thus, an approach based on analysis of inflows to and outflows
from self-employment is called for if the effécts of wide-economic conditions on self-

employment are to be properly identified.

In a time series context, Robson (1991) finds that the ratio of incorporations to self-
employment depends on real average self-employment income and the ratio of
unemployment to vacancies providing strong evidence for the ‘push’ hypothesis. Harrison
and Hart (1983) and Hamilton (1986) find positive evidence that unemployment
contributes significantly in explaining time-series variation in new firm registrations in
Northern Ireland and Scotland respectively. Recent time series evidence on the

determinants of new firm registrations in the Republic of Ireland (Burke, 1996) suggests

41 A critical review of approaches and corresponding results of the effect of unemployment on self-
employment is given in this paper.
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that whereas two years lagged unemployment is conducive to the formation of larger
firms, one year lags in unemployment deters small new-firm formation. On the other
hand, real wages have a significant negative effect on new firm registration that accords
with the hypothesis of ‘income-choice’. Given that this is research is also concerned with
the effect of labour and product market integration between Republic of Ireland and the
UK, Burke suggests that the net effect of these processes has been negative for Ireland.
This he thinks is due to a negative real wage effect when corresponding wages in the UK
are incorporated over riding the positive effect of Ireland’s export to the UK,

consequently leading to less new firm formation in the Republic of Ireland.

In a cross-sectional estimation context for UK manufacturing industries, Creedy
and Johnson (1983) show that expected earnings from employment have a negative effect
on new firm formation rates whereas the effect of the expected income from self-
employment moves in the opposite direction. However, as the former effect is more
statistically significant than the latter it has been argued that this difference reflects
measurement errors relating to self-employment income, implying that individuals have
more information about earnings from employment than from self-employment. The only
entry barrier proxy used refers to capital requirements and this was found to have a
negative and significant effect on new firm formation. In contrast, Storey and Jones
(1987) do not find any statistical association between new firm formation and industry
profitability, but paying more attention to labour market considerations they do find a
strong positive effect of labour shedding. Carree and Thurik (1996) test the
unemployment ‘push’ hypothesis in the Dutch retailing sector maintaining that high
levels of unemployment, or strong increases in level, may deter shopkeepers in exiting
because of unfavourable conditions in the labour market. Their empirical results
suggested that changes in the level of unemployment have a positive and significant
effect on entry, but are negative and insignificant on exit. However, the same was not
evident when the level of unemployment was used. It is argued that recently unemployed
might have a greater potential for self-employment than those being in this state for
longer. The level of unemployment might not be an adequate proxy of the unemployment

‘push’ effect in that this is more related to the degree of structural unemployment.

In a somewhat less direct context, Santarelli and Sterlacchini (1994) test some of
these issues using panel data for Italian manufacturing industries. Small firm profitability
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was employed to proxy income from self-employment and average wages as an index of
paid employment income. Furthermore, small firm presence was used as a surrogate
inversely related to the level of entry barriers. New firm formation rates are defined as the
number of new firms over existing ones in each sector and also over employment, since it
is claimed that latter definition might be more appropriate in income-choice analytical
framework. Paradoxically, small firm profitability is negative under both alternatives and
significant when new firm formation is defined over employment. The effect of wages is
positive and significant when the first definition is used and negative, as expected, when
new firm formation is defined over employment. This indicates that new firm formation is
smaller in sectors dominated by small firms*2. Results for the same country provided by
Revelli and Tenga (1989) suggest that entry of small firms is deterred by entry barriers,
but enhanced in expanding markets where the expected growth rate of small firms is high

and where exit at zero costs offers an insurance against failure.

Storey (1991) maintains that the S-C-P literature places the emphasis on
microeconomic rather than macroeconomic conditions and points to the studies by
Highfield and Smiley (1987) for US and Yamawaki (1991) for Japanese manufacturing
industries as important exceptions to this norm. Indeed, the former study in a time series
context provides evidence that higher unemployment and lower GNP growth rates,
accompanied with lower inflation, positively affect new firm formation. In contrast,
Yamawaki (1991) finds net entry rates to be positively associated with real GNP growth
and negatively associated with indices of the cost of capital. Subsequent research meets
Storey’s request for greater consideration of the effect of wider economic factors on firm
entry, but they also add a degree more ambiguity. Audretsch and Acs (1994) find a
negative effect of interest rates on new firm start-ups in US manufacturing industries, but
a positive effect for both the GNP growth rate and unemployment. Wagner (1994) also
produces a positive but insignificant effect of unemployment on small firm entry in
Germany and a negative but statistically weak coefficient for interest rates. Mata (1996)

provides evidence that higher GDP growth is most conducive to small firm births in

2 Acs and Audretsch (1989b) explicitly test if small firms prefer entering industries where small firms
dominate and obtained a negative and significant coefficient for their small-firm-presence proxy
suggesting the opposite. See also Carree and Thurik (1996) for similar results when small firm entry in
retailing sectors is concerned.
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Portugal and that, interest rates effectively deter entry only when wider definitions of
small firms are employed. Hudson (1987) argues that interest rates have two conflicting
effects on new firm formation. The first makes it more difficult for potential
entrepreneurs to obtain credit, as higher interest rates are designed to reduce the supply of
credit in the economy. The second might be in favour of new firms and is based on the
conjecture that these might be less risk avert and that high interest rates are in favour of
high risk enterprises (Stiglitz and Weiss, 1981). Hudson (1987) finds evidence that
interest rates have a significant negative effect on firm births, and a positive effect on firm
deaths (Hudson, 1989).

This last and wide ranging section of the review seems to typify much of what has
gone before. The literature is beginning to consolidate a number of causal dimensions
involved in determining entry and exit. But the amount of contradictory evidence that is
available must mean that there is still a considerable amount of research left to do. It is

the intention of this thesis to make just such a contribution.
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Chapter 3.
Net entry of firms and the effects of business

conditions

3.1. Introduction

In this chapter the influence of demand fluctuations and cyclical business
conditions on net entry (including net exit) of firms in Greek manufacturing is examined.
The review of the relative literature in the previous chapter helps to recognise that the
entry and exit of firms in industrial sectors has been assumed to have a twofold effect on
industrial evolution. First, to the extent that firms are attracted into newer more
‘innovative’ industries, this could result in a healthier industrial structure. Second, when
this kind of ‘turnover’ occurs in traditionally declining sectors, further industrial decay
can result (Binks and Jennings, 1986a).

These aspects of entry and exit clearly call for an evaluation of policies that aim to
encourage new firm generation. Furthermore, besides the type of industry which should
enjoy assistance from designated policies, the policy makers should be aware of the
sensitivity of entry decisions to short-run disturbances, as the latter are determined by
prevailing macroeconomic conditions, which themselves can be influenced by policy. The
need to account for macroeconomic influences on entry has been pointed by Storey
(1991) and the considerable fluctuation of entry in time has been emphasised in Geroski
(1995). More than other alternative entry measures, net entry appears to present a strong
tendency to fluctuate over time (Yamawaki, 1991) and this is often accompanied by lower

variation across industries (Geroski, 1991a).

*  This chapter draws on Fotopoulos, G., and Spence, N., 1997, Net Entry of Firms into Greek
Manufacturing: The Effects of Business Conditions, Small Business Economics, 9(3), 239-253. Thanks
are due to V. Droucopoulos (Centre of Planning and Economic Research, Athens), H. Louri (Athens
University of Economics and Business) and to two anonymous referees for most helpful comments of
the draft.
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Despite the importance of cyclical business conditions in affecting entry and exit
conditions in the short-run, previous empirical work on this topic is scarce. What is
available concentrates heavily on highly industrialised and developed countries
(Highfield and Smiley, 1987; Audretsch and Acs, 1994; Yamawaki, 1991; Wagner,
1994). The notable exception that stands out is Mata’s (1996) research on Portuguese
manufacturing. These studies, however, have not offered an unequivocal understanding of
the conditions favouring new firm generation. Moreover, there is rarely more than one
study available for each country making it often difficult to judge the validity of results in
such a context before further seeking similarities and differences through international

comparisons.

The present study aims to enrich the existing empirical evidence, drawing evidence
from a less industrialised country, a small open economy — Greece. It seems reasonable
to hypothesise that in a country like Greece, cyclical macroeconomic and business
conditions do affect entry and exit conditions. Without having strong preconceptions
about the exact direction of the relationships between firm entry and exit and macro-

conditions, they are expected to be significant.

To analyse the relationships mentioned above, this research is organised as follows.
In the next section the measure of firm entry to be used and its limitations are described.
Descriptive statistics are given for net entry rates of Greek manufacturing industries for
the period 1981-1991. A series of analyses of variance measures are also calculated to

reveal the degree and main sources of variation of firm entry.

In section 3.3 hypotheses concerning potential determinants of net entry rates are
stated. In addition, a number of different hypotheses and their outcomes are considered to
denote the cases where no clear-cut conclusion can be made for the validity of the
hypotheses presented. Section 3.4 contains some econometric analysis to account for

variations in net entry using both macroeconomic and industry-specific variables.

3.2. The measurement of firm entry and the

temporal/sectoral variation in net entry

The measure or definition that should be used to consider entry of firms into an

economy is influenced by two important factors. The first is the nature of the variable the
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measure has to capture. The second is the data availability permitting the use of the
desired measure. Inevitably the choice of empirical measures of firm entry is the product

of constrained selections.

In empirical work two categories of measurement have been used: gross entry and
net entry. The former relates directly to the number of new firms in the market over a
period (actual entry), whereas the latter is simply the change in the total number of firms
in an industry over a period. In this sense, the net entry measure treats exits as negative
entries. The use of this latter kind of measure arose mainly out of data constraints

preventing researchers from using more conceptually secure gross entry figures.

The use of a net entry measure in industrial studies has been widely criticised in
that it necessarily excludes detail on firm turnover that is the outcome of the number of
entries and exits. Clearly a net entry figure near zero may result either from near zero
entry and near zero exit or from equally large numbers of entries and exits. Thereby,
while the first case can reflect a situation in which entry is highly attractive but entry
barriers are also high, the second can stand for a situation in which, even if there are no
barriers to entry, there is no room for more firms and profits are near the competitive
level. More important, however, is the criticism based on concerns of having such a
measure as a dependent variable in structural industrial studies. The existence of
symmetry or otherwise in the determinants of both entry and exit has been questioned by
early research. Orr (1974a) in his seminal work on entry, using a net entry measure,
excluded industries presenting negative values, maintaining that there is no obvious
symmetry between barriers to entry (Bain, 1956) and exit. However, later research by
Caves and Porter (1976) argued that barriers to entry are also barriers to exit, especially if
there is a degree of ‘sunkness’ in costs and other commitments related to the development
of protection against newcomers in an industry. Shapiro and Khemani (1987) also offer
empirical support to Caves and Porter in this respect. Nevertheless, when modelling firm
entry and exit, the prime determinants of each need not be the same. As Evans and
Siegfried (1992) have pointed out, when gross entry and exit are combined into a net
measure, this necessarily forces the same causal underpinnings to be considered.
Unfortunately, this non-optional requirement for symmetry in explanation may be

unhelpful in discovering the real causality.
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Still, McGuckin (1972) has maintained that net entry is useful in explaining
changes in industrial structure and performance. If what matters is the impact of firm
turnover on industry output and performance, then net entry may be adequate to reflect it.
Geroski (1991b) has helpfully indicated that the critical importance between the net and
gross measures depends on whether the key processes involved relate specifically to the

number of survivors (net entry) or the total number of participants (gross entry).

In the present research the use of a net entry measure was forced by the lack of
suitable alternative data. The use of the annual statistical surveys of Greek manufacturing
from the National Statistical Service of Greece (NSSG) necessitated the use of net entry.
These data do not take into account firms employing less than ten employees. This may
result in an underestimation of real activity in terms of net entry, since in smaller size
classes there are likely to be a larger number of births and deaths of firms. Analysis was
based on the two digit level of the standard industrial classification (SIC) because sectoral
variation (as well as temporal variation) in net entry rates appeared also to be absent in
higher levels of disaggregation43 . An alternative source was the sequential manufacturing
censuses, which being more detailed cover even the smallest size classes. Unfortunately,
when this data source was tried at the same level of aggregation it also did not provide
statistically significant levels of sectoral variation. It also had the disadvantage of not
being an annual series. Other research on this topic in the Greek context has used gross
entry data at the 2-digit SIC level from the Statistical Service of the Federation of Greek
Industries (Anagnostaki and Louri, 1995a,b). However, these data only relate to
somewhat larger firms*. So, in as far as the analysis to be used here utilises an abstract
measure of entry such as net entry, it was felt that the annual statistical surveys did permit
reliable enough conclusions to be drawn without loss of essence. Table 3.1 presents the

descriptive statistics for the net entry rate for the period 1981 to 1991.

4 Preliminary 2-way analysis of variance carried out on net entry rates defined for 88 3-digit (SIC)

industrial sectors over the period 1981-1991 did not reveal statistically significant sectoral variation
indicating that the absence of sectoral variation is not due to sectoral aggregation. The relative test value
is Fz9.711y =0.812. In addition the corresponding test value for temporal variation is also statistically
insigniﬁcant, F(9,711) =1.159.

This data source is used in chapter 6 to facilitate explicit testing of the symmetry hypothesis and offer
some insights for the interaction between entry and exit.
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Table 3.1. Descriptive statistics for net entry rates into Greek manufacturing, 1981-1991

Standard Minimum Maximum

Mean Deviation Value Value
(N82-N81)/N81 0.0043 0.0249 -0.0375 0.0552
(N83-N82)/N82 -0.0075 0.0129 -0.0385 0.0112
(N84-N83)/N83 0.0029 0.0194 -0.0311 0.0560
(N85-N84)/N84 -0.0109 0.0111 -0.0251 0.0192
(N86-N85)/N85 -0.0144 0.0151 -0.0405 0.0105
(N87-N86)/N86 0.0411 0.1169 -0.1785 0.2745
(N88-N87)/N87 -0.0009 0.0117 -0.0308 0.0167
(N89-N88)/N88 -0.0069 0.0141 -0.0460 0.0153
(N90-N89)/N89 0.0017 0.0215 -0.0392 0.0635
(N91-N90)/N90 -0.0173 0.0390 -0.1728 0.0150

N is the number of firms in the two-digit industry

The pattern emerging is that the means of the net entry rates are small and most
certainly not constant over time. Another important observation is that the average net
entry rate was by no means always positive over the study period. The highest positive
net entry rate occurs between 1986 and 1987, when incidentally the rate of growth of real
GDP was the lowest of the period. In similar fashion, however, the second lowest rate of
real GDP growth (1989-90) for the study period also coincides with some lower peak in
net entry rates. As a result, it may be assumed that lower rates of real GDP growth result
in greater ‘activity’ in terms of the net entry rate. This pattern is less well identifiable in
the period before 1985 where it appears that net entry rates move pro-cyclically with

movements in the wider economy. Figure 3.1 helps to visualise the relative relationships.

6.0

4.0

0.0
2.0
-4.0

-6.0
81-82 82-83 83-84 84-85 85-86  86-87 87-88 88-89 89-90 90-91

Time
GDP % - - - Net Entry Rate %

Figure 3.1. GDP-net entry rates for Greek manufacturing against time
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Table 3.2 gives the sectoral means and other descriptive statistics of the net entry
rate for the same period (20 two-digit sectors of manufacturing). The sectoral means in
the net entry rate measure are quite different in that about half the sectors result in
average net entry and half in average net exit, and only rarely are the maximum and

minimum values by sector of the same positive or negative sign.

Table 3.2. Descriptive statistics for net entry rates by sectors
in Greek manufacturing, 1981-1991

Standard Minimum Maximum

Mean  Deviation Value Value
Food preparation except beverages -0.0041  0.0110 -0.0215 0.0086
Beverages -0.0061  0.0143 -0.0302 0.0255
Tobacco manufactures -0.0135  0.0974 -0.1728 0.2254
Manufacture of textiles 0.0239  0.0309 -0.1072 -0.0011
Manufacture of footwear and sewing of fabric 0.0088  0.0283 -0.0214 0.0789
Wood and cork -0.0195  0.0570 -0.1785 0.0164
Furniture and fixtures 0.0153  0.0529 -0.0123 0.1642
Manufacture of paper 0.0164 0.0412 -0.0385 0.1053
Printing and publishing -0.0116  0.0267 -0.0806 0.0120
Leather and fur products 0.0072  0.0278 -0.0207 0.0772
Rubber and plastic products -0.0023  0.0275 -0.0212 0.0669
Chemical industries 0.0053  0.0328 -0.0251 0.0900
Petroleum and coal refining 0.0183  0.0678 -0.0385 0.2000
Non metallic mineral products -0.0004  0.0137 0.0228 0.0233
Basic metal products 0.0309  0.0910 -0.0377 0.2745
Fabricated metal products except machinery -0.0134  0.0354 -0.1105 0.0105
Machinery and appliances except electrical -0.0032  0.0087 -0.0145 0.0098
Electrical machinery, apparatus, appliances and supply -0.0130  0.0121 -0.0365 0.0000
Transport equipment -0.0080 0.0136 -0.0311 0.0153
Miscellaneous manufacturing industries 0.0011  0.0304 -0.0458 0.0552

So much for the descriptive parameters of the variable of interest — net entry —
next it is important to focus on the existence, or otherwise, of temporal and sectoral
variations. The net entry rate was examined using analysis of variance in relation to two |
experimental factors. The first accounts for sectoral differences in the net entry
performance across the ten year period, 1982-1991%. The second accounts for yearly

differences of the net entry rate across the twenty sectors of Greek manufacturing.

The results revealed statistically significant temporal variation in firm net entry
rates, but this was not evident for sectoral differences. The interpretation of the results of

this initial two-way analysis of variance, shown in Table 3.3, indicates that the time series

> The 1981 data are used as a denominator in calculating the net entry rate for the period 1981-1982, and
so on.
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means by sector do not seem to be statistically different, while the overall yearly means of
all sectors are. Data on a dependent variable of a pooled nature are rarely experimental in
economic circumstances. As a practical consequence, no replications are available for
observations that are assigned to, say, an industrial sector and time period. That is there is
only one observation for each sector and year for the variable under study. This, in turn,
implies that no direct account can be given for possible interaction effects i.e. the
combined effect of double-participation of an observation to an industrial sector and point
in time. In the absence of replications what would otherwise have been the interaction
effect is labelled as unsystematic variation (or residual, or chance variation). To the extent
that interaction, if present, exhibits itself a source of systematic variation, this results in
an overestimation of the residual term making, a Type-I error*® possible. In the case of no
replications, the assumption of no interaction is called additivity. The extreme situation,
where neither factor is statistically significant, but the non-additivity assumption holds,
has been described by Scheffé (1959) as one where a factor (sector) can be averaged over
the other (year). Testing for non-additivity in the present research is facilitated by the
means of Tukey’s test (Hays, 1994, pp. 564-565). The value of this test indicates that a

significant interaction effect between years and sectors is present.

Table 3.3. Analysis of variance of net entry rates
in Greek manufacturing by years and sectors

Souree of Sumof — ,p  Mean F Significance of F
ariation Squares Square

YEARS 0.049 9 0.005 3.139 0.002
SECTORS 0.037 19 0.002 1.125 0.330
Explained 0.086 28 0.003 1.772 0.014
Non-additivity 0.114 1 0.114 Tukey’s F

Remainder 0.182 170 0.001 106.331 0.000

Total 0.381 199 0.002

" Tukey’s F = MS nonaditivity / MS remainder

Ranks of the net entry rate by sector for each of the study years, as in Table 3.4,
further demonstrates that there is no stability within the ranking of the sectors from one
year to another. For example, the paper industry at the start was ranked second, but only
reached number thirteen by the end of the period. Similarly, the miscellaneous industries

sector found itself ranked first at the start, but only seventeenth by the end. Some other

% The term Type-I error refers to the rejection of a hypothesis when it is actually true.
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industries, however, produced considerable gains in rank by the end of the period. Rubber
and plastics, printing and publishing, non-metallic mineral products, and machinery were
industries that improved their positioning by the end of the period, having travelled

around different rank positions over time.

Conversely, some sectors like food, beverages, tobacco, petroleum and coal, basic
metal industries, electrical machinery, textiles and footwear achieved rank positions close
to their initial ones by the end of the period. Spearman’s rank correlation for yearly rank
distributions*’ show that the ranks from year to year are almost completely uncorrelated

and overall this indicates that autoregressive effects are unlikely.

Table 3.4. Yearly ranking of net entry rates in Greek manufacturing by sectors
81-82 82-83 83-84 84-85 85-86 8687 87-88 8889 89-90 90-91

Food 7 4 1 17 10 11 12 17 8 7
Beverage 11 12 2 9 16 13 18 7 9 11
Tobacco 19 18 9 10 19 2 10 18 17 18
Textiles 16 14 12 11 5 17 16 11 18 14
Footwear & sewing of fabric 12 2 5 7 7 7 3 10 2 15
Wood & Cork 5 7 15 13 6 19 13 4 4 6
Furniture 6 5 11 5 9 4 5 6 13 8
Paper 2 19 1 2 4 5 10 2 10 13
Printing & publishing 10 13 9 20 2 16 6 14 6 5
Leather & fur 8 1 6 3 11 8 4 16 15 2
Rubber & plastics 17 16 16 8 12 9 17 12 3 4
Chemical 4 10 13 12 14 6 14 5 12 1
Petroleum & coal 3 17 4 15 18 3 1 15 10 4
Non metallic & mineral 9 6 3 19 13 12 9 9 5 3
Basic metal 3 17 9 1 17 1 19 5 1 4
Fabricated metal (non-machinery) 15 8 14 6 1 18 11 3 7 12
Machinery 14 3 7 4 8 12 7 13 14 9
Electrical machinery 18 9 9 18 4 14 15 8 16 16
Transport equipment 13 11 17 14 3 15 8 1 I1 10
Miscellaneous industries 1 15 8 16 15 10 2 5 10 17

Measures of net entry rate, absolute net entry rate, net entry and absolute net entry
have also been derived and the averages for the decade ranked. Absolute measures, where
the sign of the variable is ignored, tend give a clear indication of the most active sectors*.
By the end of the period the more active sectors (absolute values of either net exit or net
entry) in terms of numbers of firms were found to be textiles, footwear and sewing of

fabric, fabricated metal products except machinery, wood and cork, furniture and fixtures,

47 See table A.1 in the appendix.
8 See table A.2 in the appendix.
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electrical machinery, apparatus appliances and supply. In two earlier studies, Giannitsis
(1985, 1988), using a somewhat different definition of net entry found that the five most
active sectors in the period 1978-1984 were the same as for the earlier 1969-1978 period.
These were those of transport equipment, footwear and sewing of fabric, fabricated metal
products except machinery, food, and wood and cork. Three out of five sectors were then

the same as for this research.

3.3. Some potential determinants of net entry (exit)

Some attempts are made next to hypothesise relationships that might account for
the net entry of firms into Greek manufacturing between 1982 and 1991. Two types of
determinants of the net entry rate are employed. Macroeconomic variables, such as the
rate of growth of real GDP, the cost of capital, and the unemployment rate have the
rationale that, to the extent that temporal variation occurs, this could be the result of
sectorally independent influences of wider movements in the economy. Industry or
sector-specific variables are also deployed in the anticipation that they could be
associated with the net entry performance. The inclusion of such variables can be justified
for three reasons. First, it should be recognised that the two techniques of regression and
analysis of variance are not the same in that statistical inference is based on a conditional
mean in the case of the former and an unconditional mean in the case of the latter.
Second, the analysis of variance, previously reported on, does indicate a lack of sectoral
variation in the data, but there do seem also to be interaction effects between the cross-
sectional and time-series units. Interaction effects issue a warning signal that effects
attributed to a factor (years) are best qualified by also specifying the level of the other
factor (sectors). Third, industry-specific variables employed here can, of course, at the

same time present temporal as well as sectoral variation.

Highfield and Smiley (1987) addressed the question of the type of business climate
that leads to a greater increase in the rate of formation of new firms. They provide two
macroeconomic scenarios relevant to increasing new firm start-ups. The first is based on
the rather naive assumption that the individuals starting up new businesses take into
account the prevailing macroeconomic conditions and expect these conditions to persist.

According to this scenario, usefully characterised as driven by a kind of ‘pull’ hypothesis,
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high rates of growth of real GNP, lower real interest rates, high inflation rates, high new
plant and equipment expenditure growth and decreases in the unemployment rate favour

higher rates in new firm start-ups.

The alternative scenario is an ‘opportunistic’ one. Here, decreasing rates relating to
expenditures on new plant and equipment may present opportunity for newcomers by
reducing entry barriers that have to be met and overcome. Additionally, an increasing
unemployment rate may be interpreted by potential entrepreneurs as an opportunity of
attracting better quality, and lower cost labour. Or, it could also mean, in a labour market
context, that during a period of increasing unemployment, individuals are ‘pushed’ into
undertaking entrepreneurial initiatives as a result of the fear of becoming unemployed
(Storey and Jones 1987, Storey 1991). This theorisation concerning the role of
unemployment must necessarily be associated more with small firms. In addition, lower
rates of growth in real GNP, lower rates of inflation, and high real interest rates could,
according to Highfield and Smiley, also lead to an increase in the rate of new firm
formation. They concluded that for the US economy, at that time, the second scenario

reflects more what actually prevails in practice.

In contrast a number of more recent empirical studies in various country contexts
revealed that entry is pro-cyclical in relation to economic growth. These refer to Japan
(Yamawaki, 1991), USA (Audretsch and Acs, 1994), Germany (Wagner, 1994) and
Portugal (Mata, 1996)*. The evidence provided seems to point to a positive effect of
gross national or gross domestic product growth (GNP, GDP), a positive effect of
unemployment and some negative influence of higher interest rates especially on entry of
small firms (Audretsch and Acs, 1994; Mata, 1996). With the notable exception of
Yamawaki (1991), all other studies have relied on gross entry definitions of the dependent

variable.

It could be argued here that when a combination of cross section and time series
data are used in explaining patterns of a net entry measure, the interpretation of whatever
results follow should be treated with caution. What the above implies is analysed in the

following examples. The first refers to what might be termed a ‘recession push’

% These studies have been reviewed in section 2.5.3.
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hypothesis®’. Under this hypothesis, lower growth rates of real GNP could lead to an
increasing level of new firm formation. It might be anticipated that lower GNP growth
should be accompanied by an increasing entry figure when gross entry is used. Thus,

there is negative relation between the gross entry rate and lower GNP growth rates.

The question, however, is whether the same negative relation is evident when this
explanatory variable has to deal with exit figures. Since there is little, logically, to justify
that exit should be obstructed in the case of recession, it should be assumed that there is
also a negative relation between exit and lower GNP growth. Thus, it can be deduced that

under a ‘push’ theorisation the sign of the relation holds for both cases — entry and exit.

What might be expected in practice is that recession leads to higher firm turnover
— higher levels of both births as well as deaths (entry plus exit). This, in turn, results in
higher volatility in the net entry measure providing the base for a higher degree of
displacement effect. It can be shown that both the cases of negative and positive net entry
can exist under the ‘push’ hypothesis here modified to encompass also exit. In Figure 3.2,
if the relation of entry with GNP is steeper than the relation of exit with GNP, then it

follows that net entry rates become a negative function of increasing GNP rates.

Exit

Entry

Number of firms

GNP

Figure 3.2. Hypothetical relationship between firm entry and exit
with levels of GNP where entry is more elastic than exit

But when exit is steeper than entry, net entry rates become a positive function of
GNP rates and this may be called a ‘pseudo-pull’ since net entry rates become higher with
higher GNP growth rates (Figure 3.3).

%0 Since both the ‘pull’ and ‘push’ hypotheses, as originally stated, referred to gross entry measures, they
Continued...
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“Pseudo-Pull”

Entry

Exit

Number of firms

GNP

Figure 3.3. Hypothetical relationship between firm entry and exit
with levels of GNP where exit is more elastic than entry

What happens logically, then, under a ‘push’ theorisation is dependent on the
values of the relative entry and exit elasticity in response to GNP rates. As far as the
alternative hypothesis is concerned, it could be said that higher growth rates of GNP
‘pull’ individuals to establish their own firms. Under this hypothesis, it is clear that the
relation to be expected between GNP growth and entry rates is positive. The important
question here, however, is whether the relationship between higher GNP growth rates and
exit rates can be positive as well. An intuitive answer to this question indicates that since
there is no reason why exit should be facilitated in times of recovery or fast growth, the
relationship between exit and ameliorating economic conditions should be far from
positive. The rationale behind such an answer is that if firms are ‘pulled’ into markets
they enjoy greater probability of continuing their operations within these markets under

favourable economic conditions.

This reasoning ignores, however, the possibility that the process of increasing entry
under the ‘pull’ hypothesis can itself create a tendency towards increased exit. This is
because even an expanding economy has finite ability to accommodate new entrants and
there should be a point beyond which the increasing supply of firms is not digested by the
markets. Furthermore, the existence of this surplus may in turn result in the initiation of
exit which may be, in volume terms, far more than otherwise should be. In addition, to the
extent that entry and exit from the markets is a selective process determining survivors

and losers, it could be that the existence of surplus in the supply of firms during recovery

need to be modified to accommodate the outcome of exit as well.
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has the potential to give way to replacement effects as well. So, under a modified ‘pull’
theorisation both symmetry and asymmetry in the relationship between entry and exit and
economic growth can be found. The ‘pull’ hypothesis under asymmetry is shown in
Figure 3.4 where increasing net entry rates or decreasing net exit rates are related to

higher GNP.

“Asymmetry”
Entry

Exit

Number of firms

GNP
Figure 3.4. Hypothetical relationship between entry and exit
with GNP under condition of asymmetry
The opposite is the case when allowance for the existence of symmetry is assumed.
In Figure 3.5 when entry and exit are both positive functions of higher GNP growth rates,
and the relationship with GNP for exit is steeper than for entry, higher rates of GNP
growth are accompanied by lower net entry rates and higher exit rates. Since there may be
a surplus in the supply of firms, entry is less elastic in response to higher GNP rates than
exit. This might be usefully termed ‘pseudo-push’ in that lower GNP rates are related to
higher net entry rates.
“Pseudo-Push”
Exit
Entry

Number of firms

GNP

Figure 3.5. Hypothetical relationship between firm entry and exit with GNP under
condition of symmetry where exit is more elastic than entry to changes in GNP
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A second case under symmetry and within the limits of the ‘push’ hypothesis could
reflect a situation where the entry relation is steeper than for exit (Figure 3.6). Entry is
more elastic in responding to recovery than exit and the system is more accommodating
of new firms than previously. Therefore, given the ameliorating economic conditions, net
entry rates become higher. It can be seen that the results obtained when entry rates are

used under this latter variant of the symmetry hypothesis are identical to those of the
asymmetry hypothesis.

Entry
Exit

Number of firms

GNP

Figure 3.6. Hypothetical relationship between firm entry and exit with GNP under
condition of symmetry where entry is more elastic than exit to changes in GNP

The adoption of a symmetry approach has the advantage of taking account of entry
as a cause of exit also allowing for a limited capacity of accommodating potential
entrants. The latter can additionally explain the case when expansion in the economy is
absorbed by increasing capacity of incumbent firms, which can be seen as a form of

unmeasured entry.

When the entry curve is steeper than that for exit, this does not mean that the
system has an unlimited capacity to accommodate new entrants. Instead it means that for
the given stage of economic growth, for a given degree of industrial saturation of the
existing industrial mix, the system is still flexible enough to allow for entry elasticity
higher than that of exit. Here the supply of firms is unrestricted by the limit determined
by factors such as those presented above. When, however, this supply exceeds the
tolerance limits of the system, then entry becomes less elastic than exit, leading to lower
net entry rates. As the net entry rates decrease, but the economy is still on its way to

recovery, new room is made for entrants, entry becomes more elastic and entry rates
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increase until the point where over optimistic reactions of potential entrants may create

oversupply, which in turn readjusts the relations of the relative elasticity of entry and exit.

Although the ‘pull’ and ‘push’ hypotheses appear to be controversial, they seem to
apply to real world conditions. There is no reason to assume that once one has been
proved to hold, this will continue to hold forever and for all the economic players
involved. Much depends on the point of the economic cycle an economy is at, what the

past has brought, and what the future holds.

The macroeconomic variables deployed are the growth rates of real GDP
(RGDPGR), and the price index of investment goods (PINVR). The first captures
conditions of the overall state of the economy and demand fluctuations, whereas the
second reflects the cost of capital. The rationale behind the introduction of a cost of
capital component as a determinant of entry rates is justified because entry usually is also

an investment decision. The higher the cost of capital the lower should be the entry rate.

Yamawaki (1991) included, as a second component of the cost of capital, the
discount rate of the central bank. In the Greek case this was, during the study period,
stable enough not to offer much scope. An alternative was lending rates, which varied
more from year to year. However, because of collinearity between the growth rate of the
price index of investment goods and the lending rate, the latter was excluded as it

produced inferior results.

Unemployment rates, both in-phase and lagged one year, were also used in the
calibrations. There were indications that unemployment was positively related to net
entry, as in other studies, but the results here were not significant. In addition there were
clear problems of severe collinearity with other macroeconomic variables used and as a

result the unemployment indicators were excluded from the analysis.

A number of industry-specific variables were also employed. Some refer to sectoral
growth and opportunity. Industry growth in terms of employment (EMPLGR) can be
thought of as a factor inducing entry in that as the market size increases any entry activity
has a greater possibility to go unnoticed by incumbent firms. In this sense, industry
growth seems to make room for potential entrants. The price-cost margin (PCM), a proxy
for sectoral profitability and defined here as value-added from manufacturing activity

minus payroll over sales, is generally expected to be positively associated with net entry
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rates. It is possible, however, to obtain a negative sign in cases where higher price-cost
margins reflect a situation where industry profitability is attributed to high entry barriers
(Duetsch, 1975) and/or in industries which are characterised by significant sunk costs
(Kessides, 1991). This ‘counterintuitive’ result has emerged in some previous empirical
studies as demonstrated in the previous chapter’’. Thus, PCM should be seen in
conjunction with the effectiveness of barriers to entry. When PCM is high, and both entry
and exit are high, this could mean that there are low barriers to entry and exit and what
industry experiences in practice is ‘hit and run’ entry. The latter offers support for the
existence of contestable markets. But when both low entry and exit accompany a high

PCM, barriers to entry might be high making entry unattractive and exit deterred.

Since a net entry definition is used in this study, it will be worthwhile to see the
possible outcomes of the relationship between PCM and net entry rates under both
symmetry and asymmetry assumptions. Under the latter, entry is positively related to
PCM while the relation between the number of exiting firms and PCM is negative. Thus,
it is expected that, to the extent that the asymmetry assumption holds in practice, net entry
rates should be a positive function of higher PCM values.

When symmetry is assumed, that is, both entry and exit are positive functions of
PCM, then two sub-cases may emerge. When entry is less elastic than exit in response to
higher PCM values, the relation between net entry rates and PCM should be negative.
Figure 3.5 i.s helpful in this case (replacing GNP on the horizontal axis by PCM). As a
result, although PCM induces entry it does so to a lesser degree than it does for exit.
Potential entrants find it difficult to be accommodated in industries where other factors
deterring entry become more significant than higher PCM values, or other factors
inducing entry. If there is surplus of firms attempting entry, they cannot all be absorbed
by an industry, even where barriers to entry are low. The existence of surplus can, in turn,
also lead to the replacement of less efficient firms by more efficient ones, overall

increasing exit.

The converse is when, under the symmetry assumption, entry is more elastic than

exit to changes in PCM and the relation between net entry rates and PCM is positive. This

31 See review of related evidence in section 2.3.1
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means that PCM, as a factor inducing entry, is more effective than others inducing exit
and that the particular industry is not yet saturated. Figure 3.6 is illustrative of this case
having changed the explanatory variable to PCM. Both the asymmetry hypothesis, and
the latter case of a symmetry assumption with a steeper entry curve, result in higher net
entry rates. But when entry rates become lower, given increases in PCM, then inference
can be made for the existence of symmetry, even when a net entry definition is used. It
should be noted that the PCM variable used in this study was taken in logarithmic form

(LPCM).

As an entry barrier, the concept of economies of scale in production was
represented by the cost disadvantage ratio (CDR). This was defined as value-added per
employee in the largest size class available (>100 employees) divided by that in the
smallest (10-19 employees). The CDR is usually defined as the average-value added per
employee in plants which provide the top 50% percent of industry output, over the
average value-added per employee in plants supplying the bottom 50% of the industry
output.

The definition used here was dictated by data availability and justified because the
highest size class does consistently provide more than the 50% of industry output in all
sectors in all study years. The greater the value of CDR, the greater the difficulty
potential entrants meet establishing units in the lowest size class and the more difficult is
the exit of firms belonging to highest size class if the symmetry assumption holds. The
existence of cost advantages favouring larger firm sizes can be, in turn, attributed to the

existence of economies of scale in production.

The interpretation of the signs of the relationships between CDR and net entry rates
is again susceptible as to whether CDR as a barrier to entry is symmetrical, or not, against
both entry and exit. Under asymmetry, higher values of CDR result in lower entry rates
and in higher exit rates when there is a low degree of ‘sunkness’ in costs to achieve
production economies of scale. Under asymmetry, it follows that net entry rates become
lower as the cost advantages of operating at higher production scales increase. This is

shown in Figure 3.7.
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“Asymmetry”
Exit

Entry

Number of firms

CDR

Figure 3.7. Hypothetical relationship between firm entry and exit with CDR under
condition of symmetry where entry is more elastic than exit to changes in CDR

When symmetry holds two cases may emerge. The first refers to a situation where
entry is less elastic than exit in response to increasing cost advantages by higher levels of
production scale. This means that, although economies of scale are a significant barrier to
both entry and exit, the variable becomes more powerful when it deals with exit. Higher
net entry rates in that case should be attributed to lower exit rates rather than to higher
entry rates. Figure 3.3 can be used to illustrate this case substituting CDR. When entry
becomes steeper than exit, economies of scale are still a significant barrier to both entry
and exit, but this time are more important on the entry side. Net entry rates become lower
as economies of scale become more beneficial to size. These lower net entry rates,
however, should be now attributed to lower entry rates. Figure 3.2 is helpful here again
substituting CDR.

Different outcomes under the symmetry assumption are possible when the net entry
measure is used, and these clearly beg the question about the quality of entry and exit.
Thus, under the first symmetry case, firms entering an industry are likely to be efficient
enough to overcome entry barriers. This means that the firms are of larger size and/or are
more productive than usual. Given the second symmetry assumption, however, there are
likely to be more under-qualified potential entrants from which the final survivors are

selected. The overwhelming majority cannot deliver the requirements of successful entry.

The relationships between other factors affecting entry and exit and net entry rates
could be considered in the same vein but space does not permit. Capital requirements for

entry were proxied as the ratio of sectoral fuel and energy consumption in monetary
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values to industry employment over the ratio of the fuel and energy consumption of the
total manufacturing to total manufacturing employment (KR). This imperfect measure of
capital intensity have been used with some success elsewhere (Shapiro and Khemani,
1987; Droucopoulos and Thomadakis, 1993; Thomadakis and Droucopoulos 1996) based
on the rationale that higher consumption of fuel and energy implies a higher degree of
mechanisation and, hence, higher use of capital. Capital requirements are thought to

present a barrier to entry and under the symmetry hypothesis also an exit barrier.

Product differentiation as an entry barrier was proxied by the sum of advertising,
research and trademark-related expenditures over sales (ARDT). Since the NSSG
provides a research expenditure figure for each sector that includes both product research
and market research, this was preferred as it summarises different aspects of the product
differentiation effort (Thomadakis and Droucopoulos, 1996). A high ratio is usually
expected to create a disadvantage for potential entrants unless higher advertising outlays
serve more as a means of informing buyers about the entry of new products in the market
rather than as an entry barrier due to sunk costs that they involve and/or consumers’
loyalty in favour of incumbents that they create (Kessides 1986, 1991). Net entry studies
provide empirical evidence that supports the ambiguity of the advertising effect. It has
often been found that advertising intensity does not result in lower net entry rates
(Duetsch, 1984; Geroski and Masson, 1987). Sometimes it is said to lower net entry rates
(Duetsch, 1975; Jeong and Masson 1991; Rosenbaum, 1993). Other times it has been
found to be beneficial to net entry rates (Gorecki, 1975; Kessides, 1986, 1991). Siegfried
and Evans (1994) when comparing advertising results between gross and net entry
studies, suggest that if in gross entry studies advertising appears to deter entry, then this

can be reconciled with ambiguous net entry results in that advertising can deter also exit.

Following Sleuwaegen and Dehandschutter (1991) and Anagnostaki and Louri
(1995a), the effects of trade conditions for each sector on firm entry were examined.
Greece is an open economy, especially after EU accession. Import penetration should
deter entry, unless increasing import penetration widens the domestic market, increasing
the number of units and reducing collusive reaction of incumbent firms to domestic entry.
Import penetration (IMP) is defined as the value of imports over the apparent

consumption. Export orientation (EXP) is related to greater opportunities to satisfy
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demand beyond the given domestic limits, thus encouraging entrants. It is defined as the

ratio of sectoral exports to sales.

All industry variable definitions utilise published and unpublished data resulting
from the annual industrial surveys conducted by the NSSG for the years 1981-1991. For
the RGDPGR and PINVR, and IMP and EXP the data sources were the statistical annex
of European Economy and Macro-economic Series published by the Bank of Greece

respectively.

3.4. Model estimation and results

Since this research deals with both cross-section and time-series data, the regression
modelling disturbance terms could be both heteroscedastic, usually the case with cross-
sectional data, and autocorrelated, often evident in time-series models. To overcome these
problems, a cross-sectionally heteroscedastic and time-wise autoregressive type of
econometric model put forward by Kmenta® (1986, pp. 618-622) was adopted. The
econometric specification assumes heteroscedasticity, cross sectional independence and

autocorrelation in the residuals.
E(e itz) = csi2 , cross-sectionally heteroscedastic 3.1
€ = P;i€; + Vy » first order autocorrelation (AR1 ) 3.2)

where g, refer to pooled OLS residuals for the i=1,...,N cross-sections and t=1,...,T time

periods.

2 The econometric model applied here deviates from the cross-sectionally heteroscedastic and time-
autoregressive model described by Kmenta (1986) in that when calculating the components of the
diagonals of the variance-covariance matrix, instead of using the formulation 12.37 (ibid.), the
formulation proposed by Fomby et al. (1984) equation 15.2.7 was preferred. See also Greene (1993)
equation 16.8 for i=j.

53 This formulation implies that a different parameter (rho) for each industrial sector was used to account

for autocorrelation. This was done using partitions of pooled OLS residuals to calculate the
autocorrelation parameters and then applying a Prais-Winsten transformation on the model (see Greene,
1993, pp. 457-458). Some econometricians object to the use of different autocorrelation parameters
when the time series for each cross-sectional unit is relatively short (see Judge ef al. 1988). In the
present case different rho were preferred to the extent that these vary considerably across sectors and a
common rho practice may have obscured these differences. Besides, the main objection to use of cross-
section specific rho seems to apply more when contemporaneous correlation is also introduced in the
variance-covariance matrix. See also next chapter.
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The results of the estimation are presented in Table 3.5. Equation (1) represents a
version of the model where only those independent variables that are uncorrelated with
each other are included. Equation (2) includes a wider range of explanatory variables that
sometimes are modestly inter-correlated. This specification is that used for the
commentary which is to follow. Equation (3) is similar to (2) excluding the product
differentiation variable which was not significant in equation (2) and when absent from
equation (3) does not affect the results, indicating the effects of collinearity are not
particularly serious™. Finally, equation (4) experiments with lagged structures in a
number of variables and this is a point the discussion will return to. As a competitive
model, the panel nature of the data used for the estimation of these equations would allow
the introduction of industry-specific fixed effects (Hsiao, 1986). This taking the form of
industry-specific intercepts would, in turn, incorporate information for a form of cross
sectional heterogeneity. However, performing an F(19,175) test between the restricted and
the unrestricted (fixed effects inclusive) model (Judge et al., 1988, p. 475) pertaining to
equation (1), yields a value of 1.46 indicating the absence of cross-sectional heterogeneity
of this form, echoing earlier ANOVA findings®. Heterogeneity of variance across cross-
sectional units (sector-wise hetéroscedasticity) was tested by means of a Lagrange
multiplier (LM) test (Greene, 1993, p.450). The values of this test for formulations
appearing in Table 3.5 being higher than a critical y* value for 20 (equation 1) and 19

(equations 2,3,4) degrees of freedom at the 1% level of significance suggests evidence for
the existence of significant sector-wise heteroscedasticity®®. The method of estimation is
generalised least squares (GLS) and, as a measure of goodness of fit, an R* based on a
formulation proposed by Buse (1973) has been utilised. The shortcomings of using some

goodness of fit measures in the GLS estimation context are well known, the most obvious

% In addition in all cases the determinant of the correlation matrix of right hand side variables is
reasonably high.

55 The corresponding value of the test F(s, 143) for equation (4) being 1.40 offers additional supportive

evidence.

56 Baltagi (1986) proposes that a way to choose between the Kmenta and error components structures (see

Hsiao, 1986, Baltagi, 1995) is to test whether groupwise heteroscedasticity is removed when the fixed
effects are accounted for. In that case, it is argued that the error structure follows that of error-
components model assumptions. In the present research there is little difficulty in choosing between
alternative error structures as the fixed effects are rejected in the first place and hypothesis testing
provides evidence for groupwise-heteroscedastic disturbances.
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probably being that the transformed dependent variable is different to the original one. In

addition, those goodness of fit measures based on GLS coefficient estimates applied on

untransformed variables are not bounded in the unit interval (Greene, 1993, p. 363). Thus,

it has been suggested that goodness of fit measures in the GLS estimation framework are

“purely descriptive” (Greene, 1993, p. 364) and that it might be better “not to report an

R’ at all than to report an ambiguous number” (Judge et al. 1985, p. 32). The Buse

(1973) formulation has the disadvantage that it is not necessarily a decreasing function of
the number of regressors (White, 1997, p. 271).

Table 3.5. Results of GLS estimation accounting for net entry rates
in Greek manufacturing 1982-1991

Estimated coefficients (standard errors)

Variable name 1) ) A3) @
LpCM ~0.010043++ 0.015117+%% 00152264+ _ -0.0117++
(0.005146) (0.005686) (0.005895) (0.005811)
CDR 0.0075786+++  0.0088073+++  0.0087517+s+  0.009142%#+
(0.002758) (0.002707) (0.002756) (0.002811)
RGDPGR 0.003597+%%  -0.0038440%%s  -0.0038615%%%  -0.004]+++
(0.0008401) (0.0008789) (0.0009012) (0.000904)
PINVE -0.17013 4+ -0.19105%+# -0.19061#+# -0.21508##+
(0.03492) (0.03700) (0.03800) (0.039241)
0.048041++ 0.031826 0.031538 0.05681%+
EMPLGR (0.02095) (0.02303) (0.02362) (0.024625)
-0.047502 -0.99315% %+
ARDT — (0.1008) - (0.369201)
KR B 0.062720% 0.063937+ 0.004729
(0.03849) (0.03916) (0.03649)
IMP _ 0.00017175+ 0.00017614+ 0.000647#*
(0.00009230)  (0.00009534)  (0.000348)
Exp -0.00017484 -0.00017091 -0.00047%+
— (0.0001615) (0.0001657) (0.000267)
0.004158 -0.0083191 -0.0091942 0.00884
CONSTANT (0.01001) (0.01324) (0.01362) (0.010626)
LM 2 121.83 103.84 104.28 96.59
Buse R? 24.82 0.2854 0.2850 0.3222
Determinant 091 0.62 0.68
Observations 200 190 190 171
*¥* Significantat 1%  ** Significant at 5% * Significant at 10%

Where IMP and EXP are used the printing and publishing sector was not included since there were no

data provided. In formulation (4) one year lag applies to ARDT, IMP, and EXP

In equation 2, the proxy for sectoral profitability (LPCM) was negative and

statistically significant signifying that across industries exit is more responsive to
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alterations in the profitability levels than entry, both being positively associated with
higher margins. This seems to reflect a situation where entry barriers are more important
than factors inducing entry and/or there is an excessive supply of entrants that cannot
fulfil requirements of successful entry in more profitable industries probably because
barriers to entry become more significant as barriers to survival (Geroski, 1995). This
result can be combined with the sign and the significance level of the cost disadvantage
ratio. The CDR was found to be significant and positive pointing to a direct impact on net
entry rates. Furthermore, CDR should be a harder barrier to exit than entry. When entry
responds successfully to higher PCM values, it is likely to apply only for the more

efficient firms.

Capital requirements (KR) were found to be of moderate significance and positive,
reinforcing the conclusions drawn above for the relationships between PCM and CDR
and net entry rates. Industry growth in terms of employment was found to be positively
related to net entry rates in agreement with prior expectations and results in previous

studies.

Import penetration proves to be of only moderate significance and positively related
to net entry rates. This result confirms earlier findings by Anagnostaki and Louri (1995a),
their study using gross entry and exit, finding that import penetration was negatively
related to both entry and exit. Moreover, it was found that import penetration appears to
be less important as an explanation on the entry side, perhaps referring to the hypothetical
situation presented in Figure 3.3 (substituting IMP). In that case both entry and exit are
negatively related to higher IMP rates but exit is more elastic than entry. Manufacturing
firms in Greece, then, are less discouraged to entry than they are forced to exit under
international competition. Conversely, export orientation was of moderate insignificance
and negatively related to net entry rates. The hypothetical relationship described in Figure
3.5 seems to match these results (substituting EXP). In this case both entry and exit are
positively associated with increasing export orientation, but exit is more elastic than
entry. Sectors characterised by a better export performance may attract entry, perhaps
reflecting a high number of low quality, uncompetitive firms which may soon contribute
to exit. The more firms attempt to enter into export intensive sectors, the more fail to

survive, a finding also drawn by Anagnostaki and Louri (1995a).
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Product differentiation, as captured by ARDT, was not found to be a significant
barrier to either entry or exit. Its negative sign, however, denotes that product
differentiation acts in a symmetrical manner, but it might be more important when entry

is concerned.

The effect of real GDP growth on net entry rates is significant and negative
suggesting that the mixed pattern appearing in Figure 3.1 is dominated by the post 1985
trends. This probably owes much to the considerable amount of variation in net entry
rates brought about by the two recessionary peaks of 1986-87 and 1989-90, following the
introduction of an austerity program in 1985. The introduction of the austerity program,
aiming to control inflation and bound fiscal and trade deficits, appears two years after to
have only partially achieved its targets — inflation was down to 15.7% (from 25%), the
fiscal deficit was reduced but the trade deficit was still much too high. This was achieved
at the expense of both agricultural and manufacturing production, the latter resulting from
decreasing demand due to the effect of reductions in real disposable income. Facing lower
demand prospects might have a discouraging effect on entry and a direct effect on exit
that might, overall, have suppressed net entry rates during the two recessionary years
included in the study period. However, in reality this is not really the case. ‘Push’ factors,
such as decreasing manufacturing employment and, most important, decreasing pace of
increments in product unit labour costs in 1986-1987, appear to have effectively offset the
negative effect of diminishing ‘pull’ factors leading to an overall increase in net entry
rates. In addition, it has been argued that decreasing labour costs resulted in the reversal
of decreasing trends in manufacturing profits prior to 1986-1987 (Federation of Greek
Industries annual reports). Not coincidentally, the higher real GDP growth recorded
between after 1987 and before 1990 has been accompanied with higher inflation, higher
labour costs, higher industrial production and also higher, but somewhat lagging behind
output, manufacturing employment. This period is one where net entry rates decrease
despite the availability of ‘pull’ factors. The reversal of these trends in the economic
environment, and 1989-1990 marking a new upturn in net entry rates, provides some
grounds to conclude in favour of the ‘push’ theorisation, at least concerning the post 1985
period. However, some caution is still required as it has been the general consensus in
Greece that during the study period manufacturing has undergone some serious

restructuring related to a crisis in profits over the 1980-1987 period and demand
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fluctuations thereafter. What seems to be important is that higher net entry rates, although
they might conveniently attributed to ‘push’ factors in operation, coincide with lower
growth rates in manufacturing production. This, in turn, might carry suggestions that the
effect of wider movements in the economy might not be unanimously felt across different
sizes of firms, implying that higher net entry rates during recessions might create

considerable movement in the lower end of the size distribution of manufacturing firms.

The proxy for capital effects (PINVR) appears to be significant and negative.
Lower net entry rates were associated with higher cost of capital conditions, and this

conforms to theoretical expectations.

The possible role of time lags in the independent variables was explored by
incorporating time lags up to three years in the model. Lagged, adaptive and rational
forms of expectations were used to produce a better estimated proxy for perceived
profitability in each one of the industries concerned. The results obtained, however, did
not confirm these hypotheses. Thus, as for Yamawaki (1991), the PCM values used as the
explanatory variable refer to time t and were taken as corresponding to net entry for the
period from t-1 to t. Arguably, however, although this time-definition of PCM has been
used elsewhere, it does tend to obscure causalities. It is difficult to distinguish between
the role of PCM as a cause of entry and the determination of the ex-post level of PCM as
the result of entry and exit activity. The entry definition in use here encompasses both
entry and exit action. This, coupled with the fact that PCM was negatively related to net
entry (exit is more elastic than entry in response to PCM values), means that the selection
of PCM values at time t can be justified, arguing that exit is more quickly responding to
changes in profit levels than is entry (Shapiro and Khemani, 1987). Time lags were also
tried in other independent variables. Among them, one-year lags were found to perform
better when applied to the product differentiation, import penetration and export
orientation variables and results are given in the fourth column of Table 3.5. The main
difference between these results and those of pertaining to formulations 2 and 3 in the
same table concern mainly the significance levels of KR and ARDT and EXP. The
product differentiation proxy performs better when it is lagged. Export orientation is also
improved when lagged. The opposite is, however, the case for the capital-requirements .
proxy, which becomes highly insignificant. The overall explanatory power of the model is

increased at the expense of higher multicollinearity between some of the independent
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variables. The signs of the relationships, however, seem to hold in all the different model

specifications.

3.5. Conclusions

Gross firm entry measures are clearly of the highest value in process terms, but it is
argued here that net entry is worthy of study in its own right as it reflects the outcome of
the combination of processes. Certainly it need not be interpreted simply as entry as is
often the case. Dealing with a net entry definition makes the attempt to model and explain
variations in firm entry across industries and over time a difficult task. Different
assumptions about the mechanisms behind firms’ entry and exit can lead to seemingly
identical results when net entry is used. As a result, it has been argued throughout this
chapter that great care should be taken in the interpretation of relationships found in the
empirical studies. Mention must be made of different hypotheses and their outcomes in
order to denote the cases where no straightforward answer can be given about the validity
of a particular assumption. Within the limits of this research, a series of different
assumptions have been analysed providing indications for the existence of cases where no
decision can be made about the adoption of particular hypotheses or the exclusion of

others.

Net entry rates in Greek manufacturing industries do appear to be characterised by
significant temporal variation but not sectoral variation. The absence of the latter appears
to characterise net entry rates in the Greek situation at this time, although in other net
entry research contexts sectoral variation has been shown to be present (Yamawaki,
1991). A large number of industrial sectors were found to be by the end of the study
period in the same position in net entry rate ranks as they were at the start. This indicates
that the benefits of the sectoral policy applied during the study period, aiming to enhance
new firm creation in selected sectors, did not result in stable and/or positive net entry

patterns in these sectors.

The existence of profitable business opportunities was not shown to be a sufficient
condition leading to higher net entry rates. But the existence of cost advantages of
operating at larger scales did tend to result in lower exit rates, while at the same time

promoting successful entry of perhaps more efficient firms. Industry growth had a
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positive impact on net entry rates which is in agreement with results of other studies and

theoretical expectations.

Cost of capital conditions had a negative impact on entry rates. The overall
condition of the economy, as reflected by the real growth of GDP, had a significant
negative effect on net entry rates. This may be attributed to a modified ‘push’ hypothesis

where both entry and exit are negative functions of improvements in such conditions.

The results of the present research on import penetration and export orientation tend
to agree with those of earlier studies. Export orientation seems to offer some attraction to
potential entrants but many entrants might not be qualified to overcome barriers to
survival in highly export-oriented sectors. On the other hand, import penetration seems to
affect entry less markedly than exit. This may also indicate that over-optimism governs
the entrepreneurial initiatives in the case of Greek manufacturing. The model used was
not efficient in capturing individual responses to conditions prevailing in manufacturing
and the economy in general. This signifies that models of greater flexibility are required
for advancement in this area in future research. Furthermore, analyses comparing entry
conditions of different size classes across industries over time will also be helpful in
enhancing understanding of the causalities of the phenomenon under study. The latter
might help to clarify better the findings of this chapter pertaining to the role of wider
economic conditions. Net entry rates might to some extent increase due to large firm
fragmentation strategies as a response to economic recession and/or superior performance
of smaller firms during an economy’s downturns. Some research effort in this direction is

undertaken in chapter 5.
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Chapter 4.
Net entry behaviour in consumer, intermediate

and capital goods industries ¥

4.1. Introduction

A récent review of research on firm entry and exit recognises that entry and exit are
highly positively correlated, with net entry rates being but modest fractions of gross entry
and exit (Geroski, 1995). Entry and exit are the linked parts of an industry evolution
process where large numbers of new entrants may displace large numbers of older firms
without markedly changing totals. Entry and exit seem to present significant amounts of
sectoral variation, although this does not appear to persist in the long run. It is such
sectoral variation, however, which has enabled a number of studies to use panel data to

account for unobservable industry heterogeneity in the determinants of entry and exit.

Explorations of entry and exit processes in Greek manufacturing industries has
demonstrated that they are positively correlated, that there is some degree of symmetry in
their determinants (Anagnostaki and Louri, 1995a), but also as seen in the previous
chapter that net entry rates exhibit mainly temporal and not sectoral variation. In Greece,
firm entry rates are a story of ‘industry homogeneity’ for net entry rather than the familiar
‘industry heterogeneity’ often seen in gross entry and exit. No industries persistently
exhibit higher or lower net entry during the 1981-1991 period. Furthermore, the evidence
for non-additivity of the error of unconditional analysis of net entry using a two-way-
classification analysis of variance, indicates that the two processes are not only positively
related but also that net entry values are averaged over the period in a manner that

produces similar means. If net entry rates within a sector are unstable in time on the one

' This chapter draws on Fotopoulos, G. and Spence. N., n.d., Net entry behaviour in Greek

Manufacturing: consumer, intermediate and capital goods industries, International Journal of Industrial
Organization (forthcoming — refereeing final revision stage).

Thanks are due to J. Magnus (Centre of Economic Research, Tilburg), J Kmenta (University of
Michigan), and two anonymous referees.
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hand, and across-industry invariant over time on the other, then it is likely that some kind
of process links net entry rates of different sectors in time. Such a process would account

for the apparent inter-industry homogeneity of net entry rates over time.

The research in this chapter aims to examine whether or not net entry rates across
sectors are contemporaneously correlated. An explanation of inter-industry homogeneity
of net entry rates is sought in terms of the existence of significant correlation of net entry
rates in time across industries, conditional on barriers to entry and other regressors often
employed in such analyses. This will throw more light on a model that deals to a great

extent with chance variation.

To undertake this task the determinants of net entry rates of firms in Greek
manufacturing industries are examined across three industry groups — consumer,
intermediate and capital goods manufacture. This classification serves two aims. The first
is pragmatic. Having only ten years of observations of net entry rates, analyses are
precluded at the fine sectoral scale of, say, 20 two-digit classes. The econometrics used
here require that the number of cross sectional units be less than the number of time series
available for each industry, as having more results in a singular variance-covariance
matrix (Baltagi, 1986). The second is more purposeful in that it serves to examine

whether the determinants of net entry rates are different across the three industry groups.

In previous applied research important differences between two groups, broadly
termed consumer and producer goods industries, have been revealed when the
determinants of profit margins are examined (Bain, 1956; Domowitz et. al. 1986, 1988,
Schumacher, 1991). This provides motivation to analyse the determinants of net entry
rates in each of the above three groups because traditional entry models are based on the
difference between anticipated profits and the entry forestalling level of profits
(conditioned on the height of entry barriers). There is, as yet, no other study into the
determinants of net entry using this kind of stratification within the limits of the
methodological assumption that there is within-group contemporaneous correlation of net

entry rates conditioned on barriers to entry and other potential explanatory variables.

The next section details the industry classification used and points up some
descriptive fundamentals of the data. This is followed by details of the modelling of entry

and exit attempting to justify the equation choice for net entry. Section 4.4 presents the
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results of the estimation. The chapter concludes by placing the results in the context of

previous research.

4.2. Industry classification and data characteristics

The data used here are net entry of firms into manufacturing industries in Greece
between 1981 to 1991. The grouping of the 20 two-digit industrial sectors is based on
Hasid (1987). Consumer goods consist of food industries, beverage industries, tobacco,
manufacture of textiles, manufacture of footwear, wood and cork industries, furniture and
fixtures, leather and fur products, and miscellaneous manufacturing industries (codes 20
to 26, 29 and 39). Intermediate goods include manufacture of paper, printing a;ld
publishing, rubber and plastic products, chemical industries, and petroleum and coal
refining (codes 27, 28 and 30 to 32)*’. Producer goods consist of non metallic mineral
products, basic metal industries, fabricated metal products except machinery, machinery
and appliances except electrical, electrical machinery, apparatus appliances and supply

and transport equipment (codes 33-38).

This classification mainly has a technology-based rationale, but the national
dependency on foreign supply of manufactures, as well as the openness of the sectors to
international competition, can also be seen as auxiliary criteria. Thus, industries
belonging to the first group can be thought of as ‘traditional,” employing production
processes that are less knowledge — and technology — intensive and present relatively
low income-elasticity of demand. The second and the third groups involve an

enhancement of the degree of complexity of the technology used.

Table 4.1 offers a picture of group differences in relation to a selection of variables

that will be employed later in the econometric analysis. Net entry was formulated as
(N, =N;,;)/N,,; where N represents the number of firms in each sector (i) and t refers
to time. This formulation of the net entry rate (NER) was preferred to absolute net entry

since the denominator accounts for different industry sizes in terms of numbers of firms

in existence. However, it must be born in mind that criticisms presented in the previous

7 Note that in some of the subsequent analyses the intermediate goods printing and publishing sector
(SIC, 28) was omitted because of difficulties in obtaining data for one of the explanatory variables —
import penetration.
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chapter together with the argument asserting that different assumptions of the mechanism
behind firms’ entry and exit lead to seemingly identical results when net entry is used
apply also in the present research context. The first two sets of columns in Table 4.1
describe the data for net entry rates (NER), along with price cost margins (PCM)*.
Intermediate goods exhibit the lowest PCM across time while the highest are enjoyed by
producer goods. The between-group variation is highly significant and modest temporal
variation is also evident. The picture for the NER is completely different. Net entry rates
(group averages for each time period) fluctuate markedly in time but there is no
statistically significant difference amongst the group means. On the other hand, the NER
in many cases amount to less than one percentage point and peak in all industry groups in
1986-1987, when real GDP growth was the lowest for the study period.

Average firm size is different across the three groups with intermediate and
producer goods having considerably larger firms in terms of employment. Moreover, it
appears that there is highly significant between-group variation in what pertains to
average firm size, and temporal variation is also significant at the 5% level of
significance. Minimum efficient size (MES) was proxied here using an approach based on

Pashigian (1969) utilising a weighted-average measure of the form:
M=Z(Ai/ni)*(Ai/A) “4.1)

For Greek manufacturing industries data are available on an annual basis for size classes

defined in terms of employment as follows:
e Stratum 1 consisting of firms employing 10-19 employees,
e Stratum 2 consisting of firms employing 20-29 employees,
e Stratum 3 consisting of firms employing 30-49 employees,
e Stratum 4 consisting of firms employing 50-99 employees and

e Stratum 5 consisting of firms employing 100 employees and over.

%8 See section 3.3 for definition of this variable.
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Table 4.1. Descriptive statistics for the consumer (1), intermediate (2) and producer (3) goods industries in Greece 1982-1991.

NER PCM Average Size MES
Time period 1) () 3) 1 ) 3) 1) (2) 3) (¢)) 2) 3)
1981-1982 0.29 2.01 -0.30 22.79 1723  26.06 4296  65.03 6796 109.74 173.64 208.30
1982-1983 -0.36 -2.03 -0.43 23.20 16.69  28.93 43.65 65.28 68.61 109.91 17890 213.54
1983-1984 0.34 1.04 -0.23 23.92 14.04  25.87 43.71 65.71 70.04 11244 181.64 22643
1984-1985 -1.15 -0.90 -0.88 23.57 13.16 27.50 43.05 64.64 70.23 111.20  181.65 236.28
1985-1986 -1.72 -2.05 -0.90 25.43 1841 2749 4390 64.97 69.28 11032 15233 23020
1986-1987 3.38 11.55 2.25 25.17 1849  26.06 40.84 59.73 61.79 119.61 206.73 23298
1987-1988 0.04 -0.10 -0.44 24.56 1897 2720 4154 59.84 62.06 11646 210.00 230.75
1988-1989 -1.16 -0.37 -0.03 23.85 18.58 27.50 4329  63.75 61.01 119.08 225.07 221.18
1989-1990 -0.45 0.38 0.79 25.47 20.04  26.99 4292 65.12 59.88 113.0 231.61 218.92
1990-1991 -3.08 -0.12 0.97 26.01 2284 27.68 4466 60.27 57.11 113.84  208.51 205.62
Fiime-wise(9,18) 4.41%** 2.05* 2.47** 1.198
F group-wise(2,18) 1.67 03.54*** 1483 47*** 135.14%***

*** significant at 1%  ** significant at 5%  * significant at 10%
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Since the size classes are defined in terms of employment, Pashigian’s approach
was operationalised by defining as A; the total employment of the i-th size class and n; as
the number of firms in the i-th size class. It follows that in this case the average
employment size of firms is weighted by the share of employment accounted for by the
firms in the i-th size class. Data for sales and/or value-added were also available for each
size class, but were not used in calculating the size class shares since the size classes

themselves are defined in terms of employment.

Minimum efficient size is also shown to be small for consumer goods compared to
the others. Between-group variation is again highly significant, but it is worth noting that
when this weighting measure is used for MES, accounting for size distribution of firms,
temporal variation does not seem to be in this case of much significance. Differences in

MES imply differences in the extent of economies of scale across the three groups.

The other variables used to explore differences across groups and over time have
been defined in the fashion described earlier in section 3.3. Table 4.2 shows that, as
expected, product differentiation (ARDT) accounts for a smaller proportion of sales for

producer goods than for others.

Trade terms are also different across the three groups. Export orientation (EXP)
seems to be higher in the ‘traditional’ sectors of Greece and also reveals no significant
temporal variation over the study period. On the other hand, import penetration (IMP)
appears to be stronger in its influence for producer goods. Consumer goods industries
start comparing with producer goods according to import penetration from 1987
afterwards, whereas the intermediate group persistently lags behind the other two groups

in this respect.

Finally, capital requirements (KR) increase from consumer goods via intermediate
goods towards the producer goods industries. The between-group variation is again highly

significant but the same does not apply to temporal variability.

Overall then, the picture is one of clear-cut differences amongst the three industry

groups and that, with the notable exceptions of ARDT and IMP, these hold over time.
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Table 4.2. Group descriptive statistics for product differentiation, trade conditions and capital intensity proxies
of manufacturing sectors in Greece 1982-1991.

ARDT EXP IMP KR
Time period (1 2 &) @ @ (&) (0)) @ 3 (0] 2 ©)]
1981-1982 1.10 1.29 0.56 18.45 1196 13.50 2334 2382 32.80 2.39 5.09 8.27
1982-1983 1.14 1.10 0.56 2326 9.00 1429 26.54 2240 34.21 241 5.24 8.56
1983-1984 1.28 0.95 0.53 25.70 11.17  15.02 27.79  25.18 35.54 2.38 5.68 8.46
1984-1985 1.52 1.06 0.56 24.25 11.84 1451 2836  26.13 37.90 2.34 5.81 8.18
1985-1986 1.27 1.21 0.58 31.08 824 14.13 33.18  25.12 39.32 2.35 5.49 7.94
1986-1987 1.47 1.49 0.59 33.96 894 1442 3970 26.25 41.56 222 5.60 7.10
1987-1988 1.52 1.68 0.63 26.03 6.41 13.01 3282 2247 41.17 2.10 5.04 6.66
1988-1989 1.83 1.76 0.58 32.71 9.12 17.10 42.86 2554 48.1 1.89 5.06 5.77
1989-1990 1.67 2.10 0.68 31.26 898 1825 43.08 27.73 51.73 1.90 5.10 577
1990-1991 2.05 2.36 0.80 35.57 1064  19.00 49.00  29.28 5341 1.86 4.52 5.70
Fiime-wise(9,18) 4.53%** 1.42 ’ 6.74*** 0.68
Feroup-wise(2,18) 52.93*** 83.05*** 44.39*** 30.10%**

*** significant at 1%  ** significant at 5%

* significant at 10%
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4.3. Modelling entry and exit and the specification of a net

entry equation

A general model of entry is usually calibrated as a function of the difference
between the expected profitability and the level of profits that can be sustained in an
industry without attracting entry. The higher this difference is, the higher is the likelihood
of entry into that industry. The unobservable expected profits can be captured by current
or past industry profitability, usually lagged one year, under the assumption that potential
entrants carry rather naive expectations of what the future holds. Difficulties of estimating
the expected level of profits have been widely considered in the literature (Geroski,
1991a; 1991c; Geroski et al. 1990, Highfield and Smiley, 1987, Mata, 1991). It is
generally thought that these naive expectations should be regarded as unsatisféctory since
research based on such an assumption has usually only provided insignificant estimates of
expected profitability. An alternative angle is based on the assumption of adaptive
expectations. This involves obtaining estimates for expected post-entry profitability by
regressing current levels of profits or margins on lagged values up to a certain number of
lags. Such estimation procedures are determined by data availability (especially time
series length), the consistency of the signs of the estimates and their significance levels
(Masson and Shaanan, 1982). A more sophisticated version of the adaptive-expectations
model is that based on rational expectations (Geroski, 1991c, Jeong and Masson, 1991).
This involves using structural variables as factors determining the predicted values of
expected profitability alongside the above lagged profitability values. As far as the barrier
to entry proxies are concerned, their ‘timing’ varies in applied work published to date,
although it has been recognised that such structural variables are likely not to vary in their

effects over the medium run (Geroski, 1983).

An alternative to the limit price modelling, just discussed, is Duetsch’s (1975)
approach where entry is seen as a function of current profitability, the latter being, in turn,
determined as a function of barriers to entry and other factors thought likely to induce
entry, such as industry growth and size. Here there is potential to reduce collinearity
amongst the regressors. The possibility of interaction between some of the variables

representing entry barriers has also been recognised by Geroski et al. (1990).
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Modelling exit, on the other hand, has been much less developed. What, however,
seems to be of fundamental importance and as argued in the previous chapter is the extent
of symmetry between the determinants of entry and exit. The role of industry profitability
in determining exit of firms has been debated. Whereas Evans and Siegfried (1992)
maintain that exit occurs because of expected industry unprofitability, Dunne and Roberts
(1991) provide empirical evidence for strong correlation between entry and exit in the
presence of high profits, thus suggesting that higher profits can perhaps generate greater

turbulence in the markets.

When modelling net entry, however, expectations for good model performance rely
heavily on the assumption of symmetry of independent variables when explaining both
entry and exit. The complications that arise from the ‘mixed’ nature of net entry as the
combined effect of entry and exit have often been blamed for poor explanatory power of
regression results (Duetsch, 1975) and stimulated the discussion that took place in the
previous chapter. These complications make the ‘timing’ of proxies of expected post-
entry profitability even more vague. When modelling entry, theory points to the necessity
of taking lags to account for expected profitability, or even better, of utilising adaptive or
rational expectation estimates. When dealing with exit, however, these devices may not
be particularly helpful because perhaps exit is faster in its response to profit conditions
than entry (Shapiro and Khemani, 1987; Rosenbaum and Lamort, 1992). On the other
hand, the argument that consistently shrinking price cost margins over several years
before the occurrence of exit can lead to the decision of exit still has credibility. But it is
clear that this rationale ddes not capture exit in the presence of high industry profits nor
does it recognise the distinction between entry as a well thought through and prepared
decision and exit as a more or less forced action resisted as much as possible. It is
relevant, then, to research analysing multiplant, multiproduct firms and/or diversification-
keen multinational firms choosing to exit as matter of strategic decision, which may lead

to further diversification into new fields.

In modelling net entry, Duetsch (1975) utilises price cost margins in phase with net
entry, and the same is also evident in Yamawaki (1991) and Orr (1974a). The last
mentioned study, although restricting net entry rates to positive values, does not utilise
lags since both entry rates and profits were measured as three year averages (each

calculated over the same three years). In Geroski (1991c), although net entry penetration
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rates were used as a dependent variable, a rational expectation model was employed to
produce estimates for expected profitability. The author expresses some reservations as to
whether the decision of exit is well described by such formulations. This, however, is not
evident in the Jeong and Masson (1991) study estimating net, as well as gross entry,

adopting at the same time the rational expectation solution.
In specifying an estimable net entry equation, the following form is adopted:
NER; = f (PCM;;, BE;, X, M, ) (4.2)

NER; is the net entry rate between t-1 and t, PCM;, is the industry price-cost margin in
the same periods as net entry. BE; is a vector containing entry barriers, X;, is a vector
containing factors generally thought to induce or to deter entry (other than barriers to
entry), and M, is a vector containing macro-economic factors potentially affecting net

entry rates.

Taking PCM in phase with net entry rates might make PCM endogenous in the net
entry equation. This means that net entry and PCM are co-determined and PCM is
correlated with the residuals of the net entry equation, rendering the OLS estimates
inconsistent. There are, however, some reservations about the endogeneity of PCM in the
present context. PCM is supposed to be determined by, along with other factors, entry-
barrier proxies, the latter being used here as elsewhere to explain net entry. Although both
PCM and the structural variables often employed to capture entry barriers are quite stable
over time, presenting at the same time significant sectofal variation, the same is not
evident for net entry rates. For PCM to be endogenous in the net entry equation, net entry
rates should present at least some sectoral variation. This would be necessary to identify
at least some sectors which persistently exhibit higher or lower than average net entry
rates, and associate this persistency with inter-industry differences in PCM, which might
or might not be persistent over the short and medium run. The descriptive statistics
provided earlier do not provide evidence of this here, and elsewhere findings do not
suggest that PCM is either correlated with the residuals in a net entry equation
(Rosenbaum, 1993) or determined by net entry rates (Geroski, 1988). Moreover, to test
the possible correlation of PCM with the net entry equation residuals seems to require if
not the specification of the full-system of structural equations, at least the deployment of
valid instrumental variables (Geroski, 1982). Since the list of variables used is rather
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exhaustive of the data sets available, this research has faced difficulties in supporting
instruments that satisfy the condition that these should not directly be included in the
entry equation and not be caused by PCM. An alternative that suggests itself would be to
impose a year lag on PCM in order to circumvent the problem of possible correlation with
the residual term. When this was attempted PCM was found to be insignificant in all

formulations but retains its sign.

The entry-barriers vector contains product differentiation (ARDT), -capital
requirements (KR) and economies of scale proxies. Economies of scale (ES) are proxied
here by dividing the estimated MES as defined in the previous section by the total
employment in each industry. Then, following Caves et al. (1975), a cost disadvantage
ratio (CDR), defined as productivity (value-added over employment) in the size classes
below MES, over productivity in the size classes above MES, was estimated. Having
defined CDR, the economies of scale proxy employed in the regressions (SCALE) is
permitted to take on the value of ES when CDR < 0.8 and zero otherwise. This
formulation has the advantage of giving credit to the economies of scale proxy only in

cases where scale matters.

In previous research several other measures of economies of scale have been
suggested. Weiss (1963) suggested as a proxy of minimum efficient plant the size of plant
at the midpoint of the output or shipments size distribution. Comanor and Wilson (1967)
defined this somewhat differently as the average plant size amongst the largest plants
accounting for 50% of industry output. This measure produces estimates that are in excess
of the Weiss midpoint. Davies (1980) has criticised both proxies since in all industries
50% of output appears by following these measures to be produced by plants at
suboptimal size. Neither of these proxies could be operationalised with accuracy in the
present study since the cut-off point is difficult to determine with data available. As a
result of using size classes defined in terms of employment, the 50% of industry output

cut-off is well within the largest size class in the majority of cases.

Saving (1961), defines MES using what is termed the survivor technique,
maintaining that the size of plants which have minimum average cost will be those which
will survive in the market place. Hence, it is argued, that what is needed is simply to find

the specific size class of plants gaining more of total industry output, indicating that this
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contains the optimum size. The problem here is that the number of firms in each size class
and the temporal variations are not accounted for. Additionally, it does not take into
account the problem of declining shares of size classes. Shepherd (1967) has criticised the
survivor technique on the grounds that it only indicates the border of optimality and not
optimal size per se. Here, the use of an employment size dimension instead of one based
on output is likely to introduce bias caused by innovation and technological aspects that
tend to decrease size of plants in employment terms. Thus, Shepherd (ibid.) maintains that
only if innovation is absent or if it maintains constant labour-output ratios, the survivor
technique will be unbiased. Apart from these weaknesses, the survivor technique was not
applied here since longer time series than those obtainable are required in order to obtain
some clues about ranges of optimality. The argument about bias still can most certainly
levelled at the proxy used in this research. However, the introduction of CDR, accounting
for productivity below and above the estimated MES, may be seen as an effort to alleviate
this problem. A last alternative to be discussed is that proposed by Gupta (1981) and Fuss
and Gupta (1981) and is based on estimating long average cost curves for each industry
before making inference about MES. This technique was deployed mainly due to the
unsuitability of data in hand. The interpretation of signs in the relationships between
SCALE and entry rates, when a net entry definition is used, is again dependent on
SCALE as a barrier to entry being symmetrical or not against both entry and exit and

follows the rationale put forward in the previous chapter.

In the vector X, industry growth from the preceding year in employment terms
(EMPLGR), import penetration, and export orientation are also included as determinants
of net entry rates. In particular, import penetration (IMP) was thought to deter entry,
unléss it contributes to the widening of the domestic market, increases the number of
players and reduces the collusive reaction of incumbent firms to domestic entry. Export
orientation (EXP) is generally thought to enhance opportunities to satisfy demand beyond

the given domestic limits, and thus to encourage potential entrants.

Finally, macroeconomic factors are also included to account for the effect of wider
movements in the economy on net entry rates. They pertain to real growth in gross
domestic product (RDGGR) and the rate of change in the price index of investment goods
(PINVR), defined in fashion with that accords that of the earlier research.
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4.4. Model estimation and interpretation of results

A Lagrange multiplier test (Breusch and Pagan, 1980)* based on a pooled model
that combines all the 2-digit sectors indicates that the hypothesis of diagonal variance-
covariance matrix should be rejected (A=622.92 %> with 171 degrees of freedom). This
means that there is significant correlation of 2-digit industrial sectors in time, and together
with the finding of the absence of significant sectoral variation of net entry rates over the
same period kprovide the motivation for estimation that allows for contemporaneous
correlation. However, this is feasible, as explained in an earlier section, only when the
industry groups are treated separately satisfying the condition that the number of cross

sectional units is less than the number of time series used.

The utilisation of the cross-sectionally correlated and timewise autoregressive
model, suggested by Kmenta®® (1986, pp. 622-625) is appropriate, testing in parallel the
hypothesis of fixed effects in estimating the net entry equation defined in the previous
section for each of the three industry groups. This model can be seen as a special case of
the seemingly unrelated regression model (SUR) presented by Zellner (1962) in that the
estimated coefficients are essentially the same across cross sectional units but the model
allows for contemporaneous correlation in the variance-covariance structure. That is, the
residual relating to different industrial sectors are correlated in time. Thus, the
formulations pertaining to assumptions of group-wise heteroscedasticity (3.1) and
autocorrelation (3.2) are augmented by the introduction of the additional

contemporaneous-correlation assumption formulated as:

E(e,€; ) = o for i#j, contemporaneous correlation 4.3)

% Greene (1993, p.455) suggests that the strictly appropriate basis for computing the correlation is the one
using the OLS residuals of a pooled model and this suggestion was followed.

% Recently Beck and Katz (1995) criticised the use of this particular econometric technique in political

science research, claiming that its use when the number of time series available does not significantly
outnumber those of cross sectional units, seriously underestimates the coefficient standard errors. As
analytical results cannot be derived to explore the small sample properties of the cross-sectionally
correlated and timewise autoregressive model, the authors rely on simulation (Monte Carlo) evidence to
support their claim. They propose, as an alternative, a generalisation of the White (1980) method for
obtaining, consistent with the model-assumptions, standard errors in the case of panel data. However,
Keener et al. (1991) point out that the White (1980) estimator can be seriously biased in modest sample
sizes and some research effort is on its way to rebut the Beck and Katz (1995) claims (personal
communication with Jan Kmenta).
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where again ¢, refer to pooled OLS residuals for the i=l,...,N cross-sections and

t=1,...,T time periods.

Although the technique allows for a different autocorrelation parameter to be
estimated for each cross-sectional unit, the approach followed here is to restrict the
autocorrelation parameter to be the same across all cross sectional units due to short

length of time series®!. The same auto-correlation coefficient is estimated as:

4.4)

Testing for autocorrelation when panel data are used is more troublesome than for
the usual time-series case. In fact Bhargava et al. (1982) produce a modification of the
Durbin-Watson test for the fixed-effects model. Arellano and Bond (1991) also offer
some serial correlation diagnostics for dynamic panel data models®>. However, both
diagnostics do not seem to confront the estimation framework adopted here. For this
reason this study relies on the autocorrelation coefficient itself and, unless this is of
meaningless size, the models are transformed to account for the possible effect of

autocorrelation.

Having estimated the common auto-correlation parameter, the model is transformed
(Prais-Winsten) and then GLS estimation is applied. Since the assumptions of the model
are quite strong and corrections for cross-sectional dependency could affect the
estimation results dramatically, it was thought best not to apply the model on an ad-hoc
basis, but to carry out all the appropriate tests concerning the model assumptions before
proceeding to the suggested model corrections. A Lagrange multiplier test for group-wise
heteroscedasticity was undertaken (Greene, 1993). Testing for cross sectional dependency
within each of the three sectoral groups was facilitated by the means of the Lagrange
multiplier — B-P lambda (Breusch and Pagan, 1980) performed in each case. As the

6! The addition of the contemporaneous assumption increases considerably the number of auxiliary

parameters to be estimated and handled by the econometric model. This would indicate the use of a
common autocorrelation parameter as more sensible practice. See Kmenta (1986, p.621) and Judge et al.
(1988, p. 465) and references therein for further discussion of the point.

62 That is, a lagged dependent variable is included in the right hand side of the estimated equation.
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ciegree of complexity when compared with estimation in the earlier chapter is now
increased, no goodness of fit measure is deliberately provided, meeting criticisms for the
ambiguity of such measures mentioned in section 3.4. Table 4.3 describes the results of

estimation for the consumer-goods industries.

Table 4.3. Model estimation of net entry of firms in consumer
goods industries in Greece, 1981-91

Estimated Coefficients (standard errors)

VARIABLE equation 1 equation 2

PCM 0.043945%** —
(0.01415)

SCALE -0.97243*** -0.86320***
(0.094213) (0.1130)

ARDT -0.15012%** -0.13526***
(0.008894) (0.01474)

KR -1.0622*** -1.1003***
(0.1438) (0.1424)

EMPLGR 0.012181*** 0.012984***
(0.002844) (0.004457)

PINVR -0.18989*** -0.18825%**
(0.01351) (0.01875)

RGDPGR -0.0036378*** -0.0035395%**
(0.0002747) (0.00040895)

IMP 0.00011237** 0.000099275*
(0.00006079) (0.00006171)

EXP -0.00036048*** -0.00029902* **
(0.00005824) (0.00007336)

CONSTANT 0.067159*x* 0.075464
(0.007362) (0.005991)

N of cases. 90 90

Condition index 24.327 15.909

B-P A 106.2073 105.6879

*** significant at 1% level ** significant at 5% level * significant at 10% level

The cross-sectional homogeneity hypothesis was accepted (Fg7s 1.007). This
suggests that there are no fixed-effects attributed to unobservable industry traits that
should be taken into account. Therefore, the assumptions of the Kmenta model are
examined next. The common autocorrelation coefficient was negative but very small
(-0.0059) suggesting that autocorrelation does not present a serious problem. Both the
assumptions of cross-sectional homoscedasticity and independence were rejected on the
grounds of the hypothesis testing results. The Breusch-Pagan Lagrange multiplier test has
a value of 106.2 which is well above the critical value of a chi square distribution for 36
degrees of freedom (51.0), leading to the rejection of the hypothesis that there is no cross-

sectional dependency. The assumption of cross-sectional homoscedasticity was also
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rejected when it was tested by the means of a Lagrange multiplier test (x> 67.15 with 9

degrees of freedom).

Estimation of equation 1 was undertaken in the presence of moderate to strong
multicollinearity. The highest condition index (Belsley et al. 1980) was 24.3, which is
below the warning cut-off of 30 usually used to identify situations where multicollinearity
is severe enough to cause serious problems. However, when a variance decomposition
analysis was carried out, the variance proportion of PCM being above 0.5 meant that the
estimate of this variable might not be accurate. Other variables were also found to be
involved in linear associations. Since PCM was found to be involved in linear relations
with other RHS equation variables, estimation was repeated without PCM (Duetsch,
1975). It can be seen that the results are only modestly changed, the main difference

being the reduction in the significance level of the import penetration proxy IMP.

As a result, PCM appears to be a positive and significant determinant of the net
entry rates. A positive sign probably means that under the symmetry hypothesis both
entry and exit are positively related to higher PCM, but entry is more elastic in its
response than exit. Nevertheless, the same positive sign for the net entry rate could also
be possible under conditions of asymmetry. In this case entry becomes positively related
to PCM, whereas exit is negatively associated. Exit can be positively related to PCM to
the extent that firms, being attracted by higher margins, attempt to enter into the market at
sub-optimal size. These firms are subsequently penalised as many sub-optimal entries are

then forced to exit.

In contrast, the economies of scale proxy was found to be negative and significant.
This indicates that economies of scale, under the symmetry hypothesis, operate both as a
barrier to entry and exit. Exit is less elastic than entry meaning that for marginal increases
in the economies of scale barrier across industries, the reduction in the number of firms
that exit is lower than its counterpart accounting for the number of firms that enter. The
same sign could also be theoretically justified under the asymmetry hypothesis discussed
previously. It seems therefore, that scale matters in accounting for net entry rates in
consumer goods industries, but no clear-cut interpretation about whether or not the

symmetry hypothesis holds can be given.
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The variable ARDT was found to be significant and negative as a determinant of
net entry rates in the consumer goods industries, indicating that product differentiation
creates a barrier to entry. If the symmetry hypothesis is the underlying force generating
such an outcome then this might be associated with the existence of sunk costs in product
differentiation related expenditures that creates barriers to both entry and exit. However,
if a symmetric interpretation framework is preferred, then the combination of entry and
exit numbers associated with increases in ARDT is such that entry is more elastic than
exit, implying that product differentiation is more effective as an entry rather than as an
exit barrier. The factor KR is also significant and negative in the same fashion as the

other barriers to entry.

Industry growth, measured in terms of employment, a factor hypothesised to induce
entry, was found to be significant and positive. Import penetration also appears to be
positively related to net entry, but only of moderate statistical significance. Although this
result seems odd it is not unusual, turning up elsewhere and in other studies. This indeed
was the empirical outcome in the previous chapter when all the 2-digit (SIC) sectors of
Greek manufacturing were considered and related to earlier findings by Anagnostaki and
Louri (1995a) who found that impoft penetration is negatively related to both entry and
exit. Interestingly, a positive effect of import penetration on net entry rates was also found
in Rosenbaum (1993) study for US manufacturing industries. The conclusion drawn in
the previous chapter that manufacturing firms in Greece are less discouraged to enter
industries than they are forced to exit them under international competition seems
particularly true for the consumer goods industries. This might be so to the extent that
especially for Greek consumer goods industries, is often the case that manufacturers are
also at the same time the recipients and distributors of imported manufactures,

particularly in the clothing and footwear sectors.

Export orientation, on the other hand, appears to be a negative and significant force
in explaining net entry rates. The sign of the relationship was also negative in the
previous study for manufacturing as a whole. This may indicate that across consumer
goods industries those sectors characterised by a better export performance attract entry,

but this, in turn, might be characterised by a high number of less qualified firms

127



NET ENTRY BEHAVIOUR IN CONSUMER, INTERMEDIATE AND CAPITAL GOODS INDUSTRIES

attempting entry. These, as they fail to deliver the requirements of successful entry, may
not last long in the competitive market, and thus soon contribute to exit®. The implied
positive relationship between gross entry and export orientation also found in
Anagnostaki and Louri (1995a) contrasts with the findings for Norwegian manufacturing
industries where a significant negative relationship was found between gross entry of

various entry-types and export orientation (von der Fehr, 1991).

Finally, the two macro-economic factors employed here both present negative signs
and are, at the same time, highly significant. Again, it seems that consumer-goods
industries closely resemble the patterns for the total of Greek manufacturing revealed in

the previous chapter.

Consider next the analysis of the intermediate goods sector. The hypothesis of
industry homogeneity for net entry rates conditional on the RHS variables was again
accepted (F327 0.627). But there is a suggestion for both negative autocorrelation
(estimated p is -0.18) and a non-diagonal variance-covariance structure. The Breusch-
Pagan test for cross sectional dependency is 12.9 which leads to the marginal rejection of
the null hypothesis of no cross sectional dependency at a 5% level of significance.
Homoscedasticity was also rejected since the Lagrange multiplier test statistic following a
chi square distribution was 15.95 lending it significant at the 1% level for 4 degrees of

freedom.

Equation 1 in Table 4.4 refers to an estimation containing all the previously RHS
variables. These results render PCM to be negative and significant in determining net
entry rates for intermediate industries. Here the interpretation of PCM is susceptible to the
role of entry barriers. In other words when PCM are higher, but barriers to entry are also
high, entry can be deterred even in the presence of high profits, or, where entry is
attempted without fulfilling the requirements of successful entry, to lead to subsequent
exit. The possibility of such an outcome has been discussed in Duetsch (1975) and was

found to hold in the case of Greek manufacturing as a whole in the previous chapter.

¢ See also Anagnostaki and Louri (1995a).
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Table 4.4. Model estimation of net entry of firms
in intermediate goods industries in Greece, 1981-91

Estimated coefficients (standard errors)

VARIABLE equation 1 equation 2
PCM -0.30543*%**
(0.07485) -
SCALE -0.58517*** -0.43370
(0.2333) (0.3080)
ARDT -0.42053** -0.89901***
(0.1982) (0.3287)
KR 0.061034 0.065352
(0.04642) (0.08271)
EMPLGR -0.052711 -0.065566
(0.04737) (0.08045)
PINVR -0.63022*** -0.52779%**
(0.06572) (0.07741)
RGDPGR -0.0098292*** -0.0091452%**
(0.001574) (0.001733)
IMP 0.00022589 0.00020126
(0.0002924) (0.0004773)
EXP 0.00067709 0.0022240*
(0.0008286) (0.001264)
CONSTANT 0.19084*** 0.10588***
(0.02297) (0.01498)
N of cases 40 40
V.IF 5.68 3.63
Condition index 25.56 17.33
B-P A 12.97 7.12

*** significant at 1% level ** significant at 5% level  * significant at 10% level

Economies of scale were found to be a negative influence on net entry rates. This
may indicate a case entry being more deterred than exit with marginal increments in
scale. The sign of SCALE, when combined with that of PCM, seems to indicate a
situation where higher profit margins are to some extent protected by economies of scale
barriers. In other words entry in a sub-optimal size class can result in subsequent exit of
less qualified incumbents or other recent but sub-optimal entrants. Overall it seems that

size matters in determining profitable and successful entry.

The variable ARDT is negatively signed and significant, as was the case for
consumer goods. Both the capital requirements (KR) and industry growth proxies
(EMPLGR) were not found to significantly determine net entry in the intermediate goods
sectors. Export orientation holds a positive sign and appears to be of moderate
significance only in the absence of PCM (equation 2), while import penetration was
insignificant in both equations. Finally, both PINVR and GDPGR were found to be

highly significant, exhibiting negative signs — the same as for consumer goods.
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The results of the estimations for regressions for the capital goods industries are
given in Table 4.5. Equation 1 provides the results of the estimation when all the
available variables are present. Multicollinearity diagnostics reveal that there exists
moderate to strong multicollinearity, in particular the higher condition index is 20.6. The
smallest characteristic root responding to the above condition index contributes 0.67 and
0.51 to the variance proportions of PCM and EXP respectively, leading to concerns about

the efficiency of the estimates obtained from this equation.

Table 4.5. Model estimation of net entry of firms
in capital goods industries in Greece, 1981-91

Estimated coefficients (standard errors)

VARIABLE Equation 1 equation 2
PCM -0.02343
(0.0309) -
SCALE 0.59334** 0.58156%*
(0.3114) (0.3140)
ARDT -0.33598 -0.26266
(0.2575) (0.2435)
KR 0.054435 0.031031
(0.04916) (0.03882)
EMPLGR -0.1216]1*** -0.12059***
(0.02578) (0.02621)
PINVR -0.15328*** -0.16231***
(0.03731) (0.0365)
RGDPGR -0.0021465*** 0.0021755%**
(0.0007506) (0.0007695)
IMP 0.00020333 0.00011259
(0.0001751) (0.0001293)
EXP 0.00018504 0.00048289
(0.0005007) (0.0003211)
CONSTANT 0.01218 0.0072962
(0.01526) (0.01431)
N of cases 60 60
Condition index 20.62 15.35
B-P A 34.37 34.32

*** significant at 1% level  ** significant at 5% level  * significant at 10% level

As far as the econometric assumptions are concerned, the Lagrange multiplier test
generates a value of 34.37, when the critical value for 15 degrees of freedom is 25.0 so
leading to the rejection of the null hypothesis that there is no cross sectional dependency.
The heteroscedasticity Lagrange multiplier test (58.93) exceeds the critical value for 6
degrees of freedom. providing evidence for heteroscedastic disturbances. The common
autocorrelation parameter was estimated to be -0.343, indicating negative autocorrelation.
Once more the F-test between the restricted (pooled OLS) and the unrestricted model fails
to provide evidence against the null hypothesis of industry homogeneity (Fs 45 1.02).
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Profit margins possess a negative sign and have an insignificant effect. The
negative sign of PCM indicates a case where profits might be protected by entry barriers.
The economies of scale proxy (SCALE) was found to be significant and positive in both
formulations reinforcing the conclusion drawn above for PCM. That is, for marginal
increases in the level of this barrier, the reduction in the number of exiting firms is larger
than the corresponding reduction in the numbers of those attempting entry. The same sign

also holds for the capital requirements proxy (KR) but this variable is not significant.

On the other hand, product differentiation effort, as summarised by ARDT, does not
seem to be of any statistical significance as an entry (exit) barrier, in contrast to the

estimation results for both the consumer and intermediate industries.

Industry growth has a negative and significant effect on net entry rates. Industry
growth under these circumstances would appear to be being absorbed by expansion of
incumbents rather than entry of new firms. Thus, entry should be less elastic than exit in
its positive response to industry growth. Import penetration was not found to be an
important determinant of net entry rates for this sector and the same applies to export
orientation. Finally, the macro variables employed were found to be negative and highly
significant following similar results of both the consumer and intermediate goods

industries discussed earlier.

Apart from evidence provided by visual inspection of tables 4.3 to 4.5, it should be
said that some formal test might be needed to assess whether or not the estimated
coefficients of the variables employed are statistically different across the three industry
groups. This necessitates the questioning of the ‘poolability’ of the three groups. To apply
a ‘poolability’ test on these models is not, however, straightforward. On the one hand, the
econometric estimation of every single group equation invokes assumptions that entail to
the use of a different variance-covariance matrix in each case. On the other, even if the
assumptions were entirely uniform, the same structure could not be applied in a model
that contains industries of all the groups due to the singularity of the resultant variance-
covariance matrix (see section 4.1). Nevertheless some testing might be still possible if
the partial variance-covariance matrices used for estimating each of the group equations
were combined, resulting in a block diagonal matrix that contains the former matrices in

the diagonal and zero values elsewhere. This matrix can then be used to estimate the
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restricted model that contains all sectors across groups. In this fashion, the singularity
problem is avoided since the model still allows for within-group heteroscedasticity and
autocorrelation, but restricts contemporaneous correlation to be defined only within each

group but not across groups (zero off-diagonal elements in the block diagonal matrix).

To illustrate, this could be presented as E(e, &, )=0; for i#j for same t and r

where, r=1,...,3 industrial groupings. The resulting NT x NT variance-covariance matrix

for the restricted model is @ . ;eq = 0 P intermedite 0 ®I,where @ e 1S
0 O ¢ producer

the 9 by 9 matrix (before Kronecker multiplication) used for getting the GLS results in

Table 4.3, Q, mediare 1S the 4 by 4 matrix used for estimation of the intermediate sectors

group (Table 4.4) and ¢, is the six by six. matrix used for the last group of industries

(Table 4.5), ® stands for the Kronecker product and It is an identity matrix of order
(TxT).

The results of estimating the restricted model using the above formulation for its
variance-covariance structure appear in the appendix since it should be seen more in the
light of facilitating the poolability testing rather than providing estimates for all industrial
sectors combined together during the study period. Having these results at hand and
combining them with those appearing in the first column of tables 4.3 to 4.5, the

following Chow-type test was performed for testing the poolability hypothesis:

ey )
IZSi/(n—mk)J

where m refers to the number of groups, n is the total number of observations of the

4.5)

restricted model, k is number of regressors, and SR and S; is the sum of squared residuals
of the restricted and each of the unrestricted models respectively. The value of the test is
highly significant (F20,160=15.59) indicating that the hypothesis of inter-group
homogeneity should be rejected, and so providing evidence that there are significant

differences between the group coefficients estimated independently.
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4.5. Conclusions

Net entry rates in Greek manufacturing industries for the 1981-1991 period are
characterised by the absence of significant between-industry variation. This can be mainly
attributed to the use of a net entry measure rather than to some kind of bias due to the
high degree of industry aggregation used. This absence of variation in net entry rates
should be regarded a special characteristic of Greek manufacturing industries for the

study period selected.

The aim of this chapter was to investigate net entry rates for selected industrial
groups whether or not there is cross-sectional dependence in time and to incorporate it in
an estimation. In reviewing the data the key finding for consumer and capital goods
industries was indeed the presence of a high degree of cross-sectional dependency, but

this was not always evident for intermediate goods.

Continuing to compare the results across the three groups, it is clear that in all cases
the macroeconomic variables specified were found to negative and highly significant.
These findings are in agreement with earlier results and seem to indicate that entry is less
discouraged than exit incurred during wider economy downturns, whereas amelioration of
economic conditions may significantly reduce the ‘push’ factor that increases firm

generational turnover.

A highly significant determinant of net entry in the case of consumer and
intermediate goods industries is PCM, but not for capital goods. Moreover, PCM was in
fact found to be positive only in the case of consumer goods, the opposite being the case
for intermediate and capital goods sectors where profits appear to be protected by entry

barriers and entry seems to be deterred.

Economies of scale appear to be of some significance in all cases providing
evidence for their importance as a barrier to entry. Whereas SCALE has a negative sign
when consumer and intermediate good industries are considered, it turns out to be
positive in the case of capital goods. A possible interpretation is that for marginal
increments of scale there is less exit than entry. This implies that attempting entry into
sub-optimal size classes decreases from consumer to capital goods producing industries.

The proxy for capital requirements related barriers (KR) appear to be significant and
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negative only for one group — consumer goods. It seems, thus, that in these sectors
higher capital requirements result in lower net entry rates. Product differentiation as an
entry barrier (ARDT) was found to be a significant determinant of net entry rates only for

consumer and intermediate groups, however, it holds a negative sign across all sectors.

Industry growth in employment terms appears to be significant only for consumer
and producer goods. It should be mentioned that it is positively related to net entry only in
the case of consumer goods. Negative signs for both the intermediate and capital goods
sectors may indicate that either industry growth is being absorbed by incumbents or entry,

itself, creates effectively exit as industry expands.

Conditions of trade do not have an unequivocal effect in all the three groups. In
particular, export orientation was found to be a significant determinant of net entry rates
for the consumer industries. Its sign is negative leading to the conclusion that although
increased exportability offers an important attraction to potential entrants, it is difficult
attain by all those attempting entry. Export orientation does not appear to be a significant
determinant of net entry rates when the intermediate and producer goods industries are

considered. It does, however, change sign becoming a positive factor.

Import penetration was found to be a significant influence on net entry rates only in
the case of consumer goods industries. It has a positive sign which might be interpreted as
follows. Import penetration is negatively associated with both entry and exit, the latter
being more elastic than entry. This seems to indicate that in the consumer goods
industries entry is oriented towards covering market niches not satisfied by imports. In
addition, it can also be argued that there is a considerable degree of overlap between
domestic manufacturers and distributors of imports, since the last mentioned activity can
keep domestic firms in business. This seems logical as the distribution networks are all in
place and firms can benefit from the synergy effects of producing and distributing
simultaneously. The results concerning trade conditions tend to support earlier findings

for manufacturing as a whole in Greece.
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Chapter 5.
Accounting for net entry by establishments of

varying size '

5.1. Introduction.

There has been increasing recent interest in understanding the determinants of entry
and exit of firms according to their size. However, the empirical evidence so far is
confined mainly to the advanced industrial world; Mata’s (1991) study of Portuguese
manufacturing industries is the notable exception. This research does not offer an
unequivocal understanding of the determinants of entry (exit) of firms of various sizes. It
seems that dealing with size-defined groups of firms within industries often makes the

experience gained from studies of size-indifferent entry not particularly helpful.

Conventional modelling of firm entry based on ‘limit profits’ approaches define the
magnitude of barriers to entry using size-indifferent entry measures. It may well be,
however, that the perceived height of entry barriers is a notion related to the special
characteristics of those who perceive it. Not all types of firms perceive entry barriers in

the same way, and maybe firm size is an important distinguishing trait.

Adopting the view that ‘size matters’ in understanding entry (exit) patterns, the aim
of this chapter is to discover the determinants of net entry patterns of various size-defined
groups of establishments in the case of a less industrialised country — Greece. The
hypothesis to be tested is that proposed by Acs and Audretsch (1989b, p. 468) that “the

determinants of entry are not independent of firm size.”

In this research, data availability constraints force the use of net entry rates which

inevitably increases the degree of difficulty in interpretation. However, as in the previous

' This chapter draws on Fotopoulos, G., and Spence, N., n.d.,, Accounting for Net Entry into Greek
Manufacturing by Establishments of Varying Size, Small Business Economics (forthcoming — refereed
and accepted for publication).

Thanks are due to two anonymous referees.
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chapters some effort has been made to deal with net entry as a variable worthy of

investigation in its own right, and one which is not treated simply as gross entry.

The next section reviews in some detail the empirical evidence from studies
concerned with firm size on entry. Definitional issues and descriptive statistics along with
analysis of variance results are given in sections 5.3 and 5.4 respectively. In section five,
hypotheses concerning potential determinants of net entry rates are stated. Section 5.6

contains the results of the econometric analysis.

5.2. Current understanding of entry and exit of firms

according to size

New firms in an economy have been often treated as homogeneous (Gorecki,
1975). This is certainly an erroneous assumption in that an entry by a large firm can offset
the entry of many smaller (Acs and Audretsch, 1989b). However, in the years after Orr’s
(1974a) seminal work considering entry into Canadian manufacturing industries there
have been but only a handful of empirical studies seeking to distinguish between the

determinants of firms’ entry and exit by size.

Research in industrial economics makes it clear that firms of different size, and
especially small firms, should be regarded as a behaviourally distinct group within
industries and not as ‘scaled down’ versions of their larger counterparts (Storey, 1990).
Moreover the existence of firms operating at sub-optimal size can be attributed, amongst
other things, to superior responsiveness to cyclical fluctuations (Mills and Schumman
1985), to production technologies that are more flexible (Piore and Sabel, 1984; Dosi,
1988; Acs et al. 1990), to persuasion of product innovation strategies (Caves and Pugel,
1980), and to a tendency to occupy product niches different from those occupied by larger
firms (Pratten, 1991). Additionally, Brown and Medoff (1989) and Brown et al. (1990)
point out that small firms can be partially compensated for their inherent size

disadvantages by adopting lower employment remuneration policies.

White (1982) analyses the question why small firms flourish in some sectors and
not in others. His results indicate that small businesses appear to be more important in
less capital-intensive industries, those less vertically integrated, and those in fast growing

industries serving local markets. Interestingly, advertising intensity was not found to be
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source of particular disadvantage for small firms, indicating that smaller firms may have
found alternative survival strategies. Acs and Audretsch (1990) find that high entry
barriers exert a significant and negative influence on small-firm shares, but that small
firm innovation as a strategy can be positive. Droucopoulos and Thomadakis (1993)
discover that capital intensity appears to be a significant barrier to the presence of small
and medium size firms, whereas the relative operating efficiency of small firms is

strongly positive and advertising intensity possibly so.

An obvious link between the former studies of entry and exit determinants of
different sized firms and the latter considering the presence of firms of different sizes can
be established. Since entry and exit to or from an industry can affect the shares of firms of
particular size classes within industries, then it is possible to compare, amongst other
factors, the performance of barriers to entry in determining entry rates in different size

classes with their role determining the relative size classes’ performance.

MacDonald (1986) was interested in gross entry and exit determinants in the
‘competitive fringe’ of some 46 American food industries. The evidence produced reveals
that capital intensity presents a significant barrier to the entry of small firms, but where
the disadvantage of operating at a smaller scale (in labour productivity terms) is
moderated, then entry is encouraged. On the other hand, profitability appears to be an
insignificant determinant and even presents a negative sign. Product differentiation also is
not a significant entry barrier. But industry growth was found to be a significant
inducement of entry. For exit, capital requirements proved a significant exit barrier and

industry growth a negative, but insignificant, influence.

Acs and Audretsch (1989a) considered the net entry rates of small firms in 247 US
manufacturing industries. Cross-sectional evidence seems to indicate that past industry
profits induce entry only in firms employing at least 250 employees and not in the case of
the smallest enterprises. Similarly capital intensity deters only when the smallest firms are
concerned. Industry growth remains by far the most important inducement to entry. This
study also demonstrates that higher industry concentration and R&D intensity strongly
deters entry for small firms, but the same is not evident for advertising intensity. What
seems, however, to compensate small firms for their inherent size-related disadvantages is

the adoption of product innovation strategies. Interestingly, a higher degree of
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unionisation was found to favour small firm entry. The authors, recognisiﬂg deficiencies
of using net entry rates, later utilised gross entry data in a similar study (1989b).
Confirming the net entry results, lagged industry growth appears to be a greater
inducement to entry than is lagged profits. Innovation seems, again, to deter smaller
firms, but as before, where smaller firms contribute a relatively high share of innovation,
the relationship with small firm entry becomes positive. As opposed to the earlier results,
however, product differentiation proves a significant entry barrier when considering gross
entry. The same is true for concentration, but only for small firms. However, neither

capital intensity nor the small-firm cost disadvantage was found to exert much influence.

Mata (1991) provides results for some 73 Portuguese manufacturing sectors that do
not support the view that strategic deterrence or aggressive behaviour, proxied by the
concentration ratio, comprises an important determinant of entry. Most of the
‘conventional’ barriers to entry proved to be significant in deterring entry, but only in the
case of small firms. Sunk costs’ proxies, however, prove a significant barrier only for
large-scale entry, which is unsurprising as they were measured by second hand markets
for machinery and equipment. Storey and Jones (1987) point out that small-scale
entrepreneurs usually enter the market by buying cheap, second-hand equipment. To the
extent that past profitability is important, Mata’s evidence supports the view that entrants’
perception of industry profits does differ by size. This, proxied by lagged profits, appears
to matter only when small firm entry was concerned. Exactly the opposite was the case
when industry growth was examined and found to be a significant inducement only for
large firms. Industry size, on the other hand, had a uniform positive effect in both the size

classes and suggests itself as the only common determinant of éntry.

The analyses above all deal with entry using cross sectional analysis but Wagner
(1994) uses a panel of 29 manufacturing industries for the regions of Lower Saxony. He
addresses questions about industry-specific effects by adopting a least squares with
dummy variables technique to allow for time-invariant industry characteristics, which
may be not captured by the variables employed, and could also be collectively important
in determining gross entry rates. The results reveal that small firm entry occurs in
industries which are characterised by higher degrees of growth, past profits and
concentration in times of higher unemployment and higher interest rates. Both the capital

intensity and R&D variables were negative, but the latter was not significant at any
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conventional level. The introduction of industry-specific dummies to account for time-
invariant sectoral effects alters the magnitude of the coefficients and their significance
levels but not the signs. Thus, profits, capital intensity and concentration become
insignificant while industry growth becomes significant. These results, however, did not
hold when alternative robust estimation techniques were used in order to detect and delete
the influence extreme cases. Moreover, these results seem also to be affected by the
introduction of industry dummies, when both R&D and capital appeared negative and
insignificant, industry profits significant and negative, and concentration significant and
positive. Wagner favoured the robust estimation techniques, even at the expense of fewer
observations, leaving the pooled design unbalanced and susceptible to selectivity bias. He
argues that it is the basic pattern that is important in the estimations, leaving ‘special

cases’ or ‘idiosyncratic events’ to case studies.

The evidence so far does not offer a totally clear picture. Past industry profits do
not have an unequivocal effect on small firms, entry barriers are hardly significant and
when they become significant this appiies to small rather than larger entrants. Industry
growth, on the other hand, plays a significant role in determining entry rates, but again it
is not universally accepted whether this role is more significant for smaller rather than
larger firms. However, with the Portuguese exception, research to date indicates that

smaller firms develop different strategies attempting to enter and survive within markets.

By far the most interesting observation is that inference is mainly driven by the
insignificance of traditional variables and the focus is more about what does not explain

variation in firm entry by size than what does.

5.3. Defining entry by size of entrants

Greek manufacturing data makes available net entry of firms by size, defined by the
NSSG in terms of the number of employees and the stratification follows that employed
in section 4.2 to facilitate an approximation of MES. As no data exist for establishments
employing less than 10 employees, this deprives the analysis from using a size class that
is likely to present considerable turbulence (entry plus exit). The data do refer to

establishments and not to firms. This could be somewhat problematic since multiplant
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firms may not behave in the same way as single-plant firms, but most Greek firms are in

fact single-plant (Droucopoulos and Thomadakis, 1993).

Since the data refer to the number of establishments in each year only a net entry
measure defined for each size class is feasible. However, these size classes do permit a
more disaggregated approach since previous studies have either used a sliding cut-off
point between small and large firms or just a single one. Apart from the caveats
associated with the use of size-independent net entry measures that have been discussed
so far, dealing with net entry defined for different size classes imposes certain additional
problems. The first is the need to account for different ‘industry sizes’ as the purpose is to
explain differences in net entry rates between industrial sectors. The second is to account
for different ‘sectoral size-structures’ as it is accepted that firms are not uniformly
distributed between size classes across industries. Both relate to the choice of appropriate
denominator when computing net entry rates. One solution is to divide by the number of
firms in existence for the sector as a whole in the base year. Here different sectoral size
structures on the right hand side of the equation need to be accounted for. Thus, an
indicator of the ‘strength’ of firm presence in the particular size class should be
developed. This is the procedure adopted by Acs and Audretsch (1989a, p264) who make
the self-critical point that “dividing net change in the number of firms for each size class
by the number of firms in that size class, rather than the entire industry, would provide a
better measure of the impact that entry has had on the existing stock of small firms.”
However, they justify their choice by arguing that “standardising the amount of entry in
each size class by the total number of firms in the industry reveals more about the
subsequent price and output effects, or the overall industry effects, as a result of entry”
(ibid.).

Both arguments are attractive. In the present study, however, a size-class-specific
denominator is preferred for two reasons: first, that when dealing with very small
amounts of net entry more observations tend to be closer to zero when a sectoral than a
size-class-specific denominator is used, second, that when five different size classes use
the same industry specific denominator, net entry rates are artificially increased for those

classes presenting higher differences in the numerator.
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Thus, the net entry rate (NER) is defined as:

Nijit = Njig

NER j, = (5.1)

jitl
for every j=1,...,5 size classes, where i=1,...,20 two-digit industrial sectors, and
t=1,...,9 time periods, (the period 1982-1991 defines only nine net entry rates) and N

stands for the number of firms in existence.5

The third and probably most important problem associated with this definition is
that it cannot be detected if changes in the number of establishments in an industry’s size
class over time are solely due to net entry into an industry size class or due to inter-size
class mobility of already operating establishments. The movement of an establishment
from one size class to another will reduce the number in the originating industry size
class, and generate an increase in the destination size class. But both the exit from the
origin-size class and the entry in the destination-size class are sustained within an
industry and do not relate to entry and exit from an industry. If, instead of panel data, a
cross-section on a number of industries is used to deal with changes in the number of
firms in a size class by industry between two points in time (Acs and Audretsch, 1989a),
the problem of unaccounted inter-size class mobility within industry is not avoided.
Unless information is used to exclude from the sample those firms moving size class, a
cross-sectional analysis of net entry by size class might be even more contaminated by
inter-size class mobility within industry. This accentuates the larger the time span

between the two points in time and the finer the classification in size classes becomes.

Therefore, the number of establishments in an industry’s size class can change as
the result of a) entry and exit of establishments from an industry that coincides with entry
and exit from a size class in that industry, b) intra-industry but inter-size class mobility

and c) a combination of the first two reasons. If the change in the number of

#  Alternative definitions of net entry rates have been suggested by an anonymous referee. In particular
Njit = Njjea : N;;
NER j; = (bounded by +2 and -2) and NER j =Inf "% N , being
( it +Njjea )/2 jitl

symmetrical around zero were thought advantageous. The latter, being asymmetrical around zero, was
thought may lead to unusual regression results. In neither the statistical nor the econometric analysis
used here did these definitions lead to significantly different results.
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establishments in an industry’s size class was to be entirely described by the first of the
causes then the term net entry might suffice. However, given the nature of the data here
the term ‘growth’ might more accurately describe changes in the number of
establishments operating in an industry’s size class. Thus, the question really posed in the
present research on net entry relates to the determinants of the growth in number of
establishments in an industry/size class. In what follows, the term net entry is used for

convenience in place of the, perhaps, more appropriate growth rate.

The consequences of unaccounted inter-size class mobility depend much on
whether or not the traditional Orr-type model of entry is sufficient. If it is, then the
question becomes whether or not entry (exit) barriers can serve as inter-size class
mobility barriers as well. Caves and Porter (1977) argue that entry barriers might possibly
be incorporated in a more general theory of inter-scale mobility of firms, but they do
believe that firms in an industry are likely to differ in traits other than size. It is due to
these specific traits that firms resemble each other in shaping groups within an industry.
Barriers to entry can then be defined at the group level, not only in terms of protection
from potential entry from outside the industry, but also from potential within-industry
movers coming from other groups. If size is not over-emphasised at the expense of other
firm characteristics then it could be a useful classification tool. Caves and Porter (ibid.)
use other than firm size characteristics to define groups within an industry and then assign
to these groups differential degrees of entry barriers. Given this, it can be argued that the
review of evidence in the second section of this chapter is helpful in asserting that to the
extent that different size classes differently experience entry barriers then ex post size
classes can be treated as industry-groups. This is recognised in the literature of strategic
groups as far as “scale-economy barriers themselves suffice to define groups because they
explain why entrants could rationally choose sub-optimal scales when larger firms and
lower-cost sellers are present” (ibid. p. 253). In that scale economies are size-related, this
offers enough justification for size as a classification key and for entry barriers to be
treated as mobility barriers. Porter (1979) examines the theory of strategic groups by
using a size-related measure (size classes accounted for 30% of an industry’s sales) to
define leaders and followers in an industry and accounting for the differential impact of

entry barriers in determining profitability. In Greece, Droucopoulos and Thomadakis
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(1993) find considerable differences in the effect of entry barriers when size-class market

shares are examined.

Another strand of fast-growing literature — industry demographics — views entry
barriers as barriers to survival and growth. This theorisation of entry barriers might be of
great assistance in helping to resolve the empirical puzzle where high entry rates coincide
with high entry barriers (Geroski, 1995). Furthermore, it can be combined with the notion
of entry paths (Caves and Porter, 1977) in explaining not only why many entrants fail
shortly after entry, but also why entry at a sub-optimal scale occurs at all.

In short, despite the constraints imposed by the data, it is worthwhile examining the
determinants of growth in the number of firms operating in an industry by size class in

time across industries.

'5.4. Net entry patterns in Greek manufacturing industries

by size class

Geroski (1995) maintains that the driving force of variation of entry across
industries and time lies in the ‘within’ rather than ‘between’ industries variation. This
implies that inter-industry structure of entry measures may not be as stable in time as for
structural variables often employed to assist inference on the determinants of entry

(profitability along with entry barriers).

Fairly unstable inter-industry variation over time on entry has been reported in
previous work for the UK (Geroski, 1991a) and Germany (Wagner, 1994). Geroski
compares inter-industry correlation coefficients of entry measures, namely gross entry,
gross penetration, gross entry rate, net penetration, net entry rate, net penetration across
years to conclude that industries do not persistently show high or low entry rates over
time. Furthermore, decomposing the variance for each of these variables over 79 three-
digit UK industries for the 1975-9 period he finds that the proportion of total variation
accounted by industry-driven variation (between industries) was as high as 49% for gross
entry penetration and as low as 21% in the case of net entry rates. He concluded that
inter-temporal variations in entry may exceed cross-sectional variation. Unfortunately, the
author does not provide the relative figures for between-year variation and no direct test

as to how significant both the systematic sources of variation (industry, time) are.
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However, in all cases, even though inter-temporal variation is said to be the driving force
in this study, between-industry variation was always significant when allowance was
given for industry-fixed effects in entry autoregressive models. As a consequence, the
effect of time-invariant, inter-industry-variable factors is, conditional on other regressors,
collectively significant in explaining variation in net entry rates Between-industry
variation is probably smaller than inter-temporal variation, but it remains a significant

source of variation.

Wagner (1994 p. 215), on the other hand, drawing on inter-temporal correlation of
various measures of entry intensity concludes that “...inter-industry structure of total
entry, small firm entry, and entry by small firms is not constant over time [because] Often
the coefficient of correlation between the same entry intensity measure for two years is
either about zero or negative.” The coefficients themselves do not support this view and
later the research successfully utilises a least squares with dummy variables model to
account for time-invariant industry-fixed effects. The successful utilisation of an industry-
fixed effects model seems to require that, conditional on other covariates, there should be
a sufficient, fairly permanent, between-industries component in entry flows observed
across time. This seems to imply that although the inter-industry structure of various entry

measures in Lower-Saxony is not constant over time, it is at least stable enough.

The foregoing provides the context for examining patterns in net entry rates, (more
accurately growth patterns) in the number of establishments by size class and sector

across time for Greek manufacturing.

Table 5.1 provides sectoral averages for the 1982-1991 period for all 2-digit

industrial sectors and size classes.

In one fifth of the industrial sectors the only gains recorded stem from the smallest
size class (SIC:30,33,37,38). Interestingly, none of these sectors can be classified into the
light-industry group that is supposed to enjoy lower entry barriers. About a quarter of the
sectors (SIC:20,21,29,34,39) exhibit some gain in the largest of the size classes. In all
cases the same sectors also presented gains in the smallest size class, apart from
beverages. Two sectors stand out having gains in all size classes except the largest one,
namely the footwear-clothing industry and manufacture of paper, and two that present

losses in all size classes are fabricated metal products except machinery and manufactures
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of textiles. The fourth of the size classes considered presents distinctive behaviour in two
industry cases where it is the only size class that enjoys some increase in the number of
operating establishments over the period. These cases concern wood and cork industries
and printing and publishing. In two other industries both the fourth and smallest size
classes are the only cases with gains. These industries are chemicals and petroleum and
coal refining, the latter having the maximum mean value in the sample (27.5% increase in

size class 4). Both industries are considered as having quite high entry barriers.

Table 5.1. Sectoral means for net entry rates into Greek manufacturing, 1982-1991

Size classes

SIC Industrial Sectors 1 2 3 4 5
20  Food preparation except beverages  0.27 -0.72 -2.60 -1.27 -0.94
21  Beverages -0.51 -1.83 -1.69 2.74 0.02
22 Tobacco manufactures 591 2.13 -3.79 -8.54 -0.24
23 Manufacture of textiles -1.96 -2.11 -1.70 -0.66 -5.75
24 ~ Manufacture of footwear & sewing 35 359 270 300 228
of fabric
25  Wood and cork -1.11 -5.41 -5.64 2.38 -8.68
26  Furniture and fixtures 1.96 4.27 -1.29 -4.80 -6.18
27  Manufacture of paper 237 2.85 1.23 3.31 -4.00
28  Printing and publishing -0.39 -3.95 -2.03 0.06 -2.97
29  Leather and fur products 1.42 -0.77 -1.10 -5.26 3.70
" 30  Rubber and plastic products 1.53 -0.44 -2.81 -0.79 -3.50
31  Chemical Industries 2.13 -3.09 -0.92 3.28 -1.08
32 Petroleum and coal refining 4.72 222 -1.39 27.51 -4.81
33  Non metallic mineral products 1.03 -0.28 -1.99 -5.85 -1.90
34  Basic metal products 10.40 1.48 5.16 -1.57 1.64
Fabricated metal products except
35 machinery -0.26 -2.07 -3.95 222 -5.24
Machinery and appliances except
36 electrical 1.22 -0.51 -3.92 -7.48 1.34
Electrical machinery apparatus,
37 appliances and supply 1.36 -1.45 -4.78 -5.01 -4.24
38  Transport equipment © 0.66 -0.52 -2.51 -2.31 -4.94
39 Miscellaneous manufacturing 138 276 4.04 2922 426

industries
Figures have been multiplied by 100 and indicate percentage points

Since the data used in this research are pooled, it would be useful to examine also
what happens in the other dimension involved — that of time, and Table 5.2 gives the

single-year interval averages for all manufacturing industries in each of the size classes.

The first size class always exhibits percentage growth in the number of
establishments operating. Almost the opposite is the case for all other size classes. In
particular, the number of establishments has declined in size class two except for
1986-1987 and 1989-1990. For the third size class, the only positive figures relate to
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1983-1984 and 1988-1989 and these coincide with the periods that also produce positive
values for the largest size class. On the other hand, size class 4 presents large gains for
1986-1987. Within the size classes, there is some degree of year to year variation. What
stands out is that in all but one size class manufacturing averages for net entry rates peak
in absolute terms in the 1986-1987 period. Interestingly, this coincides with the lowest
rate of growth of real GDP in the study period (-0.8%).

Table 5.2. Annual means for net rates in Greek manufacturing, 1982-1991

Size classes

Time period 1 2 3 2 5

1982-1983 1.28 -1.36 -4.20 -4.60 -1.87
1983-1984 0.86 -1.60 0.91 -1.53 0.42
1984-1985 0.63 -1.70 -3.48 -4.10 -2.14
1985-1986 0.10 -3.47 -4.11 -1.97 -1.38
1986-1987 10.48 7.24 -1.36 12.29 -9.48
1987-1988 0.37 -0.70 -0.10 0.59 -0.74
1988-1989 0.07 -0.19 0.02 -1.95 0.70
1989-1990 0.70 0.50 -0.19 -0.21 -4.25
1990-1991 0.12 -5.08 -4.19 -1.05 -1.88

Figures pertain to percentage points

Figure 5.1 helps to draw the picture of time-fluctuation in all size classes along with
wider movements in the economy suggested by real GDP growth. Thus, for both the first
two size classes the peak is positive and the same is also evident for the fourth size class.
In contrast, the largest size class follows closely the economy-wide fluctuations
presenting a deep trough in the 1986-87 period®”, whereas at the same time size class 3
does not seem to peak at all. There is certainly a suggestion that wider movements in the
economy relate to net entry rates, but the picture is somewhat confusing as there is no
clear-cut dichotomy established between the response of smaller and larger size classes.
Thus, although the smallest size classes seem to exhibit a superior performance during the
economy’s downturn the same is also evident for the second largest size class considered.
What seems to be a crucial impediment precluding clearer inference of these patterns is

not knowing the extent to which gains in the fourth size class are the result of inter-size

% The situation described in Figure 5.1 was compared with the fluctuation of average net entry rates
constructed by gross entry and exit data provided by the Federation of Greek industries (FGI). The
federation keeps record of all establishments that publish accounts in all 2-digit manufacturing sectors.
Although there is no direct employment-size correspondence, the FGI record relates to somewhat larger
firms that account for about 90% of total assets in Greek manufacturing. For these firms the relevant
plot presents also an important downward movement in the 1986-1987 period. Unfortunately the FGI
does not disclose data for a size breakdown of the firms in their records.
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class mobility originating from the fifth size class. It is quite plausible that, moving from
smaller to larger size classes, entry and exit becomes less entry and exit from an industry

and more within-industry entry and exit from size classes.
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Figure 5.1. Annual net entry rate averages for Greek manufacturing industries
and growth rate of real GDP over time

It could be argued that there is some degree of within-size-class, across-industries
variation, but, more important, average total manufacturing net entry rates by size class
seem to fluctuate considerably in time. Variation over time seems to have been influenced
by the inclusion of two recession-years. An explicit account for the statistical significance
of potential sources of variation is required to determine whether or not the industry-
means in Table 5.1 are statistically different to conclude if, unconditionally on other
regressors, industry fixed-effects are significant. The same also applies in terms of time-

fixed effects to the time-means presented in Table 5.2.

Tables 5.3 and 5.4 present the results of a variance-decomposition exercise for each

of the size classes. The variance of a variable X can be decomposed as:
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where

| . :
X, =— an is the cross sectional mean
TS

- 1 .
X, = T\I—Zxﬁ is the year mean, and

1

= X7 Z Zx“ is the grand (overall) mean

The total sample variation and the between-industry and between-year variation are
presented. The last two sources of variation are systematic in the sense that they are
controlled for by industry-fixed and time-fixed-effects. The highest proportion of
between-industry variation is exhibited by the first size class followed by the fourth and
fifth. The highest proportion of between-time variation expresses itself, again, in the first

size class, but it is followed by the second and to a lesser extent by the largest size class.

Table 5.3. Net entry rates into Greek manufacturing 1982-1988: variance decomposition
accounting total sample variation and its systematic sources

Size Class Grand Total sample Between-industry Between-year

Employment Mean variation variation variation B / ly
oo o o/ - o? /o

Range o’ = _'Z Z ("u B, = 72’ (xl -%)" B = FZ(": - )2

10-19 1.624 64.641 7.166 9.949 0.110 0.153

20-29 0.705 113.259 5.846 10.418 0.051 0.091

30-49 1.853 75.227 6.173 3.994 0.082 0.053

50-99 0.280 500.922 52.947 22.213 0.105 0.044

Over 100 2.289 108.332 10.955 8.371 0.101 0.077

It is evident that both the systematic sources of variation present just a small
fraction of total variation in all cases. This can be visualised in column three of Table 5.4
where the amount of total variation unaccounted for by industry and time effects is all

cases over 70%. The minimum amount of unsystematic variation is exhibited by the first
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size class (73%) and to some lesser extent by the fifth (82%) and fourth (84%) size
classes respectively. Comparing the shares of both systematic sources of variation to total
variation in Table 5.3 reveals that in only the two first size classes is the proportion of
time-driven variation higher than that from inter-industry differences of net entry rate
means over time. The same relationships hold when both sources of systematic variation
are expressed as proportions of the overall unsystematic variation as opposed to total

variation (columns 4 and 5 of Table 5.4).

Table 5.4. Unsystematic sample variation and 2-way analysis of variance related tests for
industry and time fixed effects

Unsystematic Industry  Time
Size  variation o’ -B,-B, B B Fixed fixed-
class o*-B -B & #-B-B o-B-B  effects effects Non Tukey’s
F10,152) Fgis2)  additivity Fa,1s1)
1 47.524 0.735 0.150 0.209 1.206 3.977%%x% 41.048  957.094**x
2 96.994 0.856 0.060 0.107 0482 2.040%* 31.969  74.237%%»
3 65.059 0.864 0.094 0.061  0.759 1.167 1.320 3.128+
4 425.761 0.849 0.124 0.052  0.994 0.991 301.761  365.758%**
5 89.005 0.821 0.123 0.094  0.984 1.787% 12.198  23.981#*=*

*** significant at 1%, ** significant at 5%, * significant at 10 %

This does not necessarily imply that, whenever the proportion of between-time
industry variation to total variation (or to total unsystematic variation) exceeds that of
between-industry variation, the former is statistically more significant than the latter.
What crucially determines the statistical significance of each of the systematic sources of
variation, apart from the magnitude of the effect itself as compared to the total
unsystematic variation is the degrees-of-freedom correction. Multiplying each of the
figures appearing column 4 of Table 5.4 by 152/19 yields the relevant F test for between-
industry variation for each size class. Multiplying the fifth column by 152/8 yields the

relevant F-test for between-time variation.

Both F-tests relate to two-way fixed-effects analysis of variance procedures. In all
but two cases both the industry and time effects as hypotheses were rejected. Time-driven
variation was found to be significant in the case of the first two size classes and to a lesser
extent for the largest. The implications are that net entry rates indeed fluctuate more in

time rather than across industries and that given the statistical insignificance of industry
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fixed-effects it may be concluded that inter-industry structure of net entry rates is quite

unstable over time®.

However, before concluding, a further refinement is needed. Testing for non-
additivity by the means of Tukey’s test demonstrates that even the lowest values of the
test, that for size class 3, provides confidence (90%) that the additivity assumption is
rejected, the other cases being much clearer. A Type-I error remains possible in case of
insignificant ANOVA F-tests. The absence of significant industry-driven variation when
using net entry rates defined by size class complements patterns found for size-

independent net entry measures deployed in the previous empirical chapters.

5.5. Consideration of some model specification issues

The inclusion of the variables employed in this research follows the tradition
established in the years after Bain’s (1956) definition of entry barriers and Orr’s (1974a)
applied work. The interpretation of results on these variables becomes troublesome,
however, when it comes to the investigation of net entry rates by employment size class.
Matters are even more complicated here since growth in the number of establishments
operating in size classes between two points in time may not entirely due to net entry per
se, but also do to inter-size class mobility within industries. The nature of the variables is
briefly considered next and they are offered with no strong preconception about the sign

of the regressors employed, given a net entry context.

Price cost margins (PCM) have been included in the right hand side vector of
regressors as an index of industry profitability. It is assumed that net entry is positively
related to higher industry profits depending, however, on the extent to which the latter are
attributed to even higher entry (exit) barriers. As is often the practice when net entry is
used, PCM were taken in ‘phase’ with net entry (Yamawaki, 1991; Orr, 1974a; and
Duetsch 1975) and also with a one year lag. Where the adoption of lags delivered better
results, these were then preferred for presentation. Industry growth from the preceding

% This can be further pursued by taking inter-temporal Spearman rank-correlation coefficients of net entry
rates by size class, rather than simple correlations. It was found that hardly any rank correlations
between consecutive time periods were significant and this supports the argument for unstable inter-
industry patterns of net entry over time The correlations can be found in Table A.4 in the appendix.
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period is expressed in employment terms (EMPLGR) and is expected to have a positive
impact on net entry rates. This is so unless the opportunities created by industry
expansion are being exploited by the expansion of already established firms, rather than
new entrants and/or when industry growth prospects result in an overreaction of potential
entrants which leads to higher firm turnover and, thus eventually, to lower net entry rates.
The definition of product differentiation (ARDT) and capital requirements proxies (KR)
used in this research follows that in previous chapters. However, the direction of their

effect on size-specific net entry rates is difficult to predetermine.

As a new variable an industry size proxy is also employed to account for different
sectoral sizes. The latter is important to the extent that industry size is related to
displacement effects within industries (Baldwin and Gorecki, 1983; Shapiro and
Khemani, 1987). Industry size is proxied here as the relative share of industry value-
added to total manufacturing (SI).”’ In addition, an index of relative efficiency is required
to capture productivity differences and indicate the advantages or disadvantages of
operating in a particular size class. Entry can be seen as a twofold decision. First, comes
the question of the industry to be entered, and second, the concern about the size of entry.
The index of relative efficiency (RE) should be seen as related to the latter. It is defined
here as the ratio of size class specific value-added to employment ratio over the industry’s
value-added to employment ratio®. The higher the value of this index, the lower the
disadvantage of establishments entering the particular size class within an industry. Since
the index gives the relative productivity of labour for each size class, it should be
recognised that it is not free of ambiguity, given that all firms do not use the same
technology within an industry. Those more capital-intensive firms will achieve higher

labour productivity.

The index of relative efficiency reflects, then, both the factor mix and labour

efficiency. A way to disentangle the index of relative efficiency in a more meaningful

7 Alternative empirical definitions of the industry size variable, such the logarithm of sector sales, the

number of firms in existence (independent of size class) and the logarithm of total sectoral employment,
could potentially give similar results, but would have significantly contributed to multicollinearity
problems.

8 When the sales to employment ratio of each size class over the relevant sectoral ratio was used as a

proxy of relative size class efficiency, the results suffered from a higher degree of multicollinearity.
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manner was suggested by Droucopoulos and Thomadakis (1993). They regressed the
index of each size class on an index of class-specific relative capital requirements

(RKR;;). This idea of auxiliary regression was also used here. The relative index of

capital requirements is defined as the size class fuel and energy consumption to

employment ratio over the relevant sectoral ratio. The relation thus becomes:

RE; =b,+b, RKR , + U, (5.3)

it

For every j=1,...,5 size classes, where i=1,...,20 two-digit sectors, t=1,...,9 time periods.
The residual of the regression (U) can then be used to proxy relative efficiency after the

effect of different technology has been removed.

Labour market characteristics (Storey and Jones, 1987; Shapiro and Khemani 1987,
Acs and Audretsch 1989a, 1989b; Anagnostaki and Louri 1995a) and their effect on net
entry rates by entrants’ size are also considered. A measure of relative labour costs for
each of the 20 two-digit industrial sectors is constructed as the average wage of the

industry over the average wage for the total manufacturing (LA).

Prospects for differentiated effects of macro-economic conditions on different size
classes are also explored. In particular, the growth rate of real GDP (RGDPGR) from the
preceding year and the growth rate of the price index of investment goods (PINVR) were

used.

5.6. Estimation and results

Geroski (1995) explains that while both the profitability and entry barriers proxies
present little variation in time and most of their variation is between-industry variation,
the variable whose variation they seek to explain — entry rates — has as a main source of
variation, fluctuations over time. He also recognises that although panel data are more
advantageous than cross-sections in that they incorporate the time dimension, they usually

provide a low overall fit.

Despite this argument, the vast majority of empirical studies that use panel data
have successfully employed industry-fixed effects. In almost all, justification is provided
by means of some statistical test for their collective significance. This, in turn, implies

that there should be a quite important time-invariant element in entry rates conditional on
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other regressors. However, if the between-industry variation is only a modest fraction of
the fluctuation over time that entry rates are claimed primarily to present, then industry
fixed-effects cannot deal with the latter, as they are only capable of purging the model of

between-industry variation.

In this research previous statistical analysis cast no doubt that a) time is
unconditionally the most significant source of variation in the present research, b) unless
a serious Type-I error was committed in the analysis of variance, industry-fixed effects
are not statistically significant, implying that inter-industry structure of net entry rates is
quite unstable in time, and c) unsystematic or chance variation retains the biggest share of

total variation in all size classes.

This necessarily means that the model employed here should deal to a great extent
with unsystematic variation, on the one hand, and time variation, on the other. Both the
real GDP growth (RGDPGR) and the price index of investment goods (PINVR) are
deployed to capture the effect of time through the notions of firstly, macro-economic
conditions and secondly, the cost of capital. In the presence of these industry-invariant
variables, time dummies were not introduced to avoid perfect-multicollinearity. The role
of unemployment would have been also considered in these formulations. However, it
was excluded to avoid higher degrees of linear dependencies in the RHS of the estimable
equations®. Other RHS variables, although characterised mainly by sectoral variation, are
by no means time-invariant and are included to explain some of the unsystematic
variation, especially in a situation where the interactive effect of cross-sections and time

series seem to be important (see the non-additivity test in section 5.4).

The estimation technique applied is GLS along the econometric model assumptions
pertaining to groupwise-heteroscedasticity and autocorrelation put forward in the third

chapter. The results of these estimations are reported in Table 5.5.

These results reflect estimation in the presence of moderate multicollinearity.
However, carrying out variance decomposition analysis, suggested for such cases by

Belsley et al. (1980), revealed that variance proportions did not lead to significant loss of

% The unemployment rate for the total economy was found to be significantly correlated with both PINVR
(0.52) and RGDPGR (0.32).
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accuracy in estimating regression coefficients. All the condition indices were lower than
the cut-off point of 30, usually used to identify severe situations. The highest condition
indices for each of the five size class equations are cited in Table 5.5 along with the

highest of the variance inflation factors (VIF) and the determinant of the variable

correlation matrix in order to support the argument.

Table 5.5. GLS estimates accounting for net entry rates
into Greek manufacturing 1983-1991 by size class

Variable name Size class 1 Size class 2 Size class 3 Size class 4 Size class 5
PCM -0.062044* -0.045081 -0.0058106 0.13072* -0.11205*
(0.04004) (0.05114) (0.004947) (0.08313) (0.06224)
SI -0.17347** -0.28002***  -0.027178* 0.10871 -0.082828
(0.08928) (0.09335) (0.01004) (0.1371) (0.1127)
EMPLGR 0.086161***  0.017446 -0.00068080 -0.029320 0.066983
(0.03585) (0.03764) (0.005548) (0.06599) (0.05494)
RKR -0.0072277 0.0089739 0.00049080 -0.075248***  -0.0040952
(0.009571) (0.01362) (0.0009602) (0.02310) (0.006633)
U -0.048817* 0.035940 0.00070142 0.011031 0.0011642
(0.02899) (0.02866) (0.002450) (0.03424) (0.02933)
ARDT -0.031311 -0.15114 -0.018053* 0.19800 0.10538
(0.1129) (0.2877) (0.01008) (0.3450) (0.2134)
LA 0.0033551 0.022117***  -0.0024676* -0.027378 0.017380
(0.008009) (0.009420) (0.001375) (0.01917) (0.01406)
RGDPGR -0.0060287*** -0.0079542*** .0.000049460  -0.011891*** 0.011005%**
(0.001226) (0.001718) (0.0002474) (0.003024) (0.002381)
PINVR -0.18611***  .0,31589***  .0.039024***  .0.56957*** 0.52323***
(0.06495) (0.07686) (0.01036) (0.1308) (0.1006)
CONSTANT 0.081593***  (0.051622** 0.0086351***  (0.17159*** -0.11930%**
(0.01938) (0.02257) 0.002736 (0.03674) (0.02361)
Buse R* 0.3089 0.2247 0.0621 0.1957 0.1853
R’ between
observed and 0.3590 0.2800 0.1711 0.2874 0.3041
predicted
Number of obs. 180 180 180 180 180
Determinant 0.5584 0.6516 0.6168 0.5033 0.4689
VIF 1.2759 1.2682 1.2486 1.5205 1.5101
Condition Index 16.291 16.167 16.145 15.266 14,760
F(19,151) for
industry fixed 0.84 0.86 1.02 0.55 1.33
effects

Notes: standard errors in parentheses.
*** significant at the 1%** significant at 5%*significant at 10%
In the size class equations 4 and 5 one year lag applies to PCM.

2-tailed tests.

Additional testing for the collective significance of omitted time-invariant industry-
specific characteristics was facilitated by the means of an F-test. The evidence once more
offers no support for industry-fixed effects. Sector-wise panel heteroscedasticity was
tested by means of a Lagrange multiplier test. In all cases the value of the test was

significant at the 1% statistical level suggesting considerable residual variance
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heterogeneity of this form and justifying the assumptions of the econometric model

adopted’®.

The sign and the magnitude of the estimated variable coefficients appear to be

considerably different across different size classes.

First, consider the smallest size class. The PCM variable has a negative, moderately
significant, effect on the net entry rates. This indicates that both entry and exit are
symmetrical in their response to higher profit margins. Moreover, if both entry and exit
are positively related to PCM then the negative sign of net entry rates clearly depends on
the relative entry and exit elasticity. That is, exit might be steeper than entry in its
response to higher margins. The height of entry barriers is important as a determinant of
such a result, in both that it deters entry, and post-entry survival and mobility. In the
presence of entry barriers, entry is less discouraged than exit is forced, probably due to
subsequent exit of less qualified recent entrants or less efficient incumbents. Dunne and
Roberts (1991) find that high profits attract entry but also high profits are associated with
frequent exit in the US manufacturing industries.

Industry size is found to be negative and significant, which seems at the first glance
rather odd. However, it has been pointed out in other studies (Schwalbach, 1990;
Thomadakis and Droucopoulos, 1996) that industry size can be associated with the
existence of scale economies, thus leaving less scope for smaller firms. If this is the case,
to the extent that the industry size proxy reflects an industry’s share of value added, then
the negative sign obtained here can be seen as the outcome of a process where entry of

smaller firms is more elastic than exit, both being negatively related to size.

Industry growth, in contrast to industry size, seems to exert a significant and
positive effect on net entry rates. Given the hypothesis that newer, and hence smaller,
industries grow faster (White, 1982), the above findings seem important in supporting the
notion that small faster growing industries offer better grounds for smaller new
participants. This may imply that industry growth may be associated with higher industry
profitability (Bradburd and Caves, 1982), which is not necessarily accessible by entrants

™ The values of the test for the five size classes are 265.53, 235.27, 130.92, 789.69, 170.52 respectively.
These values should be compared with the corresponding y* critical value for 20 degrees of freedom.
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at the expense of existing firms. Thus, industry growth might have attracted more entry to
the extent that small entrants assume that an aggressive reaction is less likely than

otherwise would have been the case.

In contrast, the index of relative capital intensity was found to be negative but not
significant, whereas the index of relative efficiency (for reasons other than differences in
capital utilisation) is also negative, but of moderate significance. This seems to indicate,
where small firms are not at a great disadvantage vis-a-vis their larger counterparts, that
net entry rates become lower, possibly because of higher turnover in the smallest size
class. In other words where small firms can find their way in competing in industry
segments both entry and exit are positively related to higher efficiency, but exit is more
elastic than entry. Higher efficiency provides a welcoming signal to small entrants but not

all of them can be accommodated.

Labour costs do not present a significant effect on net entry rates, (while there is
trace of a positive effect). Small firms may well be more efficient in finding cheaper ways
of labour compensation (part-time and seasonal workers, family participation) or they

may prefer to substitute labour for capital to improve factor-mix utilisation.

Finally, an ameliorating macro-economic environment does not seem to favour
small firm net entry rates. The coefficient of the growth rate of real GDP is negative and
highly significant. Put another way, it seems that smaller size classes perform better
during downturn in the economy. The higher costs of capital also exert a significant
negative effect. Since these last results are of great importance in understanding the

movement of firms of different sizes into industries, this discussion will be returned to.

The majority of signs discussed above hold in the case of the two next larger size
classes. However, important gradations concerning the magnitude of the effects can be
traced. For PCM, the effects remain negative but not significant at any conventional level.
Industry size, as a negative influence on net entry rates, increases its significance as size
class increases, and the opposite is the case for the positive effect of industry growth. The
industry-size-industry-growth effect trajectory may be because as size increases there is
less scope for alternative small firm strategies to confront competition, this becoming

more direct and the presence of firms becomes better noticed. Industry growth reduces to

156



ACCOUNTING FOR NET ENTRY BY ESTABLISHMENTS OF VARYING SIZE

an unimportant factor in offsetting entry barriers and, indeed, turns into a negative effect

for the middle size class.

The variables RKR and U remain insignificant but change their signs implying that,
as small establishment size increases across industries, firms tend to approach an industry
norm. The index of relative efficiency allows for more surviving firms and higher relative
capital intensity might also facilitate such increased survival. For higher values of U,
entry is more elastic than exit, both being positively related to U and exit more elastic
than entry both being negatively related to RKR. Interestingly, ARDT becomes
moderately significant for the middle size class. The negative effect of product
differentiation may indicate that middle-sized firms suffer most from this barrier, since
their product aims at broader markets than the more protected specialised niches served
by smaller firms. Relative labour costs remain a positive influence for the second size
class, but become highly significant. This might point to a better exploitation of labour
here, either through lower wages or higher productivity. This tendency is reversed,
however, when the analysis reaches the middle size class. Here, the effect of higher
relative labour costs is of moderate significance, but negative. This raises the question of
the ‘formalisation’ of the middle size class establishments. These results certainly
highlight distinctive behaviour of net entry rates for the third size class where tendencies
observed in the smallest size classes are reversed. But the overall state of the economy

remains a negative force affecting net entry rates in size classes two and three.

J’M.L

o<

The most striking finding concerning the econometric results for the largest size l\ 7

classes (four and five) is that hardly any variable other than the price cost margins are
found to be significant at any conventional level. The relative capital intensity of size

class four is the only exception.

Here the use of one-year lags in PCM provides more significant results. This
contrasts with the results obtained for smaller size classes, particularly the smallest, where
‘in-phase’ PCM presented a negative, moderately significant effect. The signs for size
classes four and five are different, however, being positive for the medium size
establishments and negative for the large ones. The positive sign obtained the second
largest size class seems to imply that more firm enter this size class than exit from it for

higher margins. The opposite is the case for the largest size class. Duetsch (1975) uses the
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term ‘blockaded entry’ to characterise situations where the negative relation between net
entry rates and PCM is determined by the height of entry (exit) barriers. Duetsch’s view
necessarily assumes that, if entry is to be blockaded, the relationship between entry and
PCM should be negative and far more negative and significant than the relationship
between entry and barriers to entry proxies. However, results for other variables like
RKR, SI and ARDT do not appear to strongly support this argument. On the other hand,
the relative capital intensity (RKR) is found to exert a significant negative influence on
the growth rate in the number of operating establishments in the size class immediately

below the largest.

Given the caveats associated with the nature of the dependent variable in use, it
might be wiser to treat the patterns of growth in the number of establishments operating
in the two largest size classes as the result of entry and exit from the size classes (within-
industry movements) rather than entry and exit from the industry. In this case entrants and
exiting firms share at least one important feature, that of size. Barriers to entry (exit)
defined at the industry level do not seem particularly important since both those firms
residing in the size class, as well as movers, can attain minimum efficient size of
production. More pertinent are individual firm effects (Amato and Wilder, 1990). Firm
characteristics are more likely to determine the competitive conditions at the top of the

firm size pyramid, rather than the overall entry condition at the industry level.

A most interesting finding when comparing the empirical results across the five
size-class equations is that only large firms present a positive sign for both RGDPGR and
PINVR. The econometric results for these two variables across size classes closely
resemble Figure 5.1 previously discussed. The combination of both the diagrammatic
presentation of the patterns and the econometric results rise two issues: a) intra-industry
inter-size class mobility might have some contribution to explaining these patterns and b)

macro-economic shocks seem to have a disproportionate effect on different size classes.

The first point relates to the idea that facing decreasing demand large firms, given
their irrecoverable capital commitments (sunk costs), may decide to terminate a number
of employees in order to bound overheads, instead of exit from an industry. This might
offer an explanation for both the negative impact of the demand shock in 1986-1987

period on the largest size class and the positive impact on the immediately smaller size
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class 4, to the extent that size classes are employment defined. As a counter-argument,
however, it could be claimed that downsizing itself might be limited by the way the
production lines of mass producers are organised. If rigid enough mass production lines
might not be easy to restructure and terminating jobs might‘not salvage the situation
depending on factors such as the length of the shock, how unexpected it was, the level of

inventories, etc.

The second point relates to increases in the number of establishments in all other
size classes. This far more than offsets the decrease in the largest size class even if a
trickle down downsizing effect is assumed. It seems, then, that size classes relating to
smaller firms have a net increase béyond that which can be attributed to inter-size class
mobility. This points to superior responsiveness of smaller firms to demand fluctuations
(Mills and Schumann, 1985), probably through their inherited flexibility in shifting or
rearranging production (Carlsson, 1989). Moreover, the applied literature points out in
related contexts that new firm formation might be facilitated during downturns, because
prospective firm proprietors would otherwise have faced serious hazards of being
unemployed, because of greater supply of cheaper labour (Storey, 1991), and because of
greater supply of cheaper second-hand equipment released due to demand shortages
leading to closure of many firms (Binks and Jennings, 1986a). This reasoning which
might be applicable in the present research appears to conform more to what Highfield
and Smiley (1987) have described as an ‘opportunistic’ scenario. Their time-series
analysis for US manufacturing suggested that sluggish macro-economic conditions
reflected by lower growth rates of GNP, lower inflation rates and growth in the
unemployment rate relate to higher rates of new firm formation. In the present context,
however, it is worth noting that even if the ‘opportunistic’ scenario is to serve as an
explanation, this certainly does not apply to all size classes, since the largest firms seem
to be anything but ‘opportunistic’.

The results of this research, although similar save for the largest to that of Highfield
and Smiley, contradict the results of other research which has considered the role of wider
economic growth. Higher growth rates of GNP are associated with higher entry rates in
Japan (Yamawaki, 1991), in the US (Audretsch and Acs, 1994) and in Portugal (Mata,
1996). What seems, however, to have been a more uniform result across studies

concerned with effect of overall economic conditions on entry is the negative effect of
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cost of capital proxies (Highfield and Smiley, 1987; Yamawaki, 1991; Wagner, 1994,
Audretsch and Acs, 1994, Mata, 1996). The results in the present study support this
finding in that PINVR, as a proxy of capital cost, was found to be negative for all but the

largest size class.

It has been stated that net entry rates, when defined at the size class level, are
vulnerable to the possibility of unaccounted intra-industry inter-size class mobility. In
order to alleviate this problem a minimal degree of simultaneity was allowed by using
SUR estimation, which treats the equations of all the five classes as a system. In
particular, the method allows for correlation between the residuals of the same industry,
the same study year, but different size classes. Each of the separate equation variables
were initially subjected to a double transformation to remove the effects of group-wise
heteroscedasticity and autocorrelation (where applicable) prior to SUR estimation. The
existence of significant correlation between size class residuals’’ in the fashion described
above was tested by the means of a Breusch-Pagan Lagrange multiplier test (Breusch and
Pagan, 1980). The value of the test was 57.672 pointing to significant cross-equation
residual correlation. Overall, the results of SUR estimation presented in Table 5.6 confirm
those of the GLS estimates presented earlier (Table 5.5), but produce limited efficiency
gains. The use of SUR can be criticised on the grounds that the majority of the variables
are common between the size classes. Only U and RKR differ across all the size classes
and the lags taken in PCM distinguish profitability conceptions between the last two size

classes and the rest.

Nevertheless, the use of transformations to remove heteroscedasticity and
autocorrelation induces the values of the same variable to be different across the
equations. What then facilitates the reasoning for the marginal gains in efficiency in the
present case is that “...efficiency gain tends to be higher when the explanatory variables
in different equations are not highly correlated but the disturbance terms corresponding
to different ecjuatz‘ons are highly correlated” (Judge et al. 1985, p. 468). This implies that
even after the transformations prior to SUR estimation the values of the same explanatory

variable were often highly correlated across the size class equations.

' See also Table A.5 in the appendix for inter-size class correlation matrix of actual net entry rates.
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Table 5.6. SUR estimates for net entry rates by size class:

20 two-digit Greek manufacturing industries 1983-1991

Variable name  Size class 1 Size class 2 Size class 3 Size class 4 Size class §
PCM -0.063637** -0.047040 -0.0042653 0.11256*** -0.094138%**
(0.03327) (0.04664) (0.004578) (0.07405) (0.05827)
SI -0.19756* -0.29529* -0.029029* 0.12113 -0.12284
(0.07359) (0.08524) (0.009520) (0.1247) (0.1083)
EMPLGR 0.070968* 0.014163 -0.00024313 -0.016431 0.068574
(0.02942) (0.03431) (0.005219) (0.05980) (0.05263)
RKR -0.0077348 0.011818 0.000096379  -0.076812* -0.0050304
(0.007761) (0.01208) (0.0008846) (0.02065) (0.006192)
U -0.051645** 0.040360*** 0.00076850 0.0072414 -0.00082902
(0.02344) (0.02527) (0.002241) (0.03041) (0.02756)
ARDT -0.035571 -0.17327 -0.015367*** 0.18148 0.088901
(0.09355) (0.2681) (0.009578) (0.3152) (0.2068)
LA 0.0034882 0.018998** -0.0023416***  -0.031194** 0.016057
(0.006593) (0.008619) (0.001302) (0.01725) (0.01346)
RGDPGR -0.0059375* -0.0079116* -0.000061983  -0.012824* 0.010824*
(0.001007) (0.001567) (0.0002325) (0.002735) (0.002282)
PINVR -0.18621* -0.31920* -0.039330* -0.57847* 0.50931*
(0.05341) (0.07030) (0.009769) (0.1183) (0.09643)
0.082951* 0.055070* 0.0088550* 0.18387* -0.11530
CONSTANT (0.01595) (0.02055) (0.002562) (0.03310) (0.02255)
R? 0.3575 0.2779 0.1675 0.2840 0.3023
Notes: Standard errors in parentheses.

* significant at the 1%  ** significant at 5%  ***significant at 10% 2-tailed tests.

In the size class equations 4 and 5 one year lag applies to PCM.

The present research augments the empirical literature by providing evidence that
wider movements in the economy have a disproportionate effect on the growth in the
number of establishments of various size classes. Future research might benefit from use
of gross instead of net entry, longer time series for each cross section so as to encompass
more economic cycles, and probably from some effort to account for differential effects

of wider-economic conditions on industrial sectors.

5.7. Conclusion

The analysis here has had to confront basic difficulties arising from the use of net
entry rates defined at the size class level. The fundamental difficulty is that net entry
cannot be distinguished from inter-size class mobility of establishments within an
industry. In fact, this research is really more properly labelled as dealing with growth in
the number of establishments in individual industry size classes. As regards the literature
on entry (exit) by size, this is only the second example where a pooled model has been
used. Furthermore, the degree of size disaggregation here is considerably finer than used

before. However, unlike previous research, the data used here were characterised by the
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absence of significant industry-specific systematic variation. This is clearly a peculiarity
of the Greek data for this time.

In the absence of between-industry systematic variation, the models have revealed
that there are likely to be considerable differences among the mechanisms governing net
entry rates for different size classes. In particular, the results for the smallest firms
indicate that price cost margins were only fractionally significant in determining net entry
rates. Conversely, industry growth appeared to be by far the most significant inducement
for net entry rates — confirming previous research. Barriers to entry proxies (ARDT,
RKR) were not found to be particularly significant for small firms. An exception was
industry size, which implies significant economies of scale to be operating in larger
industries. This result holds for the three smallest firm size classes and supports the view
that smaller firms perceive different rules of competition compared to their larger

counterparts.

There is evidence suggesting that the perception of industry profitability by firms
entering or exiting differs according to firm size. However, the observed pattern here is
not directly analogous to that for previous research in Portugal, where past industry
profitability was significant only in the case of small firms. Here, the significance of PCM
re-emerges in the case of the medium-sized and largest establishments. What is also of
interest is that only in these last cases does lagged profitability perform better in the

models than the ‘in-phase’ values.

The index of relative efficiency was found to be of moderate significance only for
the two smallest size classes but the relationship does not have the same sign in both
classes. The index of relative capital requirements was found to be negative and
significant only in the case of medium-sized establishments and product differentiation

was just negative and significant when the largest of small firms were concerned.

The labour-costs proxy was shown to be significant in three of the classes, but again
the sign of the relationship varies. The interpretation may be that for small firms there
might be alternative ways of cheaper labour remuneration, and the largest firms may
provide higher compensation for the labour inputs employed. For the size classes in

between higher relative labour costs have a negative effect on net entry rates.
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Finally, the results for the wider economic conditions proxies make evident that
large firms are different in respect of their net entry patterns in response such conditions.

The reasons behind this different behaviour are difficult to explain. It is certainly the case

|

that, unlike large firms, small and medium firms exhibit a positive response to macro-

economic downturns.

Overall, the results obtained seem to indicate that there is a gradation in the
responses of different size classes to stimuli defined at the industry level. Some limited
evidence is offered that small firms are different in that they manage to overcome entry
barriers, perhaps adopting different survival strategies, and that large firms are well aware
of market conditions and are in an advantageous position to overcome many of the
problems. Size classes in the middle of the distribution offer rather mixed results due to

size-related advantages and disadvantages.

The nature of the analysis here has, necessarily, often been speculative. There have
been occasions where alternative accounts have had the same potential in explaining the
outcomes of the econometric analysis. Difficulties have arisen due to the nature of the
data, the use of the net entry concept and the size class disaggregation. However, an effort
has been made to treat net entry as a distinct and proper variable, and to analyse possible

scenarios behind the observed net entry figures.

Almost inevitably these results call for additional work using gross entry and exit
data which might facilitate a better explanation of the determinants of firm entry and exit
across the size distribution spectrum. Unfortunately this will not be possible for Greece.
Perhaps more important is the conclusion that research to date seems to have discovered
what does not explain entry by industry size class rather than what does. New explanat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>