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ECONOMIES OF SCALE, DISTRIBUTION COSTS AND
DENSITY EFFECTS IN URBAN WATER SUPPLY:

A spatial analysis of the role of infrastructure inurban
agglomeration

Abstract

Economies of scale in infrastructure are a recaghiactor in urban agglomeration.
Less recognised is the effect of distribution aresms costs. Infrastructure can be
classified as: (a) Area-type (e.g. utilities); by Point-type (e.g. hospitals). The former
involves distribution costs, the latter accesssoBaking water supply as an example of
Area-type infrastructure, the interaction betwessdpction costs and distribution costs
at settlement level is investigated using data fEargland & Wales and the USA.

Plant level economies of scale in water productienconfirmed, and quantified.

Water distribution costs are analysed using a neasure of water distribution output
(which combines volume and distance), and modedisgibution areas as monocentric
settlements. Unit distribution costs are showndalaracterised by scale economies
with respect to volume but diseconomies with resfieaverage distance to properties.
It follows that higher settlement densities reduné distribution costs, while lower
densities raise them.

The interaction with production costs then meaas ) higher urban density
(“Densificatiori) is characterised by economies of scale in botidpction and
distribution; (b) more spread out settlememi§persiori) leads to diseconomies in
distribution; (c) ‘Suburbanisatioh(expansion into lower density peripheral aregs |

in between, with roughly constant returns to sdalkeing production and distribution
together; and (d)Constant density’expansion leads to small economies of scale.
Keeping (per capita) water supply costs low thyseaps to depend as much on density
as size.

Tentative generalisation suggests similar effectls other Area-type infrastructure
(sewerage, electricity supply, telecommunicatioagy] with Point-type infrastructure
(such as hospitals), viewing access costs ashiitsh costs in reverse. It follows that
the presumption in urban economics that such ss\ace always characterised by
economies of scale and therefore conducive to agglation may not be correct.
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|. OVERVIEW: MOTIVATION, METHODOLOGY AND
KEY FINDINGS

1. Motivation

Infrastructure is the Cinderella of urban economidge accumulated investment in
urban infrastructure is absolutely massiwet it is almost invisible in the literature.
While the part played in urban agglomeration bgkHabour markets, economies of
scale in manufacturing, specialisation, technolalgspill-overs and consumption
externalities have all recently attracted considkerattention, infrastructure has rather
been taken for granted, providing a backdrop tautivan drama but not, seemingly,

playing an active part.

Insofar as infrastructure has attracted attentlma predominant proposition is that it is
characterised by economies of scale. Thus McDa{i&€7), discussing urbanisation
economies in his standard text remarks (pp.40-&Eponomies of scale exist in the
provision of inputs that are not specific to a gaitar industry. An important example is
the general urban infrastructure.” Similarly, Faj{.989, p.135) observes that “... the
provision of manyublic services and facilitiesuch as schools, hospitals, utilities, and
highways) typically exhibits the characteristicezbnomies of scale.” If this is the case,
one would expect infrastructure to make a largetipescontribution to urban
agglomeration economies. However, the evidenceudoh an effect is not strong.
Although some studies of urbanisation economieg ieynd a positive effect, others
have not (Eberts & McMillen (1999, pp.1460-14919\pde a review of the evidence)
and there is a tendency in the theoretical liteeata downplay the role of scale
economies in agglomeration (Duranton & Puga (2004))

The aim of this thesis then is to take a close e micro-economics of one

example of urban infrastructure — water supply thwthe aim of arriving at a better
understanding of its contribution to agglomerag@onomies, and in the hope that this
will throw some light on the role of infrastructumere generally. The core of the
argument is that it is insufficient to focus just @onomies of scale. Urban areas have a
spatial aspect so that it is necessary also toitaéeccount the costs of accessing

facilities or distributing services, sometimes ogensiderable distances. As the analysis

! No plausible estimate of value to substantiate aissertion could be found — a further indicatierhpps
of the relative neglect of this topic.
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of commuting costs by Arnott (1979) suggéstisese activities may well be
characterised by scale diseconomies. If then tiseadrade-off between economies of
scale in production and diseconomies in distribufmr access), this will weaken the
influence of scale economies on agglomeration,ggsielping to explain the
inconclusive evidence on this point. The resultamied lend some support to this line
of argument but also, and perhaps more importathigy draw attention to the role of
density, with high densities reinforcing scale emores but low densities adding to
costs. This suggests that the contribution of stftecture to agglomeration, whether

large or small, may be due as much to density &ffes to scale effects.

2. Research strategy

Infrastructure, widely definédcan be viewed as belonging to one of two categota)
Area-type, where the product of a facility needbealistributed to consumers over a
defined area (e.qg. utilities); or (b) Point-typenexe the services of a facility can only be
consumed by users in its catchment area making\lasgi to it (e.g. hospitals). The
former involves, in addition to production costsstdbution costs; the latter, access
costs. Whereas production can generally be expéatexhibit economies of scale, this
is not necessarily the case for distribution (aress). There is a spatial aspect to
distribution (and access): more output means elénger service/catchment areas (with
greater distances and so, potentially, higher fostsigher densities (with savings,
perhaps, from greater proximity but also the riEkigher congestion costs). There may
in consequence be a trade-off between economissatd in production and

diseconomies in distribution/access.

To investigate this question, urban water supptgken as a case study. Itis an
example of Area-type infrastructure; the productiechnology is characterised by

economies of scale and is not very complicated;veat@r distribution costs are high

2 He shows average commuting cost to be an incrgdsitction of city size by considering a circulityc
of uniform population density, where all commutiado a central business district and transport isos
proportional to distance. Total commuting coststhes given by:

TCC= IORF.ZIT.dI‘ = §7T.R3 -2 N %2

NS
WhereR is the radius of the city andis its population, i.e. aggregate commuting costeease more
than proportionately with population, and averagsmuting cost is an increasing functionNof
® There has been a recent tendency for the termatrficture” to be reserved for transport infrasture.
The wider definition adopted here is discusse@liapter Il, section 1 The application of the analysis to
transport is discussed @hapter VII .
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relative to production costs. The effects of ins¢hould therefore be particularly

evident in this case. The research question candbesummarised as:

The Research Question

Viewing water supply as a type of urban infrastructre, what is
the interaction between economies of scale, distrkion costs and
density effects at settlement level?

The question is of interest in its own right ag¢his controversy about whether there
really are economies of scale in this ¢a8eit what is learnt about water supply should

also shed light on the role of other types of isifiracture in urban agglomeration.

The availability of suitable data is often a cafi€actor in research which aims to

quantify effects of this kind. In this case, use haen made of data from three primary

sources:
a.Ofwat (2003a): The annual June Returns made to Ofwdy water
companies in England & WalesWhile there is a great deal of information in
these returns, a difficulty is that the water compa are rather large, each
serving numerous settlements. However, with somenuity, it has proved
possible to use this data to infer some settleheset effects (particularly in
water production);
b. AWWA (1996): A 1996 survey of its members by the Aerican Water
Works Association (AWWA). This is more suitable for our purposes in that
most US water utilities are quite small, often sag\va single community.
However, the information is less full than the Ofwata (in particular, there is a
lack of information on capital costs);
c. Not referenced: A large amount of highly disaggregad internal
information, provided for the purposes of this resarch by one of the larger
companies reporting to Ofwat.This information has been particularly helpful
in elucidating scale effects at local level in watistribution but has also
provided corroboration for findings on water protioie from other sources. As
the company does not wish to be publicly identifiethas been given the

pseudonym Britannia Water Company (BWC) in thisorep

4 An Ofwat Press Notice in 2004 was headlined “Themo evidence of general economies of scale in
the water industry”. (Ofwat PN 01/04, 14 Januar@40
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3. Methodology

The aim of the empirical work reported@mapters IV, V andVI is to use data on
water supply to throw light on the interaction beem economies of scale, distribution
costs and density effects at settlement level.mthodologies used, which are
discussed ifChapter III , build on the approaches found in the utilitiésrture
surveyed imMppendix B, which are mainly those of industrial economicse Topic
however straddles a number of branches of econoinitially interest was sparked by
urban economics (e.g. Fujita (1989)). Other rel¢fieids include transport economics,
the economics of public goods, the theory of pufalaility location (e.g. Lovet al
(1988)) and the urban planning literature on “sptaMore recently, the emergence of
“The New Economic Geography” (e.g. Fujggal (1999)) has given new life to the
study of spatial economics, particularly the intéin between economies of scale and
transport costs. Some of the literature in alséhgelds has been consulted in carrying

out this research.

Generally, the utilities literature points to theewf cost functions as the way into
assessing scale effects and this has been talestading point. The objectives of this
research however are different from those in thesti@am utilities literature in that

the focus is on settlement (rather than compamng leffects; and water supply is
viewed as an example of urban infrastructure, rathen as a branch of manufacturing
industry. Moreover, the aim is only to arrive aeasonable characterisation of the main
effects, rather than a precise estimate for antyqodarr town or company.

The device of treating capital in the water indysis “quasi-fixed”, pioneered by
Garcia & Thomas (2001), and since widely adopted, been followed. This leads to
the use of a “short term” cost function, in whigteoating costs are the independent
variable while the fixed capital becomes in eff@control variable. In fact, in the case
of water distribution, it has been taken a littietiier, with a Leontief-type production
function for this activity postulated, when fixedpstal can be dropped from the
relationship.

Nerlove (1963) in his pioneering application of clugictions looked just at the
production stage of electricity supply but subsequeork has often included the
distribution stage as well. The problems introdulbgdhis extension have attracted

little comment. In the literature surveyed, watssquction and distribution have not
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been analysed separately (and this seems to lwaskedor electricity supply also). In
Chapter Il reasons why the methods currently in use mayullgt éxpose distribution
effects are put forward (these include non-sephiglmulti-collinearity and inadequate
representation of the spatial aspect of distribtitn consequence, any trade-off
between economies of scale in production and dismoges in distribution will remain
obscure. Yet it is these effects that matter inutibn context. That is why it has been
seen as necessary to look separately at the distmbside, which is where the spatial

aspect comes into play.

In developing the analysis of water distribution,i@mportant innovation is the
introduction of a new measure of distribution owtdthis aims to reflect the distance
over which water has been piped as well as itstijyarather as tonne-kms or
passenger-miles are used in transport studies.méadsure is derived by modelling
distribution areas as monocentric settlementss4o approximate the average distance
to properties (called) which is then multiplied by total consumption.eTsame output
measure is appropriate when production and digtabuware combined; and it would
appear to be worthy of consideratiomjtatis mutandisin studies of other utilities when

distribution as well as production costs are urmdgsideration.

As other authors have noted (e.g. Stone & Webstes@tants (2004)), the inclusion of
distribution means that there is more than one dgio& of scale to consider. We draw
particular attention to:
a.ew — the elasticity of distribution (or total) costi#th respect to consumption
per property;
b. en — the elasticity of distribution (or total) costi#th respect to numbers of
properties;
C. ea — the elasticity of distribution (or total) costgh respect to area served.

A brief comment is appropriate here on why pané& thave not been used (the point is
more fully covered irChapter IV, section 1 (e). Although several years of Ofwat data
are available, the companies reporting to Ofwataostly too large for present
purposes and examination of 6 years data for ttalenwater companies (the WOCS)
suggested that the year to year variation in keyalbbes might be so small as to render
the results unreliable. The AWWA and BWC data iy@vailable for a single year. In
any case, the fixed effects that are removed bglparthods (e.g. size of service area)
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are precisely what is of interest in this reseafdterefore, the analysis has relied on

cross-section analysis (for 2002/3 in the casefofaDdata).

4. Key findings
Against this background, the ways in which thiseesh has advanced knowledge can

be summarised.

a. What is new in this thesis

* Previous work in urban economics has tended tan@s&conomies of scale in
urban infrastructure without considering the effafctlistribution or access
COsts;

* Water supply has not previously been used as alfmderban infrastructure,
despite the advantage of simple technology andneddy accessible data;

» Ofwat data for England & Wales does not seem te lteaen previously used to
examine the economics of water supply at settleeset, company level
studies being the norm; but settlement level amalyslps understanding of
what is intrinsically a spatial industry;

* There has been little previous recognition of teedto investigate water
production and water distribution separately ifitlofferent characteristics are
to be fully exposed;

* New estimates of plant level economies of scaleater production have been
produced;

* Aninnovative non-linear specification has beendleped to estimate scale
economies for WTWs and boreholes separately byoékpl information on
plant numbers and sizes in the Ofwat June Returns;

* A new measure of water distribution output has lbmreloped which
recognises the spatial dimension of water supply;

* The monocentric urban model has been adapted tareap a compact way the
different spatial characteristics of distributiaeas;

* It has been found that there are scale economieater distribution with
respect to volume but diseconomies with respeaté&vage distance to
properties (and these effects have been quantified)

* It has been demonstrated that the various codtiies to be derived from

these results are conditional on the scenario utmesideration (the scenarios
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are (a)densification (b) dispersion (c) suburbanisationand (d)constant
density;

* Itis suggested that the ideas and methods dewtloghis thesis may be
applicable, with due care, to a range of othersygfanfrastructure;

* An implication of the results is that density adlvas size needs to be taken into
account in studies of urbanisation economies: m@ggsuity size by population
alone risks missing density effects (unless dersgppens to be correlated with

size¥.

b. Water production

It is conventional wisdom that there are econorofescale in water production. The
evidence irChapter IV confirms that this is indeed the case for wakattnent works
(WTWSs), even when water acquisition is includedrédy exploiting the Ofwat data
on numbers and sizes of works for each compamyoited possible to develop a
method to estimate plant level economies of saaldédreholes and WTWs
simultaneously, despite the absence of separaténfosnation on these two types of
supply. The results obtained@hapter IV for this and other cases are summarized in
Table 1.1 Here the estimates are expressed as returnaleosscthat a value greater
than 1 indicates economies of scale. It may be ge#ralthough the estimates vary,
there is a consistent finding of economies of st@&VTWs; for boreholes however

the values are not significantly greater than one.

Data source | No of Speci- WTWs Boreholes
cases fication | Operating | Total | Operating| Total
costs costs costs costs
Ofwat companies (see Table 4.9)
All Cos 21 (4.20) 1.56** 1.28* 1.04 1.27
(S.E.) (0.16) (0.14) (0.16) (0.25)
AWWA (see Table 4.7)
TreatSW 145 (4.12) 1.25%** n.a. - -
(S.E.) (0.05)
TreatSWN 115 (4.12) 1.37*** n.a. - -
(S.E.) (0.06)
TreatGW 161 (4.12) - - 1.10* n.a.
(S.E.) (0.05)
BWC (see Table 4.4)
WTWs 15 (4.10) 1.28*** n.a. n.a. n.a.
(S.E.) (0.06)

Table 1.1: Estimated plant level returns to scaleniwater production
(Significance levels, relative to 1: *** = 1%, ** =5%, * = 10%)

®> And in the presence of congestion, the relevantept may be “effective density”.
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It is important however to recognize that thesepéaat levelfindings. When two or
more works are operated by a company (for exarbeleause the size of works is
limited by the capacity of the water sources; arduse the communities it serves are
small and/or widely separated), these scale ecaswill be less evident. The benefits
of large scale production can therefore only b@edavhere circumstances permit the
operation of large WTWs, typically where there is@e population and access to high
capacity water resources. Birmingham, for examphach has a population of over 1
million and access to water from the Elan Vallsymostly supplied by a single large
WTW (the Frankley works) leading to relatively lavater supply costs for that city.

In Chapter VI, these estimates of returns to scale for WTWshameholes are
deployed in conjunction with estimates of scale@t in water distribution to explore
the implications for various urban configuratiodsTWs (for which economies of scale
are quite large) allow a productive explorationha trade-off between production
economies and distribution diseconomies. This tdm®case for borehole supplies,
where the evidence for scale economies is weak hsts apparently depending
mainly on factors other than scale), serving asnamder that even in the case of water
supply, it cannot be taken for granted that theeeabways economies of scale in

production.

c. Water distribution

Water distribution costs are at least as signitieanwater production costs. In the case
of BWC for example, although distribution operatouasts are about the same as
production operating costs, distribution capitadtscare about twice as large. Scale
effects in distribution therefore merit carefulesition.

It has already been noted that the concept of stalater distribution has more than
one dimension. As Schmalensee (1978, p.271) haarkedt “When services are
delivered to customers located at many points, mst in general depend on the entire
distribution of demands over space.” The modelmgy @mpirical estimation in

Chapter V indicates that two aspects are particularly imgartthe volume of water
distributed and some measure of the size of thacgearea. The volume of water
consumed is the product of numbers of propertiesugage per property but if usage

per property does not vary much from place to plasémation of the volume scale
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effect will be much the same whether volume or neralof properties is used. For the
service area measure, the more obvious possibiiitdude the actual area and length
of mains. As the former will often include areasuaterviced land, the latter is
preferable. However, better still would be a measuinich can capture the spatial
distribution of properties and this is what our sw@@p aims to do. As explained
earlier, it is derived by treating service areamasocentric settlements of a size
determined by the observed length of mains andgrtpplensity for each area. This
produces a measure of the average distance torpespevhich can be applied flexibly
to a wide range of actual situations. Although ppraximation, it provides a versatile

tool with which to represent the spatial aspedisfribution.

Armed with this tool, the reasonably clear ressitenmarized iTable 1.2below are
obtained Generally, it was found that there are scale ecée®im distribution with
respect to volume consumed (with a coefficienthufid 0.4 — a value less than 1
indicating volume scale economies) but diseconomitdsrespect to average distance
to properties (with a coefficient of about 1 — &uagreater than 0O indicating distance
diseconomies) — see equation (5.19Capter V. The implications for distribution
costs then depend on how these influences balaricelowever, as explained in
Chapter V, section 2(c) the relevant elasticities cannot be directlyrirdd from these
coefficients. Further analysis is required to sefgathe pure volume effect (due to
variations in consumption per property) from sgaféects (due to variations in the

number and location of properties).

A monocentric settlement can be approximately attarezed by four parameterd, its
density at the centre; the rate at which density declines away fromciatre;N, its
population; andR, its radius. To assess distribution cost elasticfag monocentric
settlement scenarios with different spatial chamstics are set GpThese are:

(a) Densification”: Number of properties\) varies, while settlement radiug)(

is held constanti(also therefore varying);

(b) Dispersion Coefficient of dispersion] varies, holding number of

properties ) constantR also therefore varying);

(c) Suburbanisation Number of propertied\) varies, holdingt constant R

also therefore varying);

® Central densitydp) is taken to be 30 properties/Ha in all cases.
"It is recognised that this term has acquired palei policy connotations in the urban planningteat
here it is simply adopted as a convenient deseeagébel.
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(d) Constant densityNumber of propertiedN) varies, holding densityN/A)

constant (when bothandR vary).
Distribution cost elasticities are then evaluat@dan average BWC urban distritt €
18,000), an average WOG® € 200,000) and an average US retail only watdityu¢iN
= 50,000). The outcome of this further analysisusimarised ifTable 1.2 which
brings together results for the quantity elastiejtyelasticity of cost with respect to
consumption per property) with the spatial elagsésifromTable 5.6in Chapter V.
For ¢y, €

£ and 5 @ value less than 1 indicates scale economzdpe

N/R’ “N/A?

greater than 1 scale diseconomies;dor. any value greater than 0 indicates
diseconomies. A standard error is only availabte:fpin the other cases, the range of

values obtained by calculation across the sampialisated. For a fuller discussion,

seeChapter V, section 6

Average BWC Average Average US
urban district WOC retail utility #
No. of properties 18,000 200,000 50,000
1. Quantity effect
Ew 0.43 -0.21 0.37
(S.E) (0.23) (0.34) (0.10)
2. Spatial effects
(a) Densification
Enrm 0.73 0.81 0.68
(range) (0.80 - 0.70) (0.83 -0.75) (0.71 - 0.69)
(b) Dispersior?
£ 0.18 0.19 0.17
(range) (0.21 -0.07) (0.22 - 0.07) (0.20 - 0.06)
(c) Suburbanisation
Eui 1.03 1.32 1.07
(range) (0.97 — 1.45) (1.19 - 1.45) (1.00 - 1.16)
Eaia 0.63 0.51 0.58
(range) (0.70-0.17) (0.73-10.37) (0.69 — 0.47)
(d) Constant density
gN/B :gAIB 0.91 1.02 0.92
(range) (0.92 - 0.90) (1.02 - 1.07) (0.92 - 0.98)

21n this case the volume variable waQDi.

® For this elasticity, a value > 0 implies disecotesnfor the others a value >1.

Table 1.2: Comparison of distribution cost elastidies across three data sets

It can be seen that the findings for BWC urbanritist and US retail utilities are

consistent: There are quite large scale economibs@spect to consumption per

property in water distribution (returns to scalé/=, = 1/0.4 = 2.5). Among the spatial




elasticitiesdensificationandconstant densitgxpansion are also characterised by scale

economies (returns to scale =1/- =1/0.7=14and ¥ - ~=1/09=11

respectively). On the other hand there are disanm®associated wittispersionand
suburbanisationThe WOC results are in reasonable agreemengasdslensification
anddispersionbut show higher diseconomies gurburbanisatiorand (small)
diseconomies foconstant density possibly a reflection of the relatively largeesof
the WOCs so that there are a number of subsidetiements around the main centre.
(The reason for the negative value dgfor the WOCs, albeit with a large standard

error, has not been determifiad

d. Production and distribution combined

At the outset, it had been anticipated that whilen®mies of scale in water production
would be confirmed, diseconomies would be foundiater distribution. It would

follow that in urban water supply systems, a tratffdsetween these effects would be at
work, qualifying the popular view that infrastrumtuservices, such as water supply, are
characterized only by economies of scale. In faohore complicated story has
emerged. Generally, it has been found that there@ume economies of scale in water
distribution as well as in water production butttansity effects also need to be taken
into account, with low density adding substantiatiydistribution costs. An important
feature of the situation, conditioning these ressu#t that water suppliers generally have
to take the size and location of the settlemerdg Herve as given. They are not able to
pursue cost savings by organizing the merger ocagion of small towns or awkwardly
located customers; and it is doubtful whether aaethe longer term, differential water

supply costs have much effect on the evolutioretifeament patterns.

The results for water production and water distidoucan be brought together using
the same settlement scenarios: i.ed@)sification (b) dispersion (c) suburbanization
and (d)constant densityassuming a single large WTW of the appropriate and
constant consumption per property (3able 6.4in Chapter VI). Now, as numbers of
properties are increased in each scenario (ledadihgher volumes, given constant
usage per property), the key difference is how iteissaffected.

« With (a)densification because the urban boundary does not change perfyro

numbers increase, density increases in parallehato/olume economies

8 One possibility is that it could be due to lowtdisution costs for large industrial supplies.
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predominate in distribution as well as productieor example, unit water
supply costs for a town doubled in size to 50,0@perties occupying 2,250 Ha
(density 22.2 properties/Ha) will, according togbealculations, be 16.2%
lower than for a town of 25,000 properties occugytime same area (density
11.1 properties/Ha), about half of the reductiomiciy from lower unit water
production costs and half from lower unit distribuatcosts.

With (b) dispersion the number of properties does not increase,adltire is
no volume effect, but the more dispersed pattesetfement means lower
density and an increasing average distance to grepeand hence higher
distribution costs. For example, unit water supgigts for a town of 18,000
properties spread out over 2,090 Ha (density &fgties/Ha) will be 10.8%
higher than for a town of 18,000 properties occagynly 735 Ha (density 24.5
properties/Ha), all due to a 23.4% increase in distribution costs.

With (c) suburbanizationthe number of properties increases but becaese th
increase is into less dense peripheral areas, gevelensity falls and average
distance to properties increases, albeit to al@sdent than with (b). In this
case, volume economies (in both production andibligion) are more or less
balanced by average distance diseconomies. Forg&aumit supply costs for a
town which has grown to 50,000 properties occupyingr 20,000 Ha (density
2.4 properties/Ha) will be much the same as forstmae town when it was only
15,000 properties occupying 985 Ha (density 15ap@rties/Ha) with the 25%
reduction in unit production cost due to higherwne largely offset by a similar
increase in unit distribution cost (the distandeafoutweighing the volume
effect in distribution here).

With (d) constant densifythe number of properties increases in line with t
increase in area so that density is unchangeduwgththe average distance to
properties does increase. In this case, volumeogoms (in both production and
distribution) outweigh the average distance effeot.example, unit supply
costs for a town of 50,000 properties occupyin@8,Ba (density 10
properties/Ha) will be 16.7% lower than for a toefril5,000 properties
occupying 1,500 Ha (also 10 properties/Ha), aboge-quarters of the
reduction coming from lower unit production costsl@ne quarter from lower

unit distribution costs.
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e. Wider implications of the research

These examples are enough to illustrate the rahgiexts that might be observed, but
which are particularly relevant when thinking abadan infrastructure? In studies of
agglomeration, it is common to use population astieasure of sizeOne lesson from
these examples is that it may not be sufficienbod at numbers alone. Whereas
increase in size through densification would, @éms, bring economies of scale (in
water supply at least), with a positive influenceagglomeration, as would (to a lesser
extent) constant density increase, increase intsimegh suburbanization would be
roughly neutral in cost terms. To get the full pret, it would appear necessary to take
density explicitly into account as well as size.rstover, it would be misleading to
regard urban areas of similar size, as measur@dpylation, as equivalent from an
agglomeration perspective, if they have very ddfgrdensities. As the ‘dispersion’
example suggests, lower density towns or citiedikkety to have higher distribution
(and access) costs. Put differently, agglomerdiijodensification would have real cost
advantages (at least up to the point where cormgestists become appreciable)

whereas suburbanization would not.

Another way to look at the matter is to compareewatipply costs as between a small
town and a large one. Even if they have the samsityethe ‘constant density’
calculations point to lower costs in the larger moW this effect generalizes to other
types of infrastructure, it suggests an importaason why large settlements might over
time prosper more than small ones; and if the lange is also denser, the advantage
becomes greater still. A related point arises wdrearea is occupied by several small
settlements rather than one large one. If eacleseiht operates its own water
production facilities, it risks a double cost pépabn the production side from smaller
plant size and on the distribution side from gredispersion. Of course, infrastructure
costs are not the only consideration but if, faareple, people have a preference for
suburban living, these calculations indicate thate is likely to be a cost penalty

(whether or not this is visited on suburbanitestigh tariffs and connection charges).

It has not been possible @hapter VIl to go beyond some pointers to the application
of our water supply findings to a wider range dfam infrastructure. It is likely that

distribution costs are less significant in the aafsether utilities, although capital

°“The urban area population is the standard measfureban size in studies of urbanisation econorhies
Eberts & McMillen (1999, p.1481). Although urbareas will by definition probably have relatively hig
densities, there can still be considerable variatiodensity between one urban area and another.
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investment in distribution systems is important.i/in general lower distribution

costs can be expected to favour agglomeration tgnding the area that can be
economically served, high capital costs will sejuire that settlements be dense as
well as relatively large if the necessary investtaeme to be viable. At the same time,
we have pointed to some developments, such as savadlge treatment works and local
power generation, which may help small settlemeifitsee scope for application to
Point-type infrastructure, such as hospitals, afgpgaod. There has been a tendency to
disregard access costs in these cases but thedsetieohave developed for water
distribution costs could readily be applied — tffea, it appears, given that health
authorities (like water companies) have to takeetkisting pattern of settlement as

given, would probably be to moderate enthusiasnover-large facilities.

Application to transport is less obvious. Whilerthare some suggestive similarities,
notably when the spatial aspect of transport ndtsvix under consideration, transport
also raises issues which go beyond those exammidniksi thesis. An important instance
is congestion, which hardly arises in the caseatewsuppl}’ but is of considerable
importance in transport. At the same time, the obldensity in facilitating the

provision of low cost, high capacity transit hasgblels in water supply, as does the
difficulty of maintaining viable public transporthere density is low, for reasons
entirely analogous to those applying to water dtigtron, i.e. higher infrastructure

requirements and longer distances per unit of dutpu

What is clear is that economies of scale in pradadre not the only factor at work.
The spatial aspect with its impact on distributaond access costs is also important. In
this research, we have tried to bring this asp#otfocus by considering four
contrasting urban growth scenarios, characteriséd)densification (b) dispersion (c)
suburbanisationand (d)constant densityThe results have been discusse@lapter
VI. The general conclusion emerging from this worth&t scale effects in
infrastructure may depend as much on density aszeqper se High density settlement
has the potential to permit both large scale prbdn@nd low cost distribution; on the
other hand, low density adds to distribution (aress) costs. It follows that the general
presumption in urban economics that such serviaealaays characterised by
economies of scale and therefore conducive to agglation may not be correct. This
suggests that there should be more direct consideraf density effects in studies of

9 The drop in pressure which can occur at timeseakplemand for water is perhaps the nearest
equivalent.
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urbanisation economies (by including density asydapendent variable, or both

population and area, or by using some measureraivlps a proxy for density).

f. Limitations of the research

The absence of any price effects in the cost fanstused means that some effects
may have been missed (e.g. greater use of more@akegpensive or automated
technologies in areas where labour costs arevelgathigh). However, this
limitation may not be too serious in an industryendtechnology is fairly standard
and when the analysis is a single year cross sectio

Treatment of the demand for water has been lalgelyassed in this thesis. In the
case of water supply this can be defended on thengls that there is a legal
obligation to supply and that consumption is vegeinsitive to price effects,
particularly where supply is unmetered. In effeetndnd has been assumed to be
exogenous, both in its locational and its quamsaspects. In extending the results
to other infrastructure services, this stance waeadess easy to defend.

More generally, more case studies using actuasdosparticular areas would also
be desirable, to explore in more detail how the lsioed costs of production and
distribution are optimised in practice (or how atfeetors, such as security of
supply and water quality considerations, lead taragements that are not strictly
cost-minimising).

Although congestion is potentially an important atdge factor in urban
agglomeration, little evidence of this has beamtbin the case of water supply. It
is likely to be more significant in the case ofatinfrastructure, particularly
transport.

The consideration of the wider implications of tresearch irfChapter VII has

only scratched the surface. There is much scopkiftirer research, particularly
into the part played by density in the economicagigflomeration.

5. Outline of thesis

The structure of the thesis is as folloiapter Il defines infrastructure, briefly

reviews the literature on infrastructure and aggation, as well as that on sprawl and

the cost of public services, and explains the @ ofovater supply as a case study.

Chapter Ill then, drawing on the literature reviewedAppendix B, discusses the

methodological implications of the different chamaistics of water production and

water distribution and hence the justification éaamining them separately in the
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empirical work described i@hapter IV (water production) an@hapter V (water
distribution).Chapter VI then brings these results together showing howa@oees of
volume scale in both production and distribution ba offset to a greater or lesser
extent by spatial costs. Comparisons are maderesthits obtained by other researchers
using other methods. Finallghapter VIl draws together the conclusions on the
interaction between economies of scale, distrilmutiasts and density effects in urban
water supply and then considers how far these asimis may be generalisable to

other types of infrastructure.
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lI. INFRASTRUCTURE AND THE URBAN ECONOMY

“Cities are the summation and densest expressiongastructure” Herman and
Ausubel (1988, p.1).

1. Defining infrastructure

While the importance of infrastructure in urban elepment is generally recognized,
the treatment of infrastructure in texts on theneenics of urbanization tends to be
perfunctory and there is some fuzziness about shattually meant by infrastructure.
Recently, there has been a tendency for the tetye &pplied just to transport
infrastructure, particularly roads. However, if thien is to understand the role of
infrastructure in urban development, a wider dé&bniis appropriate.

“Infrastructure is the term applied to large-sabgineering systems and includes a
variety of public works, such as roads, bridges sawler systems, as well as privately
managed utilities such as electric power and t@eplservice” is Herman and
Ausubel’s attempt at a definition. Later in the savnlume Beckmann (1988, p.98)
offers “Infrastructures are basic to all econonfie. [The urban infrastructure is one of
the most diverse and complex. To name only the mgsbrtant components, it
includes streets and public transportation; waiepk/ and sewage removal; police and
fire protection; judicial, educational and healilcifities; and parks and other
recreational facilities.” This is better in thatécognizes the variety of types of
infrastructure and it also distinguishes betwedranrand other infrastructure. However,
the inclusion of “police and fire protection” appatly widens the scope of the term to

include operational personnel as well as the gjslifrom which they operate.

Infrastructure can be seen as lying somewherespeatrum that ranges from climate
and geography at one end to the services and opessistems associated with
infrastructure at the other. Within this spectrangistinction can usefully be made
between amenities and infrastructure. Gyourko &&ya(1991, p.775) suggest “A pure
amenity is a non-produced good such as weatheityjtlat has no explicit price”.
Brueckneret al (1999, p.94) make a similar distinction when teay “Natural

amenities are generated by an area’s topograpfe&tires, including rivers, hills,
coastlines, etc.” On this basis, natural featuues |s rivers, lakes and favourable sites
count as amenities rather than infrastructure ¢iveagh they might (for example)

reduce the need for water services infrastructuavide natural fortification and
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sound foundations for buildings. This seems maagitforward than having a
category of “natural infrastructure”, while recoginig that infrastructure costs may

differ between sites because of such factors.

Bartik and Smith (1987, p.1210-11) widen the temeaity to include not only
intangible features of a place such as air qualhiy “the charm of a historic
neighbourhood” but also at least some public sesyisuch as education and police
services; and this is the way the term is genetalbd in the hedonic pricing literature.
In Cheshire & Sheppard’s 1995 article “On the poté&and and the value of amenities”
the term amenities embraces such characteristi¢thascharacter of neighbouring
houses and households, localized traffic effectstha quality of the micro-
environment and local public goods such as schqpl&47). This extends the term to
cover public and other services, which may or matybre associated with physical

infrastructure.

In the end, there is probably no “right” definitifor either infrastructure or amenities,
much depending on the context in which the terresbaing usetd. In the present
context, there is advantage in reserving the tefrastructure for structures and
facilities that are the result of human interventioreating something physical that was
not there before. This definition excludes amesitiad services but is still wide enough
to embrace the movement of soil to create embantayaercuttings as well as the
erection of buildings and the laying of lines. TiEsimilar to the position taken by
Biehl (1986, p.87): “The difference between infrasture and other potentiality factors,
such as the location of the region or its natwgaburce endowment, is that the service
bundles inherent in infrastructure have been iardlly’ created through investment,
whereas location and natural resources are ‘natugaren.” It enables attention to be
focused on specific well-defined facilities, witthentifiable costs, whose existence is
the result of deliberate decisions by public ovate entities. Unlike (say) the weather,

the amount of infrastructure of this kind is a reatif choice.

! Indeed, the suggestion was put to me by Prof. Greeifat: “Maybe one should not think of
infrastructure at all, rather a set of servicesessary for cities, which are complements to priauie
public consumption and can be produced from investrin collective goods, the natural environment
and even organization/application of knowledge.”
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2. Infrastructure and agglomeration

It might be thought that something as basic agto@momics of infrastructure would
already have been thoroughly investigated anddbelts embodied in standard
textbooks. However, this is far from being the c&3ee possible explanation is that it
has not been regarded as something worthy of stuitly own right. Thus, while
housing, transport, public goods and utilitiesjraliheir different ways constituent parts
of the urban infrastructure, have each generasedstantial literature, it has been
somewhat compartmentalised and a unified treatoifethie role of infrastructure in
urban development has been lacking. In the casélibies, in particular, the focus of
research has been industrial organisation and (negently) regulation, rather than the

contribution of utilities to urban development ggéomeration economies.

However, awareness of the interaction betweenréifteelements of the urban
infrastructure has increased in recent years. Afeace, one can cite the contents of
successive volumes of the Handbooks of Regionallahén Economics: the
juxtaposition of chapters on Housing, Urban Tramstimn and Public Facility
Location in Vol 2, for example, must, one suppobase prompted at least some
readers to speculate about the relationship betiteme topics.

Nevertheless, in all four volumes, there is onlg ahapter which puts infrastructure
centre stage. That is the contribution of Ebertdié@Millen (1999) on “Agglomeration
Economies and Urban Public Infrastructure” who suamse the position thus (p.1456):

“Theory links [agglomeration economies and urbabligunfrastructure] by
positing that agglomeration economies exist whendiin an urban area share a
public good as an input to production. One typsla@reable input is the close
proximity of businesses and labor that generatsgipe externalities ...
Another perhaps more tangible type of shareabletiigpurban public
infrastructure. Public capital stock, such as higisy water treatment facilities
and communications systems, directly affect thieiefit operation of cities by
facilitating business activities and improving werlproductivity. The literature
has devoted considerable attention to both topigisnot together ...Only a
handful of studies have focused on the metropoléael, and even fewer have
estimated agglomeration economies and infrastreatiects simultaneously.
Results from studies that include both types ofesthanputs suggest that both
spatial proximity and physical infrastructure cdmite positively to the
productivity of firms in urban areas.”

They conclude:

12 Nijkamp (Ed) (1986) Vol 1; Mills (Ed) (1987) Vol Mills & Cheshire (Eds) (1999) Vol 3; Henderson
& Thisse (Eds) (2004) Vol 4.
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“More research is needed to explore the interdi@iahips between urban size
and urban public infrastructure and to open thacklbox’ of agglomeration
economies and estimate how the various other faesgociated with urban size
affect productivity.”

One reason identified in the urban economics liteeawhy larger size may bring costs
as well as benefits is commuting costs. As Fujitalisse (2002, pp.108-9) express it:

“Intuitively, the reason is that, because of aréase in travel distance, the total
commuting costs within the city increase more theoportionately with the
population size. In other words, given the monagestructurethere are
diseconomies in urban transportation when the pafiah rises This result
coincides with another well-documented fact in egort history that high
commuting costs placed an upper limit on the grootttities for fairly long
periods (see Bairoch (1985), chap. 12).”
An early statement of this result is provided byt (1979). If it is assumed that all
employment is concentrated in a central businessatj population density is uniform
over the city area and commuting cost is increasirdistance from the CBD, then it is
not difficult to show that total commuting cost fie city is increasing in city size as
measured by populatibh (Note, however, that this result depends on eaahmuter
traveling radially and individually to the CBD;dbes not allow for the possibility that
large dense populations will permit the developnwérmollective means of transport,
thereby greatly reducing the average cost of conmgunor is constant density
consistent with the standard monocentric urban ineteh implies that density

declines away from the centre.)

It follows, as (Fujita (1989, p.134) puts it: “Inceer to have cities, therefore, we must
have technological advantages in production or wamsion that exceed the transport
cost increase”. Developing the argument, Fujitdicoes:

“Perhaps the most fundamental reason for theendstof cities stems from
economies of scala production and consumption, which are, in tdue

largely to thendivisibility of some commodities (such as persons, residences,
plants, equipment, and public facilities). The insibility of persons leads to

the specialization of labour, and some equipmemteaeffectively used only on
a larger scale. Moreover, the efficient coordimatd many specialized persons,
equipment and production processes requires théocate nearby — due partly

'3 For a circular city of uniform population densityhere all commuting is to a central business distri
and transport cost is proportional to distanceltcdmmuting costs will be given by:

R 2 2
TCC=J' r2m.dr ==7R* =——N¥
0 3 NI
WhereR is the radius of the city aridis its population, i.e. total commuting costs &ase more than
proportionately with population, and average coningutost is an increasing function Mf
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to the facility of communication and partly to tsgort cost savings in various
production processes. Therefore, the averagedostlof the production of a
good will be smaller (to a certain extent) if itaerformed at #arger scaleand
at acontiguous locationin addition, if the production of one firm usesa@utput
of another firm, the two firms may find it economi¢o locate near each other.
Hence, througlimput-output linkagesmany large firms may find it economical
to locate closely, and these firms will provide Haesic sectors of a large city.
Moreover, the provision of marpublic services and facilitiegsuch as schools,
hospitals, utilities, and highways) typically exitsithe characteristic of
economies of scale.”

This last sentence encapsulates the dominant vidhe gole of infrastructure in the

urban economics literature. Its contribution corinem economies of scale. Indeed, in

the model developed later in Fujita (1989), p.151h becomes very explicit:

“We assume that the formation of a city requiregm@ain amount of fixed costs
K. For exampleK may include construction costs of basic publidlitaes such
as transport and water systems. Since the peladapd costs become smaller
as the population increases, the existence of fixsts provides an incentive for
city formation.”
In effect, infrastructure is treated here as allpodlic good, so that distribution or
access costs are not considered, although sonméi@ttes later given to congestion
costs and other externalities (positive as wellegative). It is one of the objectives of
this thesis to bring out more clearly how distribat(or access) costs interact with
economies of scale and urban density to complitadepicture of the role of

infrastructure.

Duranton & Puga (2004), discussing the micro-fouiotia of urban agglomeration
economies, suggest (p.2066) three types of mianadation, based on “sharing,
matching and learning mechanisms”. Within the sitatype, they include “sharing
indivisible facilities, sharing the gains from tiveder variety of input suppliers that can
be sustained by a larger final-goods industry,isgahe gains from the narrower
specialization that can be sustained with largedpction, and sharing risks”. It seems
clear that sharing urban infrastructure must bkided among “indivisible facilities”, to
the extent that urban infrastructure is to be absreid a source of urban agglomeration

economies.

Duranton & Puga continue (p.2068):

“Here we just describe briefly how one large indilility could provide a very
simple formal motive for the existence of citiearSider then a shared indivisible
facility. Once the large fixed cost associated \hiis facility has been incurred, it
provides an essential good to consumers at a ecunmetrginal cost. However, to
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enjoy this good consumers must commute betweenrdgdence and the facility.
We can immediately see that there is a trade-dffiden the gains from sharing the
fixed cost of the facility among a larger numbecohsumers and the costs of
increasingly crowding the land around the faci{gyg. because of road congestion,
small lot sizes, etc.). We may think of a city las equilibrium outcome of such
trade-off. In this context, cities would be no mtran spatial clubs organized to
share a common local public good or facility.”

However, the authors then make clear that theyodoegard this line of argument as
particularly compelling (p. 2069):

“ ... the easiest route to take in justifying thest@nce of cities is to assume
increasing returns at the city level by means lafge indivisibility. While large
indivisibilities are useful modeling devices whée tmain object of interest is not
the foundations of urban agglomeration economies; side-step the issue of what
gives rise to increasing returns at the level oési Cities facilitate sharing of many
indivisible public goods, production facilities,chmarketplaces. However, it would
be unrealistic to justify cities on the basis @lrggle activity subject to extremely
large indivisibilities. The challenge in urban mbde is to propose mechanisms
whereby different activities subject to small naneexities gather in the same
location to form a city.”

These quotations can be read as casting doubearedlism of the analysis developed
in the Fujita passages just cited. However, thegatattempt to quantify the postulated
trade-off, nor consider the point that higher dgndiere dismissed as “crowding”)
might contribute positively to the outcome, andrtkemments would seem to apply
only to what we have called Point Type infrastruetdn consequence, Duranton &
Puga go on to give the bulk of their attention timeo forms of sharing, and to matching
and learning mechanisms, with the implication thstructure is of little relevance to

agglomeration economies.

It seems intuitively obvious that density must pdayimportant part in urban
economics, yet this aspect of the urban scenetisften directly address&t As
Ciccone & Hall (1996) remark (p.96):

“Although the idea that denser economic activity hdvantages from
agglomeration was implicit in a large earlier lgtire, there does not appear to
be any earlier work in which density was an expktément of the theory, nor
has there been empirical work based on density.”

The focus of their article is the benefit of deysd productivity, which they find to
explain more than half of the variance of outputywerker across the states of the

USA. They invoke three mechanisms to account figr(fn54):

“Indirectly, of course, terms such as “concentrétand “agglomeration” obviously imply density bart
wide range of densities can be covered by suchsterm
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“If technologies have constant returns themselwasthe transportation of
products from one stage of production to the nextlves costs that rise with
distance, then the technology for the productioallofjoods within a particular
geographical area will have increasing returnse—r#io of output to input will
rise with density. If there are externalities ass@al with the physical proximity
of production, then density will contribute to pramdivity for this reason as well.
A third source of density effects is the higherrgegof beneficial specialization
possible in areas of dense activity.”

Ciccone & Hall thus do not include the favourabffe@ of density on the unit costs of

infrastructure services, as found in this reseaaslg further possible influence.

Our results for water supply suggest that Duragtdtuga (2004) may be too
dismissive. In fact, there appear to be two kinfdsharing benefits at work in this case.
An increase in city population will enable econosnoé scale in water production to be
exploited; and if this increase takes the formighkr density settlement, there will be
reductions in per capita distribution costs as wétlwever, if the increase takes the
form of more dispersed settlement (expansion attalensity), the latter benefit may
be reversed, perhaps even to the extent of outimgighe economies of scale in
production. If similar conclusions hold for othefrastructure, such as sewerage,
electricity supply and transport services, thenth@none hand, the cumulative
advantage of high density settlement may be coraitke (although, as these and other
authors point out, account will also need to betasf congestion effects) and, on the
other hand, low density expansion, through high&astructure costs, will act as a
brake on city growth. So, while invoking a singhede indivisibility to explain urban
agglomeration economies may indeed be unconvintiegcumulative benefit of lower
production and distribution costs across the whatge of infrastructure services when
density is high cannot so lightly be dismissed. dgenerally, it suggests that urban
theory and urban modeling should recognise thdbaggration benefits may depend as
much on density as size (something that may equadliybe true for the other sharing,

matching and learning mechanisms to which Duragtéuga give attention).

3. Sprawl and the cost of public services

A related literature considers how the cost of pimg public services is affected by the
spatial distribution of population. This has tendedocus on the question whether low
density adds to costs: “Does sprawl cost us aktha title of one contribution puts it —
Speir & Stephenson (2002). The question has qudaghistory, particularly among
urban planners in the US (e.g. Downing & Gustel&7{7), Frank (1989)).
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In Britain, Elis-Williams (1987) used cost functe®astimated from expenditure data,
together with population distribution from the 198é&nsus to determine the optimal
location of secondary schools in the County of Gadahin Wales, taking into account
both school costs and pupil transport costs. Hervkes (p.153):

“Most local services are delivered from a numbeidehtifiable service centres,
each serving the population resident in the sudiowygnarea. The population
may travel to the service centre to receive theisee.g. hospitals, or the
service centres may be bases from which the seis/aelivered to the
population at home e.qg. fire stations ... In eithese; there are two influences
which a sparse population may have on unit costs —
(a) it can force the operation of smaller anddf@e less economic service
centres;
(b) it can cause higher transport costs becalusee darger distances between
the population and the service centres ...
... In the general case, it seems likely that theie trade-off between economic
operation of service centres and reducing transjosts, with authorities
seeking to locate service centres at some optimbhiohaminimizes total costs
given the spatial population distribution.”
Elis-Williams’ study found that the actual locatiohsecondary schools in the 5
districts of Gwynedd was reasonably consistent Wighcomputed optimum. He also

found greater sparcity to be associated with higimércosts.

In a more wide-ranging study of 247 large couniiethe US, Ladd (1992) estimated
the impact on local government spending of two disiens of residential development,
growth rate and density, controlling for other detmants of per capita spending. She
concludes, in contrast to the engineering and ph@wiew that greater population
density lowers the cost of providing public sergiciat there is b-shaped

relationship between spending and density: “Exgoepparsely populated areas, higher
density typically increases public sector spendifddiis study is note-worthynter

alia, for its attempt to distinguish between costs amighuts. Its findings challenge the
conventional wisdom but it may be noted that ohky ¢osts borne by government are

considered.

More recently, Ladd’s findings have been challenigg€arruthers & Ulfarsson (2003).
They question the use of a simple density meaparéicularly over areas as large as
counties. Instead, they measure density as nunilpgiooand people per acre of
urbanizedand, with the spatial extent of urbanized land icounty given by the total
number of developed acres. Using a cross-secti@@®US metropolitan counties, they
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found in an earlier report (p.506) that “per cagp@nding on infrastructure declines at
greater densities but increases with the spatteh¢xf urbanized land area and
property values”. Developing this approach to aewidnge of government
expenditures reinforced this conclusion (p. 5181):

“First, the parameter estimates for density areatieg and significant in several
of the models, suggesting that it creates econodaiissale for: public spending
on the whole (total direct expenditure), capit&ilfaes, roadways, police
protection, and education. For each of these ssyibe per capita cost
decreases as densities increase, with the gresatgags realized in areas with
very high densities. An individual police officeatpolling a square mile in a
dense urban area may provide protection to many people than his or her
counterpart in a suburban area. Likewise, fewetds@ae needed in high density
areas, and school systems may be operated mareefy — fewer (though
larger) schools and less bussing of pupils areewddr example ... Overall,
the models provide good evidence that density wiwrkscrease the cost-
effectiveness of public service expenditure.

Second, the spatial extentwbanized lands positive and significant in most of
the models, indicating that the spread of a meti@poarea plays an important
role in determining public service expenditure.explained in the background
discussion, urban sprawl requires roadways andrseygéeems to be extended
over long distances to reach relatively fewer peoptash collection and street
cleaning activities must cover larger areas amdilaily, police and fire
protection are spread thin, requiring more pataold, potentially, more station
houses to achieve a given level of service. Irctse of parks and libraries, a
greater number of facilities must be built in oréarpeople throughout the
metropolitan area to enjoy equal access.”

Overall, Carruthers & Ulfarsson conclude (p.518):

“By far the most salient finding of the analysighat the per capita cost of most
services declines with density (after controlling property value) and rises
with the spatial extent of urbanized land areasTainforces planners’ claim
that urban sprawl undermines cost-effective serprogision, and lends support
to growth management and ‘smart growth’ programeedi at increasing the
density and contiguity of metropolitan areas -east from the standpoint of
public finance.”

Evidence of a similar, if more limited, kind is pided by Speir & Stephenson (2002).
They aim to throw light on the effect of differgudtterns of housing development on
water and sewerage costs by computing the infretsirel (pipes, valves, etc) and energy
(pumping) costs of developments which vary in leégseparation between houses),
tract dispersion (separation between developmaatsly, and distance (separation from
existing water and sewer centres). The results shatvsmaller lots, shorter distances
between existing centres, and lower tract dispessieduce water and sewer costs”

(p.64) but that lot size is the most significardtéa, because “infrastructure within the
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development tract — water distribution mains anglesecollector mains — are the two

largest components of total cost” (p.60).

Also of interest is a study by Sole-Olle & Rico (&) of the effect of sprawl on the cost
of municipal services in Spain. Using data from sdy500 municipaliti€s for 2003,
they estimate per capita expenditure equations/fms of spending thought most likely
to be affected by sprawl (community facilities, ieaefrastructures and transportation,
housing and community development, local policéuce and sports, and general
administration) accounting for about 70% of loga¢sding. The main measure of
sprawl is urbanized land per capita in each mualitiyp(in 4 bands: < 75 sg.m/pop
(very compact); 75-160 sg.m/pop; 160-700 sq.m/pers@00 sq.m/pop (very
dispersed)). Additional indicators are numbersesidential houses, % of scattered
population, and number of population centres. A&tuded in the estimation are
variables intended to distinguish the effects diamr sprawl on local costs from those of
other cost and demand factors. They find (p.28):

“In general, our estimation results indicate tlatddensity developments led to
greater provision costs in all the spending caiegaronsidered, with the
exception of housing. By adopting the piecewisedimfunction assumption we
were able to disaggregate this total effect, remgdhat the impact on total costs
accelerated at very low and very high levels o&gpr... Further, the impact of
urban sprawl on the provision costs of the puldiviees considered here was
particularly marked at high levels of sprawl ... Thessults suggest that in
municipalities with a spatially expansive urban elepment pattern, the
provision costs of public services [per capitajaase initially as a result of
increasing road construction costs and rising géra@ministration costs, and
then, if the urban sprawl advances further, costsicue to rise as a result of
higher costs of providing community facilities, tsing, local police and culture.
In those municipalities with very low levels of arbsprawl (< 75 sq.m/pop), the
increase in local costs was due to public servitlesr than those analysed
here.”

This brief, and necessarily selective, review ahemf the literature on the economic
effects of sprawl generally lends support to theppsition that less dense development
is associated with higher unit costs for the prioviof public services, as intuition
would tend to suggest. However, one problem doggihiihose working in this field

has been how best to characterize sprawl. Simglalaton density is a very crude
measure, particularly if the area units are lafgeovercome this, some researchers
measure density in relation to developed land xstuding undeveloped land). But this

still gives only an average measure (at a poitine¢) for what may be quite a large

'3j.e. nearly all municipalities with population 900.
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area, whereas sprawl implies an expanding fringatber low density development. To
capture this one ideally needs some measure oatbef expansion over time and of
the relative density at the fringe compared with ¢kntre. It is a limitation of the
studies cited in this section that they have naliydeen able to resolve this issue. A
breakthrough in this regard is offered by Burcltfied al (2006), who propose and
implement for the US a new index of sprawl as §¥)5the amount of undeveloped

land surrounding an average urban dwelling”.

More precisely, Burchfiel@t als index is arrived at by measuring for each 30 x30
metre cell of residential development, the perggnta undeveloped land in the
immediately surrounding square kilometer; this meass then averaged across all
developed cells in a metropolitan area. Usingitiéssure, the authors compare the
spatial structure of urban development in the U$982 with 1976. They find (p.597)
that “While a substantial amount of scattered rdidl development was built between
1976 and 1992, overall residential developmennditbecome any more biased
towards such sprawling areas”. The explanatios i®kdows:

“To reconcile these apparently conflicting tendeschnote that the distribution
of the final stock of development across differéegrees of sprawl isot the
result of adding the distribution of the flow ofmelevelopment to the
distribution of the initial stock. The reason iathby adding the flow of new
development to the initial stock, the distributimirthe initial stock becomes
shifted to the left as infilling makes formerly apiing areas more compact ...
It helps to consider how the environment might helvenged near a
hypothetical house located in a medium density gubthe open space in the
immediate neighborhood of this house will mostlideave been partly infilled.
Areas initially more compact, presumably closeddavntown, will have
experienced less change. Undeveloped areas furtih@nay now be scattered
with low density development. To the family livingthis house, the pattern of
residential development around them is very difiefeom the one they
experienced in the 1970s. However, if we zoom adtlaok at the city from a
distance, we see little change, at least in thpgtmns of sprawling and
compact development: The new city is just like alaeyed version of the old
city.”

This last observation is appealing but somewhataeipe. A monocentric city can be
approximately characterized by four parametdysits density at the centrg, the rate
at which density declines away from the ceni¥eits population; an, its radius.
These parameters are not entirely independentrbutkated to each other by:

N = [ 27r.dye™ dr 2.1)
- 0 ol . 0 -------------- .
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The evolution of the typical American city, as payed by Burchfielet al, can now be
represented through this relationship. Between E3itb1992N has increased
substantially, and been absorbed through a snabase irdy, its density at the centre,
a fall in2 due to infilling, and an increase R the city radiu¥. This is sketched in

Figure 2.1below:

Density

1%92 profile

1976 profile
\

A

»
»

Radius

Figure 2.1: Changing profile of a typical US city (ot to scale)
This representation offers scope to give a moreceh account of whether or not
sprawl has increased, by considering the relatveributions of the different
parameters to the change in profileGhapter V this approach will be further
developed to illustrate the impact on water disititn costs of four different
development scenarios: @@nsification(R constant adl increases); (bdispersion(N
constant aR increases); (cguburbanizatior{Z constant adl increases); and (d)
constant densitgdensity constant ds increases). A further advantage of this approach
is that it is relatively undemanding in terms ofadeequirements. Given any 3
parameters, thé"can be calculated: for examplegif N andR for a city are known
(as will often be the case)can be calculated. For givepandN, 1 or R provides a
measure of dispersion (= sprawl). In addition, Y2dn be adjusted to accommodate
some variants on the monocentric shape e.g. femé-sircular (coastal) city, (2.1)

would become:

R —Ar
N :L mrd,e™dr (2.2)

181t is an empirical matter how sharp the drop insiy at the city boundary may be. Observation
suggests that in some cases, it can be quite alimugther cases the decline in density continoeséme
distance before development peters out or ano#itesient (with higher density) is encountered.réhe
is also the question whether to use the adminigtrar some other boundary as the cut-off.
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4. Types of urban infrastructure

Picking up the definition adopted 8ection 1above: “structures and facilities that are
the result of human intervention, creating somefimhysical that was not there before”,
Table 2.1attempts a comprehensive listing of all the dédférelements of the urban
environment that might be taken to constitute ‘astructure”. These are grouped under
five broad headings:

* Buildings (further sub-divided into residential, commercplblic service and

leisure/entertainment);

* Roads, streets and related items

» Other transport systems

» Utilities; and

* Other.
The resulting categories seem reasonably wellifféated’, although the last is
inevitably something of a rag-bag, but are thegp alsalytically interesting? In other
words, what are the distinctive economic charasties of infrastructure and do these

vary systematically according to the type of infrasture under consideration?

' They may be compared with the categories developadegional rather than an urban context by
Biehl (1986, p.109): A. Transportation; B. Commuation infrastructure; C. Energy supply
infrastructure; D. Water supply infrastructure;Haivironmental infrastructure; F. Education
infrastructure; G. Health infrastructure; H. Spéaidan infrastructure (incl. Fire stations, urlparks,
etc); |. Sportive, Touristic facilities; J. Sociafrastructure; K. Cultural facilities (incl. Musms,
theatres, etc); L. Natural endowment.
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Buildings

a. residential

Houses

Apartments

b. commercial

Factories, warehouses

Offices

Shops

Hotels

Restaurants, bars

c. public service

Parliaments, town halls
Government offices

Schools, universities

Hospitals, health centers, surgeries
Post offices

Police/fire stations

d. leisure/entertainment
[Palaces]

Theatres, cinemas, concert halls
Art galleries, museums

Sports centers, gyms, swimming pools
Churches, mosques, etc

Z00s

Utilities

Water supply

Sewerage

Storm drains

Electricity supply

Gas supply

Telecommunication systems
Wireless communication facilities

Roads, streets and related items
Paved streets/roads
Pavements

Street lighting

Traffic control equipment
Bridges

Underpasses

Road drainage

Bus stations

Bus shelters/stops

Car parks, parking facilities
[Trees, flower beds]

Other transport systems
Railway stations
Railway lines
Underground stations
Underground lines
Tram lines

Light rail systems
Ferries

Canals

Docks, quays, jetties
Airports, heliports

Other

Monuments, landmarks
Parks/Open spaces
Playing fields
Children’s playgrounds
Town wall

Table 2.1: types of urban infrastructure

A firm of economic consultants, OXERA (1996), hauggested that:

“There are a number of features which distinguighastructure projects from other

investment programmes:

» Fixity or the stranded nature of asseltsfrastructure projects tend to be
fixed — only at the place where the project extsis it offer a service to

customers. It cannot service a general marketamwidny that a factory can. If
the market has been assessed incorrectly the groauocot be sold to others
elsewhere.

Large units of investmeriEven small projects require relatively large sums
of capital investment. It is often difficult to the public’s response to
the projects prior to their opening since the matksting techniques that
exist for conventional products cannot easily bgliad to new infrastructure
projects in advance.

Initial overcapacity Infrastructure is often built with long term pretibns

of the growth of demand in mind, such as increasése volume of traffic,
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which lead to an initial period of overcapacity. &sonsequence, the
revenues that accrue from such projects tend telagvely small compared
to the level of investment in the first few yeafdhe project’s life.

» High up-front costsThe costs incurred at the start of the projetative to
the ongoing operating costs, are high for infragtre projects.

» Benefit appropriation and the existence of pubbodj attributesit is
generally the case that not all the benefits thstlt from investments in
infrastructure can be captured by those responfbkhe investment.”

However, not all infrastructure exhibits all theteracteristics and even with our
relatively restricted definition of infrastructuriejs still open to question whether
infrastructure so defined can be treated for arwa@lypurposes as a single category.
Gramlich (1994, p.1177) begins to wrestle withidseie, saying “The definition that
makes the most sense from the economics standmmaists of large capital intensive
natural monopolies such as highways, other tramsan facilities, water and sewer
lines and communications systems.” This opens @stipns about economies of scale
and market structure, which are indeed importatiiénanalysis of infrastructure.
However, he goes on to consider only public semtared tangible capital stock
because of the difficulty of obtaining data on pt&infrastructure capital; and he does
not address the implications of differences indharacter of the goods and services
produced by infrastructure. In contrast Biehl (19910) suggests “If the term
‘infrastructure’ is used in order to designate thatt of the overall capital stock of an
economy that possesses high publicness, infrasteibecomes a determining or
limiting factor to growth as it will not be provideby private transactions during
economic growth.” This puts the focus on the denfandhfrastructure and how it is
used rather than conditions of supply. This distomcbetween supply characteristics

and demand characteristics seems worth developitiget.

a. Supply characteristics

A first (and rather obvious) generalization as rdgdhesupply sideis that

infrastructure involves investment; infrastructiieams are capital goods; and they use
land. Rather confirming the views expressed by OXKERoted above, a pervasive
feature evident in scanning the items listedafle 2.1is that infrastructure provision
typically involves high fixed costs and low opengticosts. It generally requires
building or construction work, and that means digant initial costs and a degree of
indivisibility. It may indeed require a substantminimum scale to be worth providing
at all. Operating costs on the other hand are dft@n(although costly periodic
maintenance may be required). Together these &=atnply strong economies of scale,
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with average long term supply costs falling asahmunt provided increases (although
in the short term, which may be quite a long titself given the scale and fixity of
much infrastructure, supply costs may rise shaaplgapacity constraints bite). There
may also be discontinuities in the supply funcéararger scale provision allows better
technical solutions to be adopted or technical meg makes older infrastructure
redundant. Moreover, once installed, the resultaegity has a degree of permanency
and cannot easily be relocated elsewhere — it bes@sunk cost.

Focusing specifically oltilities, they are certainly characterised by investment in
large scale systems, with high fixed costs anddperating costs, the classical case of
scale economies. Additionally however there arécglfy two parts to utility systems:
production facilities (power stations, water treafiplants, etc) and distribution
facilities (water mains, telephone lines, etc). Witoduction facilities, the scale
economies are no different from those encounteredanufacturing industry and
process plant. There is therefore an existing lmfdnalysis and results that can be
brought to bear when considering this part oftigdi infrastructure. Utilities’
distribution systems bring different consideratiams play. It is much less clear
whether economies of scale apply to distributiostesys. As one early expert on
electricity distribution, Sayers (1938, p.2), conmisel:

“ ... if an area of supply lying wholly within a rad of, say, three miles from a
generating station is extended to double that gadwo consequences follow. As the
whole of the supply to the new area has to be tnéted to the boundary of the old
area and then spread across the radial breadtle oletv area, the average distance
of transmission to the consumers in the new arédwiabout doubled. Whilst the
new area is three times as extensive as the oldtaagenerally less densely
populated so that there are fewer consumers perahihains with, consequently, a
smaller annual consumption in proportion to thetedpmployed ...”

It thus appears distinctly possible that distribntmay be subject tdiseconomies of
scalewith respect to the geographical size of the suppda. On the other hand, the
distribution cost per consumer will be affectedtby density of the population. Denser
populations will generally require less reticulatiper head and may offer other savings,
such as reduced pumping costs or lower transmi$sssesDensity economiesf this

kind are likely to be important in considering unkiafrastructure. Where a utility
produces more than one service (e.g. water compémae offer both water supply and

seweragegconomies of scopray also need to be considered.
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b. Demand characteristics

Turning to thedemand side the emphasis shifts from the character of thaitiato the
nature of the services being provided. There i®gely a communal element in the
consumption of infrastructure services and therg beadifficulty about excluding
people from participation, at least to some extdathas been recognised since
Samuelson (1954), these features make chargingudifér inefficient. Moreover, the
services provided by the infrastructure are acbéssinly within a defined area and the
enjoyment of infrastructure services is likely ®impaired because of congestion as
the numbers seeking to take advantage of themasereand this impairment may start
to occur well within any physical capacity limit some cases, the service is only
accessible at the point where a facility is locatedsuch cases, access costs as well as

the potential for congestion will affect demand.

These features tend to differentiate infrastructaices from other goods and
services. A classification scheme which incorpaditese distinctions is set out in
Table 2.2below. As can be seen infrastructure servicesmaialy found in categories
B and C.

Tangible Intangible (“services”)
(“goods”)
Individually Individually Collectively consumed
consumed consumed Non-
Excludable excludable
A. Can be Al. Standard | A2. A3. A4. Pure
made goods (eg. Can (eg. Insurance | (eg. GPS, public goods
available of beans) policy) radio/TV (eg. National
anywhere programmes) defence)
B. Available | B1. B2. B3. B4. Local
only withina | (eg. Water (eg. Mobile (eg. Transport | public goods
defined area | supply, phone service, | services) (eg. Police
electricity) sewerage) service,
untolled road)
C. Available | C1. C2. C3. C4.
only at point | (eg. Restaurant (eg. Haircut) | (eg. Public park,| (Items such as
of supply meal) art gallery, the view of a
concert/theatrical landmark or
production, monument
education might fit here)
services, public
convenience)

Table 2.2: A classification scheme for goods andrseces, based on degree of
“publicness” and accessibility
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We may compare this classification scheme withtypelogy of collective goods
proposed by Starrett (1988, p.42-3). He says “bratterising collective goods, it
suffices to concentrate on features that make tbemarketable™. He identifies two
features as keyon-excludabilityandnon-rivalrousnessin discussing the former, he
observes: “To establish a workable property rigig,must be able to assign ownership
of the good to a single individual in a meaningfay and monitor the transfer of it
among individuals in a (relatively) costless waym&aningful assignation of ownership
requires that the holder be able to withhold theefies (or costs) associated with the
commodity from others — thus, the idea of excluliigtdi He goes on to note that in
some cases exclusion is possible but only at a(adsth may be prohibitive). He
suggests that therefore “we can rank commoditiesrding to the cost of setting up and
enforcing a private property right” while “for sonrgermediate cases, the answer may
depend on context”. [Mable 2.2we recognise non-excludability in column 4; théenpo
about exclusion possibly carrying a cost appliesetms in column 3, and where that
cost is prohibitive the items can be regarded factical purposes as if they were in

column 4.

Non-rivalrousness is a subtly different featureeili¥ it is possible to exclude, it may
not be desirable to do so. Starrett cites the el@ofa radio broadcast “where my
access to it does not in any way diminish your cap#o benefit from it”. He offers the
definition “A good is non-rivalrous when the oppority cost of the marginal user is
zero”. As with excludability, rivalrousness maydenatter of degree, depending on the
size of the marginal opportunity cost. It may alepend on the level of provision.
Starrett suggests that the opportunity cost mayéasured either in terms of resources
required (e.g. the costs of maintaining a highwalgrage if these vary with use) or
utility foregone (e.g. the congestion costs assediavith extra use of a park or
museum). InTable 2.2congestibility increases in moving down the tabied is

particularly strong in row C.

A point particularly worth noting froriiable 2.2is the different implications for

transport costs. In genergbhodscan be transported wherever they are requireshrae
cost, whereaservicescannot. However, some services can be providddmét defined
area but only if an appropriate distribution sysisralso provided, implying additional

costs. For goods or services that cannot be tratespor distributed, consumers must
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travel to access them, again at some cost. THisction has been noted previously.
Thus Thisse & Zoller (1983, p.2) observe:

“Tiebout’s second paper (1961) offers the basianafther perspective by
reversing the problem under consideration. No loggacerned with
consumers’ choice among given service packagesssiemes a fixed spatial
distribution of users. As consumers’ benefits a@ dependent on the distance
to supply points (they are decreasing functiondistince to the closest facility)
the notion of a pure public good becomes of littlevance. Investigating such
space-generated impurities more deeply, Lea (197§jests making an
essential distinction between traveled-for good$ delivered goods. To make
this distinction clear, we hypothesize a systerasthblished facilities. In the
former case, users must travel to a facility ineoritd consume the public output.
Examples are parks, libraries, hospitals, and s@atemand function for
services can then be derived (see Shepherd (198aiph relates consumption
to distance or transportation costs between resaland facilities, provided that
people are actually able to adjust the level ofises consumed ... By contrast,
consumers oflelivered goodssuch as emergency services or mail delivery, are
not allowed to determine what facility will providlee service and, in general,
do not have to bear the cost or inconvenienceaoktr Distancenayaffect
consumption, however, through service quality (firetection is an example);
this is reminiscent of Buchanan’s (1965) theorpuwlblic goods subject to
congestion, where consumers’ utility decreaseb@stmber of consumers
increases. Two different mechanisms therefore tedlde same result, namely
that users’ benefits are in most cases distance-deperide

However, the point does not appear to have beéwet up to any great extent. In
fact, Fujita & Thisse (2002, p.165, note 3) laemark “The distinction between
traveled-for goodsnddelivered goodsnade by Lea (1979) is not essential for our
purpose.” This seems to be because they do noeootitemselves with delivery costs,
only with the perceived or actual deterioratiotha quality of a delivered good as

distance increases.

For infrastructure services such as water suppiyever, delivery costs would seem to
matter a good deal. We therefore see merit incitigext in bringing back a distinction
based on whether the service is delivered to tkower (at some cost) or has to be
accessed by the customer (again at some costhisgurpose, the terms Area-type

infrastructure and Point-type infrastructure am@pmsed.

c. Network economics

Some infrastructure has network industry charasties. Apart from economies of
scale, Shy (2001, p.1) lists these as: complemigntaompatibility and standards;
consumption externalities; and switching costs lank-in. On the first point, Shy

observes (p.2) that “Complementarity means thaswmers in these markets are
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shopping for systems ... rather than individual paiglu.. In order to produce
complementary products, they must be compatiblehis fheans that complementary
products must operate on the same standard.” Nketwamsumption externalities, the
second characteristic, are illustrated by the examia telephone service: Would
anyone subscribe to a telephone service if nobts#yred subscribed? In cases like
this, the utility derived from the consumption bése goods is affected by the number
of other people connected to the system. On thé dhiaracteristic, Shy says (p. 4):
“The degree of lock-in is found by calculating st of switching to a different
service or adopting a new technology, since thestsaetermine the degree to which

users are locked into a given technology.”

d. Summary

It is evident that there are a variety of estalgliilseconomic approaches available to
apply to the analysis of infrastructure. Useful gratizations to emerge from this
discussion include:

» Access typeMost infrastructure services are distinctly lodsding supplied
either over a defined area (Area-type) or at aqadr location (Point-type).

« Collectiveness Many types of infrastructure involve collectiveeu However,
this is not the case with residential buildings with utility services supplied to
businesses and households.

* Network effects This particularly applies to telecommunicationsiere much
of the value of a system depends on the numbethef subscribers; however,
analogous effects are present in transport netwaskthe number of places
connected (by a metro, for example) increases.

* Excludability : While exclusion is possible in principle for méstds of
infrastructure, the cost and practicality of dogmgvaries widely. This aspect of
infrastructure is perhaps best viewed as a comimuanging from the
straightforward (cinemas) to the very difficult/@xqsive (urban roads). In some
cases, such as enjoying the view of a landmarkusion may be impractical.

» Congestibility: Very few types of infrastructure are not conddsti This is a
consequence of their local character (see “Acgogss’above). And, while in
many cases, it may be possible to relieve congebtyancreasing the scale of
supply (widening a road, enlarging a museum),whiisusually involve taking
more land or otherwise impinging on existing ati®d. The main exception is

wireless services (TV, radio, GPS, etc).
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It is perhaps worth adding here that infrastructuaes/ be the vehicle for some wider
public goods effects, such as the public healtrefisnof clean water supply and good
sanitation; it might also be argued that commurooat (whether of the physical or
electronic kind) contribute a wider benefit in floem of “social glue”. Such
considerations have implications for the optimabants of such services to provide but
do not affect the costs of provision, which will the main focus of this research.

While the above discussion applies particularlintbividuals or households, the
considerations are not very different for firmssicommonly thought that firms may
choose to locate in urban areas so as to be atd&dmdvantage, at little or no direct
cost, of shared infrastructure. However, this igegoompatible with the characteristics
identified above and special consideration of firase of infrastructure is not

necessary here.

5. Water supply as a case study of urban infrastruare

Historically, the enormous implicit value placedunbban water supply is evidenced by
the size of the investments towns and cities haagenover the ages. In Europe, the
Romans provided many spectacular examples. Fraostiourator of Rome’s aqueducts
in the AD 90s claimed that the maintenance of agasdwvas ‘the best testimony to the
greatness of the Roman Empire’ (Bromwich (19961@)1Rome itself was an
outstanding example: Eventually there were 11 agetsdhat supplied water to Rome,
according to Mays (2002). Although, Mays adds (@8}, “ ... throughout the history
of Rome, aqueduct construction was generally remtnéd in an orderly manner. During
Republican Rome the city fathers tended to alloadsdo become critical before
aqueducts were built, similar to modern day practic

Other examples can be found in France. The supglirhes from Uzes is particularly
well known. This remarkable aqueduct built aroufdBZ, which includes the famous
Pont du Gard (itself a massive three tier conssacsome 250 metres long, carrying
the water 50 m over the river bed), runs nearlkmQwith a drop of only 17 metres. It
also includes three smaller bridges and 35 km déetground channels. Less well
known is that Paris (then known as Lutetia) alsodfiged from a Roman aqueduct

some 26km long, running from Wissous (now part df/@irport) to the Thermes de
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Cluny'®. It is not clear how long this remained in use todiy only isolated fragments

can be seen.

For an example nearer home, consider BirminghaminBihe 18' century, as a
consequence of the industrial revolution, Birmingtepopulation grew rapidly. Clean
water was in short supply and there were majorezpids of water-borne diseases,
including typhoid and cholera. Birmingham City Cauinled by Joseph Chamberlain,
set about finding a clean water supply for the.dikyotential source was identified in
the Elan and Claerwen valleys in North Wales, witeeee was high rainfall and
geological conditions suitable for dam-building. k/started in 1893 and in 1904 the
Elan dams were opened and water started flowinggald 8km of pipeline to
Birmingham. As the offtake is 52m above the FrapReservoir, the water flows by
gravity alone. Now 300 million litres of water aydean be extracted from the Elan
Valley to supply Birminghar. In similar vein, much of modern Manchester’s Kirig

water comes from Lake Vrynwy, also in Wales.

The enormous value of the accumulated investmemtan water supply in England &
Wales is indicated by the following quotation franpamphlet accompanying a Water
UK Press Release dated 17 June 2004 “Water inficiate: Building on our
inheritance™:

“The total cost of replacing all the [water] indys$ physical assets in England
and Wales would be over £200bn. Three quarterisi®ig below ground.
Collecting and dealing with wastewater costs mbaa tsupplying drinking
water, mainly as larger pipes are needed. It woakl twice as much to replace
the sewerage system than the water supply.

At the moment, annual expenditure on maintainimg¢hassets is £1.6bn. This is
a significant sum but it is less than 1% of theplacement value. .There are
325,000km of water mains serving 23.6 million castiens. On average each
km of main serves 73 households. Mains vary sigauifily. Trunk mains, which
transport water in bulk, can be 300mm to 1,800miciameter. Local

distribution mains are usually smaller, with 125reing a common size.
Households are connected to the mains via sery@s pThey are usually quite
small, 25mm. ...

'® More details can be found at W D Schram'’s websitewes.uu.nl/people/wilke/aquasite/paris/
1% The information in this para has been extractethfr
http://www.bbc.co.uk/wales/mid/sites/history//pali@sts.shtml
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Water and sewerage systems at a glance

Water Sewerage
Length 325,000km of mains 302,000km of sewers
Connected properties 23.6m 21.8m
Treatment works 2,500 9,000
Replacement value £70bn £140bn
Layout Mainly inter-connected Small sewers joining large

networks (except in rural | ones to single destination
areas). Booster pumping | (the treatment works).
stations to maintain Underground chambers to
pressure. prevent flooding.

... More than half of the mains below London are ce@d to be over 100 years
old. One third are over 150 years.”

Evidently, if all the different forms of urban iastructure (buildings, roads, transport
systems, other utilities such as electricity, gas elecoms, etc) could be similarly
valued, the resulting total would be very largecied — probably dwarfing the
investment in manufacturing industry, for exampljch features so much more
prominently in the urban economics literature.desl seem surprising therefore that

urban infrastructure does not attract more attantio

Its evident importance provides one good reasofofarsing in this research on urban
water supply. Itis also a good example of Area€dlygrastructure. Furthermore, it has
the advantages of a relatively straightforward netbgy, which does not vary much
from place to place and evolves only slowly; thierenly one (free) raw material and
the costs of distribution are significAht all of which should help to bring to light the
effects of interest here. A further advantage ésgghblic availability of most of the data
submitted annually to the Office of the Water Ragil (Ofwat), known as the June
Returns (Ofwat (2003a)). 43 tables in all, covetagh financial and non-financial
information, it is all compiled using the same grilthes and so should be consistent
across companies. However, as will later becomearapp, because the water
companies in England & Wales serve large areasmathy settlements, it was

necessary to seek more disaggregated informatom éther sources.

At the same time, there are some limitations touesof water supply as a model for
other types of urban infrastructure. When each thaahits own gas works, and

electricity generation was more local, the similas were substantial. However, since

204In gas and electricity, the indicative additiomalsts of transportation are approximately 2.5 &%
100 km, while in water they are approximately 50B§attet al (2006, p.390)
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the 1960s, town gas works have been replaced tkyshipplies of natural gas from the
North Sea and elsewhere, changing fundamentallg¢beomics of gas production and
distribution; similarly, electricity production hascreasingly been concentrated in very
large power stations, although in this case sommidual trade-off between economies
of scale in production and diseconomies in distidsumay still be at work. In
consequence, long distance bulk transmission @laysmportant role in electricity and
gas distribution. This is less a feature of watstrihution where treatment works tend
to be located near the settlements they servénewgdh bulk supplie® treatment works

are of some importance.

Application to the transport sector may also notnb@ediately evident but consider the
functional analogy between water distribution systeand roads or railway lines
(whether over or under ground); and between tresitiverks and stations or bus
termini. Transport does however raise additionahglkcations, such as that transport
itself is part of distribution costs; and that ti@flow consists of units that can exercise

some choice about routeing.

Perhaps more encouragingly, the conclusions shmublzpplicable, if distribution costs
are replaced by access costs, to Point Type inficiste (such as hospitals) without
undue difficulty. The trade-offs will of course Héferent, and explicit consideration
may need to be given to how transport costs aeet&d by different scales of
operation, but the consequences for access castanfer facility requires a larger
service area are amenable to analysis using aasifralmework to that developed here

for water supply.

Taking then water supply, there are two main elémgnany urban water supply
system: water production (which can be sub-divieka water acquisition and water
treatment) and water distribution, each with itsxadistinctive economic characteristics.

These characteristics can be summarised as:
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a. Water production

I. Water acquisition

This is highly dependent on the geography and ggadd local water resources but
typically involves some or all of:

* Impounding dams and reservoirs;

* River abstractions; and

* Boreholes to tap underground water.
The economics of water acquisition reflect thesbnelogies. Dams are clearly large,
indivisible items; and an increase in the heigha ofam will generally result in a more
than proportionate increase in water stored. Rabstractions may also enjoy some
scale economies due to pumping technology anddhene benefits of larger pipes (the
volume of a pipe varies with radius squared, serfaea with radius). With boreholes,
however, abstraction tends to be optimised witlesssmall ones rather than a few
large ones. Nevertheless, overall water acquisitidikely to be characterized by
significant scale economies. But there is an ingyargualification: water has a high
weight to value ratio so it quickly becomes unecuiwif pumping is required, either to
bring it up from great depths, or to deliver it ol@ng distances where there is
insufficient difference in levels to allow gravitged. There is thus a trade-off between
scale economies in water acquisition and transomnssosts. Distance introduces
diseconomies, a point that will re-appear morengfipwhen water distribution is

considered.

ii. Water treatment
Water taken from boreholes is generally of highlityyaneeding little further treatment
(although there are exceptions to this generatimgtiBecause of this, such treatment as
is required can often be provided at or near thiéhead and a separate treatment works
may not be required. Where a full treatment wosksdeded, a near universal
requirement for surface water, this is a genealiglatively straightforward semi-
industrial facility involving processes such agrétion and chemical treatment. As
such, treatment works show the kind of scale ecae®typical of industrial processes.
However, Nick Curtis of Strategic Management Cotasus (2002, p. 61) reports that
the Minimum Efficient Scale (MES) of water treatrhgtant is relatively low at about
the size required to serve some 50,000 propedtssu¢ 30 Ml/day). Unit cost curves
estimated by both Curtis and Deloitte, Haskins &s5d¢990) indicate that a doubling
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of output secures a 20% reduction in costs althdtuigmot clear whether such savings
continue much beyond 100,000 properties servedisurther reports (p. 30) that “the
average size of surface water treatment plantefitie largest water industry

companies [in UK] in 1993 ... was 44,500 propertidhis may be because in practice
the size of treatment works is determined lessbycbst-minimising scale of plant than

by distribution costs, which we consider next.

b. Water distribution

The water distribution system of any settlementiseto be a reflection of history and
local geography rather than technical or econormtomsation, making generalisation
difficult. However, modelling — se€hapters Il andV, andAppendix F — indicates
that unit water distribution costs are likely t@liease with size of service area. This is
essentially because as the size of the servicdrarezmases, the average distance over
which water must be delivered increases. Howetherptodelling also indicates that
higher population densities should be associatéiu lawver unit distribution costs,
ceteris paribusAs a result, the higher costs of distributin@tiarger area may be offset

to the extent that larger populations are more elgrsettied™.

6. The focus of this research

One of the conclusions from the analysiSeaction 4above is that much of the man-
made urban infrastructure can be seen as belohgioige of two broad types:
« Area-type: Provides services within a defined area (e.gjtia8, transport
systems). In such cases, getting the service 1@ uselves distribution costs;
» Point-type: Provides services at a specific point (e.g. Hatgpischools, offices,
shops, museums, theatres, etc). In such casesgtinealent consideration is the

cost to users of accessing the facility.

For the former, the cost of supply seems likelpeadriven by:
1. Possible scale economies in production (e.g. wedatment works);
2. Possible diseconomies in distribution costs, winigy increase more than in
proportion to the size of the area served;

L As Glaister (1996) has commented: “The [water] Btdis likely to exhibit non-constant returns to
scale for a variety of reasons. It has long beeageised that the network effects make this thetmos
natural of monopolies. Yet there are likely to bereasing returns to density of supply wherevertase
capacity of storage and delivery which depend upersquare of the linear dimensions.”
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3. Possible savings in distribution costs relatedighér population densities.

For the latter, the equivalent influences are:

1. Any scale economies in the basic facility (e.g.fdi@s, school, museum);

2. Possible diseconomies in access (e.g. transpat3,ashich may increase more
than in proportion to the size of the catchmenadcé the analysis of
commuting costs by Arnott (1979));

3. Possible savings in access costs related to hpgprlation densities; and, in
addition

4. Possible congestion costs, which are likely toease with size of catchment
area and population density.

It is indeed precisely the interaction betweenaheffects, i.e. economies of scale,
distribution costs and density effects, that thissarch aims to elucidate, using water
supply to provide illustration and quantification.

The results of the empirical investigations caroed are reported i@hapter IV (water
production),Chapter V (water distribution) an@€hapter VI (the interaction between
production and distribution). But firs§hapter 11l draws attention to the special issues
that arise in considering the distribution stagavafer supply, developing simple
models which help to throw light on how distributioosts at settlement level can be

expected to vary with size of population and sendrea characteristics.
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lll. METHODOLOGICAL IMPLICATIONS OF THE
DIFFERENT CHARACTERISTICS OF WATER
PRODUCTION AND DISTRIBUTION

1. Introduction

Analysis of water supply costs, when the distribnitstage is included, raises a number
of methodological issues that do not arise wherem@toduction is considered on its
own. The semi-permanent character of the main aisseployed in water supply,
particularly on the distribution side, has led sam#éhors to treat capital in this industry
as “guasi-fixed”. This question is considerediection 2below. Then the potential for
interaction between economies of scale in prodoaind diseconomies in distribution
(non-separability) gives rise to problems in thecsfication of production or cost
functions to test for scale effects, which are assed irSection 3 Moreover,
distribution output has a spatial dimension, rgsjnestions about how it should be
measured, and this is tackledSection 4 Here, by modelling distribution areas as
monocentric settlements, a measure of distribugigput OO) which is the product of
water consumptionC) and average distance to propertigsi¢ derived. Both this
method and alternative models of water distributiosts developed iAppendix F

lead to the conclusion that distribution output barviewed as a function of three key
variables: consumption per propeny),(numbers of properties served) (together
making up water consumeQC =w.N) and some measure of the distance or area over
which water has to be distributed (in this reseattoh main emphasis is put erbut
there could be simpler measures related to lenfgtiamns or size of service area).
Consequently, there will be more than one scakcetb consider. The various
possibilities are examined Bection 5 A further issue is the treatment of water lost in
distribution (leakage); this is taken upSection 6 Finally, inSection 7conclusions on

how best to proceed are drawn.

In considering the arguments and methods develwpinds Chapterand the results of
the empirical work carried out on this basis irtathapters, it is important to keep in
mind that the purpose of this part of the rese&¢h arrive at a reasonable general
representation of scale effects in urban water Isuppt to make a precise estimate for

a particular company or town.
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2. The quasi-fixity of capital

In standard production theory, capital is takebddixed in the short term but variable
in the longer term. Accordingly, a distinction isde between the short run cost
function (in which capital is fixed) and the longnrcost function (when it is not).

Garcia & Thomas (2001) seem to have been thetdirstopose that in the cost function
for water supply, the capital stock should be wdats “quasi-fixed” because “its
modification in the short run is either not feasiblt is prohibitively costly” (p.11). In
fact, the implication is that the capital stock manbe changed much even in the longer
run, so that it is best to concentrate on resutained using a short run cost function,

conditional orK, a vector of quasi-fixed inputs.

Torres & Morrison Paul (2006) concur, arguing that:

“The choice between long and short run models poeisent water utilities’
production structure depends on, among other ththgspresence of quasi-fixed
inputs in the water production and distributionqasses. The water utility
industry is highly capital intensive, with mostitsf capital assets underground,
which may severely restrict the capital adjustnpotess. We thus use a short-
run cost function framework to represent wateiitigd’ production technology
and decisions.”

This short run cost function can be expressed as:
VC=VC(@Q,p,K,Z) (3.1)
WhereVC s variable costQ is a vector of output, is a vector of variable input

prices, K is a vector of quasi-fixed inputs adds a vector of technical/environmental

characteristics.

Although Stone & Webster Consultants (2004) estntaith short and long run cost
functions for water companies in England & Walégytalso argue (p.14) that:

“In the water company context, this formulationgasption of long run
adjustment] may be less than helpful ... First, g#ahhology used in water
services can be indivisible and associated witly iarg service lives ...
Secondly, companies do not have total influence ftixed factors such as
capital. Legal obligations to meet quality standawd connect customers to
network systems means that it can be more apptefaareat capital in
particular as a quasi-fixed input.”

Their main results therefore come from a specificebased on (3.1). They comment:

“This variable cost function satisfies the samepprties as the long run
function, without imposing the assumption that dqdixed inputs such as capital
have been optimally chosen by the firm. Hence, feamempirical viewpoint,
estimation of the variable cost function will yidlte same economically
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relevant information contained in the underlyinggurction technology, but
without the risk of mis-specification because el of observed capital inputs
have not been optimally determined.”

They go on to show that modeling variable costvipes a way of distinguishing
between short-run and long-run economies of s€aleexample, with output

elasticities derived from (3.1), returns to sc&&§ are given by:

1 o(InVC)
Shortrun RTS; =— wheregg =——— ... 3.2
Se= 5= 30} (3.2)
Long run RTS, = 17 & where g, _onve) (3.3)
Es o(InK)

The arguments for taking this approach in the wiatdustry are strong. On the
distribution side, water mains which constitute viast majority of the assets tend to
have very long lives; on the production side, impding reservoirs are also long-lived
while water resources, such as boreholes andabsractions, cannot be quickly
changed. However, not all capital assets are semiqus to change: water treatment
works can be expanded or upgraded, pumping stagiethisnonitoring systems can be
improved and the formation of new settlements mtesiopportunities for new
technologies to be adopted. Nevertheless, the gggmof “quasi-fixity” is clearly
more realistic than assuming complete flexibillhydeed, in the case of water
distribution, we will take this argument a bit tuet, proposing a Leontief-type

production function.

3. The (non-)separability of water production and vater distribution

a. The trade-off between the costs of production ahthe costs of distribution

The tension between economies of scale pullingymiooh to a single point and
transport costs pulling production towards the gdawhere customers are located can
be seen as lying at the heart of spatial econdmiesr utilities, the key issue on the
distribution side is coming to grips with the ingations of Schmalensee’s (1978,
p.271) observation that: “When services are dedigd¢o customers located at many
points, cost must in general depend on the enistelslition of demands over space.”
The question then is how important in practicéestrade off between economies of
scale in production and the costs of distributimg larger volume of product over a

larger service area.

2 SeeFujita & Thisse (2002, Ch.2) for a general disooissif location and pricing in a spatial economy.

56



On this key question, several of the referenceiewad inAppendix B refer to the
possibility of such a trade-off — e.g. Nerlove (338Clark & Stevie (1981), Kim &
Clark (1988), and Torres & Morrison Paul (2006) wéwer, only Clark & Stevie
attempt to investigate this trade-off in a systeenafly and their approach is open to
criticism as toad hoc It seems likely that in general there is a traffeand that it may
be particularly important in the case of water $yfyecause of high distribution costs,

but there appears to be plenty of scope for ietéuinther explored.

It is assumed by Roberts (1986) and Thompson (1@ electricity production is
separable (in the formal economic sefiStpm electricity distribution. This is what
enables them to assume that the costs of elegtgerneration (the production stage) are
minimized prior to being input into the distributistage — and hence to represent the
input electricity in the cost function by a singléce’”. However, if there are scale
economies in the production stage but diseconodiissale in distribution, this
assumption is inappropriate. Transferring attenfiom electricity to water supply, the

point can be simply illustrated by reference todiegrams irFigure 3.1below:

() (b)

Figure 3.1: Water supply: Should this area be sengby (a) one treatment works
or (b) two (or more) treatment works?

In diagram (@), water is distributed over the whsdevice area from a single treatment
works: This is the solution that would be choseecibnomies of scale in production
were the only consideration, and is the solutioplied if separability is assumed.
However, if there are sufficiently large diseconesof scale in distribution, the
combined costs of production and distribution mayrbnimized by opting for two (or

more) treatment works, as in diagram (b), becausédigher costs of production in

%3 See Chambers (1988) pp.41-48 on separabilityadymtion functions and pp.110-119 on separability
in cost functions.

24 A similar assumption is made by Duncombe & Yingk393) in their two stage specification of a cost
function for fire protection.
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smaller works may be more than offset by savingdistribution costs — particularly if,
for example, the works are located near urbanesesthts and the rest of the service
area is only sparsely populated. Of course, whethegiis the case or not is an empirical
matter but as it is central to the questions beingstigated in this research, this
potentially important element of the situation vai# missed if one proceeds to try to
estimate scale economies in water supply with &faostion specification which

assumes separability.

b. Separating distribution from production using production/cost functions

How best then to bring out the distinctive featuwewater distribution when analyzing
water supply costs? Among those using productiaiicarcost functions, two broad
approaches can be identified in the literature:

(a) Model water supply as a single activity but seeldemtify distribution effects
by treating distribution as an additional outpuaiimulti-output framework or
by adding suitable explanatory variables. Thusr{&i& Webster (2004) use
number of connections as a measure of distributigput while (Kim & Clark
(1988) introduce miles of pipes as an explanatanable and (Torres &
Morrison Paul (2006) introduce service area. It ldalso be possible to use
some composite of these, such as connections/frpipe or
connections/service area, i.e. measures of deadilygugh this is not done
directly in the studies mentioned. The main probleith this approach is that it
may fail to expose fully the distinctive economafghe distribution stage.

(b) Develop a two stage model of production and supgtizger based on network
costs (Clark & Stevie (1981)) or on a two stagedpation function — e.g.
Roberts (1986) and Thompson (1997) for electrisitgply, Duncombe &
Yinger (1993) for fire protection, with distribuhceffects being directly
identified in the second stage. The main problere fsethat multi-collinearity
between production and distribution variables ailse unless cost
minimization at the first (production) stage iswased, but that is inappropriate
if the two stages are not separable (in the foenahomic sense) — s8ection
3(a) above.

Evidently, some care is needed in developing auwrtioh or cost function specification

for estimating scale economies in water supply.

The strengths and weaknesses of the first apprathe seen in Torres & Morrison
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Paul (2006%. Although their cost function does not distinguisween water
treatment and water distribution, volume econorfigeyg in their analysis can be seen
as likely to arise mainly at the treatment stagdendconomies (or diseconomies)
linked to customer numbersacf) or service areafs) are likely to relate primarily to
the distribution stage. Their approach can thusdes as going some way towards
isolating the different economics of productionnfrthose of distribution. This is an
important step forward if there are indeed, as #esert (p. 105), “potentially
significant cost trade-offs involving water prodoct and network size”. However,
because their specification does not distinguigtvéen inputs to the production stage
and inputs to the distribution stage, there mustaia some uncertainty about the size

of these effects.

There is also a problem regarding Torres & MorriBail’'s measurement of the effect
of size of service area. Although they considenstliding length of pipes in the vector
of quasi-fixed inputs, they decided against wheay tiound that pipeline length was
strongly correlated with service area size. Thegefas only variable costs are modeled,
it is not clear how the extra (capital) costs @& kbnger pipes required by larger service

areas can be reflected &, which may therefore be underestimated. On trosteE &

Morrison Paul comment (p.111, Footnote 13) “ .. pipgline length is] included as a
level the estimates are not robust due to multiregarity. If included as a ratio
(pipeline length per customer), network size isame sense controlled for, causing the

Ecy €stimates to have a downward, and £pg estimates an upward trend over the size

of firms.” The question here is whether their shart specification of the
production/cost function has adequately represediféztences in the capital invested

in systems of different sizes and densities.

On the face of it, some of the problems identidxdve might be avoided, if suitable
data is available, by estimating a production fiorctvhich includes all the separate
inputs to production and distribution in a singladtion, such as:

Q = f(Kp,Lp,Zp Ko LpiZp) e, (3.4)
WhereQ is final output, andk, L andZ are (vectors of) capital, labour (and other

operating) inputs and environmental factors, retato production®) and distribution

(D) respectively.

2 SeeAppendix B, section 4(e¥or a fuller account.
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This is the approach taken initially by Roberts§@8Pand Thompson (1997) for
electricity suppl¢®. Apart from data issues — e.g. implementation seitjuire suitably
disaggregated data, with the added complicationpteluction units may not align
with distribution areas — there is also the likebd of unacceptably high collinearity
between variables. In fact, if a cost functionesided from the composite production
function (3.4), the price of capital for productisnikely to be identical to the price of
capital for distribution, as is the price of labdar each stage, rendering their separate
effects unidentifiable. It is probably for this that Roberts and Thompson, in their
cost functions, replace the production variables lsingle price for electricity input

into transmission and distribution, arguing tharéare in effect constant returns to
scale in electricity production, contrary to atdesome of the evidence, e.g. Nerlove
(1963).

An alternative to either of the above proceduresld/be to work with a separate
production or cost function for each stage of wategiply (although no studies which do
this have come to light in our literature survelfis route, while feasible, is also not

without problems, as explained below.

e Production stage
Following standard procedure, one would start bstydating a production function for
water productioff of the general form:
QP =f(K,,L.,2Z2,) (3.5)

whereQP is quantity of water producelp is (a vector of) capital employed in water
productionLp is (a vector of) production operating costs Zpds a vector of

environmental factors (such as type of water) ikelaffect treatment costs. From this
production function, assuming cost minimizatioroat function can be derived of the

general form:
CP=C(QP, pyp: Pip:Zp) e (3.6)

WhereCP is the full cost of water production and theare prices related & andLp.

Or, if capital is taken to be quasi-fixed (s&ection 2above):
VCP=C(QP,K,,Pip:Zp) e, (3.7)

26 SeeAppendix B, sections 3(band(c).
" The term “water production” here and elsewheremse®ater acquisition and treatment.
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WhereVCPis variable costs of water production alg is a measure of the quasi-

fixed capital.

There does not appear to be any reason why thisothahould not be successfully
applied to water production, as it was to eledlyiproduction by Nerlove (1963),
although some practical problems will need to bdressed. For example, the
specification strictly relates to individual plarsts ideally implementation requires plant
level data. In the US, although many water utsitsgpear to operate at rather small
scale with only one treatment works, there isditthta available on capital inputs. In the
UK, on the other hand, although more data is abkElat company level, most water
companies are rather large, and operate large msrbgplants, with very limited plant
level data publicly available (not including infoation on costs at plant level).

e Distribution stage
Following the same approach as for water productae might postulate a production
function for distribution having the general form:

DO=f(Ky, Ly, Zp) (3.8)
WhereDO is a measure of distribution output afgl etc are the distribution
equivalents of the treatment variables — see @hbye. It would then in principle be
possible to proceed to derive a distribution caatfion of the general form:

CD=C(DO, pys, Pp:Zp) e (3.9)
WhereCD is the full cost of distribution and tlps are prices related &, andLp. Or,
if capital is taken to be quasi-fixed

VCD=C(DO,K,,ps.Zo) e, (3.10)

WhereVCD s the variable costs of distribution.

However, the processes involved in distributionratber different in character from
those involved in production. By far and away thgést capital input to water
distribution is the network of pipes through whtble water is delivered to customers.
This basic system may be augmented by servicevase(to help manage fluctuations
in demand), pumping stations (to boost pressuras$)ia some countries, water towers
(which serve both purposes); and the system maybject to a greater or lesser degree
of monitoring, which may be more or less automa@pgkrating costs include teams to

carry out inspections and repairs, pumping costisl@akage control. Thus although
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there is some scope to vary the proportion of eadptother inputs, so that a production
function for distribution can be said to existpiractice the network of pipes is more or
less fixed and there is very little choice of tealogy so that significant change in input

factor intensity is unlikely to be observed evenhea longer term.

Moreover, within any one company, there will béditvariation in factor prices from
one area to another, so that (whether or not ieereich choice of technology)
economic considerations would lead one to expecerapless the same technology to
be adopted throughout the company area. The oalywagiable is the scale of output
and that will be determined by the size and locatibcustomer demands in relation to
the water production facilities. In this case there it would appear an acceptable
simplification to consider the ‘production functidn have become reduced to a single
point for each level of output, with factor proports fixed by the technology that has
been chosen (or, more often, inherited from thé¢)p@kis is the Leontief form of
production functioff but without constant returns to scale and is pgetd inFigure

3.2

Capital

Input y * Expansion path

O P W

\
W)
Il H

»
»

Vi Vo V3 Variable inputs
Figure 3.2: Production functions for water distribution

The implication ofFigure 3.2is that there is a particular amount of variablguit
associated with any particular level of output, i.e

vCc=v(oOo) (3.11)
If VCis measured as the variable costs of distriby WD) this becomes (3.10) shorn
of the additional variables on the RHS, althoughatld still be right to include any

technical/environmental variables frafp which might affect this relationship. And for

?8 The Leontief production function can be regardea apecial case of the CES production function,
when the coefficient of substitutiony = —oo, although this not particularly helpful.
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any particular level of output and variable inghgre will be an associated amount of

capital input, which is why a capital variable it meeded in (3.1%3

A note on Leontief production functions
If technology is such th& units of output requira.@" units of fixed capital input
andv.Q units of variable inputs, three distinct caseseari

1. a = =1 This is the textbook Leontief production functievhich has the two

nK) _a(nV) _,..
onQ) a(nQ)

properties: (a) K/V = u/v (i.e. a constant); anjl

constant returns to scale.
2. o= =v (y£1): This can be called a Leontief-type productionction. It has
the two properties: (a) K/V = ulv (i.e. a constaat)d (b)
o(InK) _a(InV)
d(InQ)  d(InQ)
whethery is <1 or >1.
3. o #[: This is a new case, which does not seem to lveisked in the literatursg.

=y, i.e. increasing or decreasing returns to scghemniding

It has the properties: (a\})j— = EQ”‘ﬁ (i.e. varies with the level of output); and
\

a(InK)
a(InQ)

(b) returns to scale also varies with output, beirignction of and

a(InV)
o(InQ)

As with water production, there will be a numbepaddctical problems to address:

» Just as the production function for water productieeds to be related to an
appropriate unit of production, the relevant uaitdistribution needs to be
defined. Typically the distribution system for eadmmunity (village, town or
city) is more or less self-contained so that eadh self-contained distribution
system is probably the appropriate unit for analylsi the US, this is often
compatible with the production unit, facilitatingtd collection and analysis. In
the UK, however, each company serves a large nuofle&mmmunities and
information on the geography and costs of eachibligion system is not easily
accessible.

e Secondly, there is a question about how distriloutiotput DO) should be
measured. Volume of water is inadequate as it doeeeflect the transport of
water from works to customer, which is the essariaehat the distribution
system is “producing”. lisection 3below, a new composite measure is

proposed, which incorporates both volume and digtan

#|tis in this respect that the approach here diffeom the ‘quasi-fixed’ capital approach of Garéi
Thomas (2001).
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» Thirdly, there is the question of how to deal wahkage which, in UK at least,
is significant, varying between about 10% and 3@¥ss companies. This is

discussed irsection 6below.

c. Proposed way forward
In the light of this examination of the issues, omey conclude that for the purpose of
investigating economies of scale in urban watepbBufor other infrastructure services)
using production or cost functions’:
I. A possible starting point is@mposite production functidike (3.4) above,
provided appropriate data is available, and theret excessive collinearity
between variables. However, it would not be possiblestimate a cost function
based on this production function because of cadliity in the prices.
ii. A better prospect would be to start from Separate production functiorisr
water production (3.5) and water distribution (3a8)ich, assuming capital to be
quasi-fixed, then lead, as discussed above, teaghable cost functions (3.7) for
water production and (3.11) for water distributidhere would still be a number of
practical issues to resolve, as noted above; ame seay of bringing the separate
results together will be needed.
iii. If neither of the above approaches can be sssfully implemented, the
aggregate cost functiomsed by Torres & Morrison Paul (2006), perhaps wit
different distribution variables, remains a podgipalthough it may not fully

expose the different economics of production astribution.

Method (i) above seems to be ruled out becausetaistimation of the production
function is unlikely to work well while the costriation cannot be estimated because of
collinearity in prices. Although method (ii) migappear to ignore non-separability, this
is not in fact the case. There is clearly no olpecto estimating economies of scale in
production at plant level, if suitable data is #aalie, as done by Nerlove (1963) and
those following in his footsteps. Similarly, scalects in distribution can be
investigated independently of production. Howeteijetermine the cost-minimising
arrangement taking production and distribution tbgewill then require a sort of “trial
and error” assessment of different combinationseztment plants and service areas —
rather in the manner of Clark & Stevie (1981). Bis ts a viable if somewhat clumsy

approach. Finally, method (iii) is also feasible,em suitable data, and results obtained
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in this way can then be compared with those obthirsgng method (ii) to see whether

different conclusions emerge.

4. Defining distribution output

At first sight, it might seem that the output oéttlistribution system is simply the
volume of water delivered. If it were all deliverxone place, this might be acceptable.
But the essence of the distribution function islétiver water to many different places,
in the amounts and at the times when it is reqtfirathese wider functions need

somehow to be reflected in the way output is messur

As a starting point, distribution output might beasured, by analogy with measures
such as tonne-kms and passenger-miles used iptrarssudies, as:

DO:ivvi.ri (3.12)

i=1

where: N = number of properties being supplied,;

w; = water consumption by propeity

ri = distance of propertyfrom water treatment plant.
In this formulation, the quantity of water usedath property is weighted by the
distance it has had to be transported to reachrihigerty. It therefore leaves out some
other features of distribution such as height (pimgead) and variations in diurnal
and seasonal demafidNor does it say anything about the technologgiistribution
although it leaves scope for the efficiency oflsttion to vary depending on the
technology used (e.g. size of pipes, use of bogsteps, number of service reservoirs,

etc.).

In practice, information about the consumption kow@tion of every individual
property is unlikely to be available so it will becessary to work with average
consumption per property, or averages for grougonsumers such as households and

non-households (or large industrial consumers aners) and to find ways of

% This point is well-recognised in logistics: “Lots ... is the positioning of resource at the ritimte,

in the right place, at the right cost, at the righéality.” (Rushtoret al (2000)). More generally, the
functions of the distribution system can be sumseatias making product availabl@ereandwhenit is
required, as well as in tlpantitydemanded, i.e. it involves changing location @port) and timing
(storage) as well delivery to individual consum@n®aking bulk). With high value products, the \eabf
the product in the pipeline can also be an importansideration.

% Arguably, if water supply was priced in a compeg¢itmarket, no such adjustments are needed as the
price paid by consumers should reflect all thestofa. However, in the case of water supply, prares
often not market-determined and it is necessavwyaik with quantities supplied rather than value.
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approximating distances. The simplest assumptiamndvoe that each property has the
same water consumption, which is equal to total consumption averaged aller
properties. Adopting this simple assumption, (3d&) then be expressed as:

DO = N.w.¢g (3.13)

whereg is the average distance between properties andetienent plantN andw (or

N.w = total consumptiorQC) are usually readily available, but how to estient

Although in practice a water treatment works mayeenore than one settlement, or a
large settlement may be served by more than onkswiblis convenient to start by
supposing that each treatment works serves arsettkeproportional in size to the
capacity of the works. Then, treating each setttgras circular and monocentric, with

its treatment works centrally locatégdthe following results can be used:

Outer radiusR

Figure 3.3: Circular settlement

In Figure 3.3if property density at radius=d(r), and the width of the shaded area is
or, then

Number of properties in the shaded rimy,=d(r).2r.o0x ............. (3.14)
Distance to properties in the shaded rigg,=r.n, =r.d(r).271.5 ............. (3.15)
and

Total number of properties in the settlemeNt= ZITIOR d(r)rdr ............ (3.16)
Total distance to properties in the settlemeént; ZHJ'OR d(r)or’dr ....ccoov...... (3.17)
So, average distance to properties in the settlemen% i (3.18)

%2 More commonly, the treatment works will be towatids edge of a settlement but the exact location is
relatively unimportant if water is delivered in kub the distribution system.
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If it is further supposed that property densityiisform across the settleméhtso that
d(r) = d, (3.18) then yields:

@ = % R whereR is the settlement radius e (3.19)

In this case therefof@O is linear inR.

If, more realistically, and consistently with th@nocentric urban model (see, for
example, DiPasquale & Wheaton (1996, pp.61-64dkdining density is assumed, so

that d(r) = d,.e™ (i.e. density declining exponentially at the rataway from the

centre, where density ), then (3.16) gives:
2 }
NziFih—em@+A@] e, (3.20)

And (3.17) gives:
2p2
w:f%hP—ém@ﬁAR+A§:H ................ (3.21)

And (3.18) then becomes:

2p2
{1—6”R [1+/1R+ A 2R ﬂ

- [+ IR )

................. (3.22)

—ﬂ :E
¢_N P

Here,p is increasing iR (in a non-linear way) and so therefore is distiidou output.
Although in both cases average distance is a fomnafR, this does not mean that
density has no effect on costs. For a settlemeatgwen population siz& will vary
inversely with density. This can also be seen jngdhat the expression (3.13) DO

includesN, the number of properties, which may be largesroaller independently of

Q.

Now, a measure of the distribution output of aleeteént can be obtained as the product
of N, w andg. In the constant density case, using (3.19) arkBJ3this gives:

Do=Nw§R ............. (3.23)

Similarly, in the more realistic declining denstigse, using (3.22) and (3.13), it leads

to:

% An assumption often adopted for simplicity althouig¢onsistent with standard urban theory which
suggests that density will decline away from thetiee
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A?R?
{1—e”{1+ AR+ ) ]]

_2 i :
DO =~wN e ™ R (3.24)

This is a rather more complicated expression tB&28] and its evaluation requires an

estimate of (or a plausible assumption forlf desired (3.23) and (3.24) could be

expressed as functions of service akaather tharR, using A= 7R”. However,
because reported service areas often include asgab are unoccupied or unserviced,
it is likely to be desirable to make a further mefinent to exclude areas not reached by

water mains, when measuriAgpr R.

Hitherto, studies of water supply have always mesboutput as the quantity of water
supplied or consumed, so failing to take into aotdlie distance aspect of water
distribution. These new measures, although appratxims, are clearly superior in this
respect: as can be seen, in both c&8¥@ss the product of quantity consumemd ) and
a measure of average distance to propergedr( Chapter V, methods to implement
(3.24) are developed and the results of usingnti@iasure to estimate scale effects in

distribution are reported.

Using a different kind of model also leads to tbadusion that water distribution costs
are driven by three key variables: consumptiongpeperty (v), number of properties

(N) and length of maing\{). This alternative approach is set ouAppendix F.

5. Assessing scale effects in water production amigstribution

Now, if from (3.11), the cost function for watessttibution is of the form:

vCcb=f(Do,z,) (3.25)
And from (3.23) or (3.24):
DO=f(wN,9) L (3.26)

It can be seen that there is more than one costi@tg to consider when assessing scale
effects. Three are of particular interest:

a.ew — the elasticity of distribution cost with resp&ziconsumption per

property — the pure quantity effect (numbers ofperties and size of

distribution area held constant);
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b. en — the elasticity of distribution cost with respexinumbers of properties —
the density effect (consumption per property azé sf distribution area held
constant);
C. ea — the elasticity of distribution cost with respexsize of service areathe
size of distribution area effect (which is alsoimdkof density effect).
In deriving values for these elasticities from mstiing equations based on (3.26), it
needs to be noted that bdtfrandy are functions of andR, and are therefore not
independent of each other. The elasticiéigandea cannot be read off from the

estimated coefficients. Their evaluation is takprfar further discussion i@hapter V.

Other elasticities potentially of interest include:

d.es= en + ea — the elasticity of distribution cost with respexsize of

settlement (density constant);

e.¢p — the elasticity of distribution cost with respéztdensity of settlement.
Returns to scale are then measured by the reciprbtieese elasticities, with values
greater than 1 indicating economies of scale (grehtin O if quantity does not change,
as withea andep). And, following Stone & Webster (2004), the r@athips (3.2) and
(3.3) provide a means to distinguish between dleom and long term returns to scale,

in cases where the cost function includes a termadpital.

6. Treatment of leakage

Thus far, the treatment of leakage (distributiossks) has not been considered. In fact,
leakage rates are typically in the range 10%-%¥0%eakage thus represents a
significant cost in the water supply process. Ndyaoes water that has been acquired
and treated at some cost get lost but part ofakes®f distribution are incurred in the

transport of water that never reaches consumers.

One approach, pioneered by Garcia & Thomas (20919,treat leakage as an
additional output (albeit an undesirable one) mudti-product analysis. Hence in their
cost function (se@ppendix B, section 4(b) the output vector has two components —
water delivered to customers and water lost irridistion. This approach, also used by
Stone & Webster (2004), is attractive when the $aswn industry efficiency because it
enables the trade off between higher expendituleakage control and expenditure on

other ways of increasing supplies to be exposederer, the focus in this research is

3 SeeAppendix D for a full breakdown of distribution losses (inelakage) for one water company.
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different. We want to be sure that if there are systematic differences between
leakage costs related to settlement size or deriswyll be reflected in our results. For
this purpose, it is sufficient that water produnt@mosts include the cost of producing
amounts lost to leakage, while for water distribafithe recorded costs should include
the cost of leakage control activities as wellresdost of transporting lost water (as
they do). If a measure of the cost of leakagedqsired, the difference between unit
costs with quantity consume@QQC) as the divisor and unit costs with quantity puoi

distribution QDI) as the divisor will provide it.

7. Data sources

a. Ofwat data for water companies in England & Wals

Water supply in England and Wales is currentlyrdggponsibility of 10 combined water
and sewerage companies (WaSCs) and 12 water soplglgompanies (WoC%¥) In

the areas where the latter supply water, sewesathe iresponsibility of one of the
combined water and sewerage companies. Where&8¢$daB€s cover very large areas,
based in principle (following a reorganization loétindustry in 1973) on river basins,
the WoCs generally cover rather smaller areagctifig their origins as municipal
water suppliers (although with the passage of tsneje have come to serve more than

one urban area).

As the ultimate purpose of this research is towhiight on how infrastructure affects

the economics of urban settlements, the ideal wbaltb test the relationships
developed irChapterslil , IV andV using data from individual urban areas. Data
disaggregated to urban area level on the watergagpvities of the WaSCs is not
publicly available. For the WoCs there is, at leastome cases, a closer match between
responsibilities and particular urban areas (ergpt®, Cambridge, Portsmouth).
However even in these cases the correspondenceisbiin areas, as defined for other
purposes, e.g. Census key statistics for urbars #dS (2004)), local authority
administrative boundaries or the Functional UrbagiBns favoured by some
researchers, is not very good; and in other casgsThree Valleys, South East Water),

the correspondence appeared to be quite remote.

% Omitting the Cholderton & District Water Co, fohigh Ofwat does not publish data because it is too
small.
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Tables 3.1Aand3.1B below show the key water supply figures for 2003tfe WoCs
and the WaSCs respectively, as recorded in Ovi32):

Company Acronym | Area® | Properties | Treatment | Water
(sq served plants supplied
km) (‘000) (No) (Ml/day)*>’

Bournemouth & West BWH 1,041 188 7 160

Hampshire Water plc

Bristol Water plc BRL 2,391 483 23 292

Cambridge Water plc CAM 1,175 120 14 73

Dee Valley Water plc DVW 831 117 9 70

Folkestone & Dover FLK 420 72 18 50

Water Services Ltd

Mid-Kent Water plc MKT 2,050 242 29 157

Portsmouth Water Ltd PRT 868 290 20 177

South East Water plc MSE 3,607 590 65 376

South Staffordshire SST 1,507 548 29 331

Water plc

Sutton & East Surrey SES 833 270 11 160

Water plc

Tendring Hundred Water THD 352 70 2 30

Services Ltd

Three Valleys Water plc TVW 3,727 1,224 99 864

Table 3.1A: Water only companies (England & Wales2003)
Company Acronym | Area’® | Properties | Treatment | Water
(sq served plants | supplied
km) | (‘000) (No) | (MI/day)®

Anglian Water Services | ANH 22,090 1,930 143 1,159

Ltd (incl. Hartlepool)

Welsh Water (Dwr WSH 20,400 1,317 105 883

Cymru)

Yorkshire Water YKY 14,240 2,109 90 1,299

Services Ltd (incl. York)

Northumbrian Water NES 11,843 1,899 67 736

(incl Essex & Suffolk

Water)

South West Water Ltd SWT 10,300 726 40 447

Severn Trent plc SVT 19,745 3,279 173 1,958

Southern Water SRN 4,430 1,007 102 595

Thames Water TMS 8,200 3,474 99 2,804

United Utilities (NW NWT 14,415 3,120 137 1,952

Water)

Wessex Water Services| WSX 7,350 537 119 368

Ltd

Table 3.1B: Water and sewerage companies (England Wales, 2003)

% Figures for water company area (in sq. km) areffdfwat (2003, Appendix B5, p.94) but note that
these are company, not Ofwat, estimates.

" Water production (and works capacity) is usuallpted in Megalitres per day (MI/d);

1 Ml = 1,000,000 litres
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Each year, all the water companies submit to Ofwatstandard format (known as the
“June Return”) a large amount of data, both finahand non-financial, for regulatory
purposes. This process has been in operation $882 Most of this data (omitting
only a small amount judged to be commercially aderfitial) is publicly available on

the Ofwat website or on CD-ROMs. The data is use@twat to inform its regulatory
activities; and analyses using appropriate parteeflata are included in Ofwat
publications, notably (in the present context) anual report on “Water and sewerage
service unit costs and relative efficiency” (e.gwét (2004)). As noted iAppendix B,
section 5(b) a key difference between the Ofwat analyses lamsketreported here is
that Ofwat’s focus is on differences in the relatefficiency of companies, after
allowing for differences in their operating enviroents, whereas our emphasis is
precisely on how environmental factors (such aedihces in population densities and
the size of areas served) affect costs, at settierather than company level. Hence this

research looks at the data from a different petspgec

Data for each of the years 1998-2003 was extrdoteall the reporting companies from
the Ofwat June Returns. During this period the nemab WoCs declined from 17 to
12, owing to amalgamations and absorption into WsaS@e original intention had
been to carry out analysis using this panel datavever, in addition to the problem of
the changing number of companies (which can larigelgvercome), it was found that
the year to year variation in key quantities wdakeasmall and random so that when
working in differences (as panel methods do), &seiits obtained were very pdor
Therefore, analysis was carried out primarily usingss-section data for 2003.
Appendix A explains in detail how the data has been compgethg for each item the
June Return (JR) Table number and line reference.

b. AWWA data for water undertakings in the USA

The water industry in the US is highly fragmentéde USEPA in 1993 recorded nearly
60,000 water systems. However, over 60% of these alassified as “very small”,
serving populations of less than 500. Larger systemostly belong to members of the
American Water Works Association (AWWA) and the AVAWas carried out a

% |n a different context, Lundberg & Squire (2008)erve that “Within cross-sectional data, all
unobserved cross-country variation is relegateghterror term ... Panel-data formations make it fdesi
to control for the unobserved cross-country effectslowever, inequality varies muchore across
countries than over time, and the characterisfitiis variance cannot be examined by techniquass th
eliminate cross-country effects and focus exclugiva the within-country relationships ...”
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number of surveys of its members in recent yeang;iwprovide a rich source of data

for research.

Table 3.2below sets ouad comparison between the size distribution oftigsi
responding to the 1996 AWWA survey and the USEP# da systems. Overall, the
AWWA figures appear to cover about 40% of the papah in the USEPA analysis. It

is clear that the systems included in the AWWA ffeguare on average larger than those

recorded by the USEPA, even within size groupgadrt this may be because the

AWWA respondents are utilities, some of which magi@ate more than one system,

particularly in the case of the larger utilitie®gulation growth and amalgamations of

water utilities between 1993 and 1996 could alswide part of the explanation).

USEPA Population USEPA (1993) AWWA (1996)
designation| served No of Population No of Population
systems | served utilities served
(million) (million)
Very small 25-500 36,515 5.569 - (0%) - (0%)
(62%) (2%)
Small 501-3300 14,516 20.053 3 0.003
(25%) (8%) (0%) (0%)
Medium 3301- 4,251 24.729 14 0.135
10,000 (7%) (10%) (0.03%) (1.4%)
Large 10,001- 3,062 85.035 358 13.845
100,000 (5%) (35%) (66.9%) (14.1%)
Very large > 100,000 326 109.797 161 83.981
(1%) (45%) (29.9%) (85.7%)
Total 58,670 245.183 538 97.964

(USEPA data from Twort et al (2000), Table 2.1)

Table 3.2: Comparison of size distribution of US wier utilities

For this research, the AWWA'’s Data Manager providetisk containing the results of

the 1996 survey (which was also the source of atéorres & Morrison Paul (2006)).

Information was extracted from three of the taldeghe disk:

» Utility general information : This table provided the name, city and state of

each water utility, together with the retail andoMsale population served, the

size of the service area (sq. miles), and the velofrwater produced,

subdivided into ground water, surface water analpased water (all in million

US gallons/year).
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* Annual Operation & Maintenance expensesThis table provided total
operating and maintenance expenditure, subdividedsupply, water treatment,
distribution, customer accounts, administration atier; and also employee
numbers.

« Plant ID table: This was used to infer the number of water treatinplants
operated by utilities which process surface wajesyndwater systems are

treated as a single system).

c. Data for one company (“BWC”) in England & Wales

The focus of this research is on the economicafadistructure at settlement level. A
problem with taking water supply in England & Wasesa case study is that the water
companies mostly cover rather large areas, senagngy urban settlements. This makes
it difficult using company level data to discereatly what is happening at this lower
level. Fortunately, one of the larger water comparfivhich does not wish to be
identified) kindly agreed to provide a consideradneount of disaggregated information
on a confidential basis for the purposes of thegaech. This has proved extremely
useful in throwing more light on the questionsragrest than is possible with company

level data.

The company concerned, which we shall for conver@erfer to as “BWC” (Britannia
Water Co), is fairly typical of the larger WaSCgémms of size of service area,
numbers of customers, mix of urban and rural a@s,ces of water and types of
treatment plants operated. While not strictly “esg@ntative” in the statistical sense,
observations based on its experience can be takproaiding a picture that is not
seriously misleading. Fuller discussion of the infation provided by BWC and how it

was processed can be founddppendix H.

8. Conclusions

A number of conclusions have emerged about theogppte methodologies to use
when the aim, as here, is to estimate scale efiieetater supply at settlement level.
» First, the quasi-fixed character of much of theitedyinvested in the water
industry justifies the use of variable cost modefish capital treated in effect as
a control variable. Indeed, in the case of watsirithution, the lack of much
choice of technology justifies the adoption of ahtef-type production

function, when no capital term is required.

74



Secondly, the non-separability of water producaod water distribution means
that treating water supply as a single activitisisbscuring the distinctive
characteristics of water distribution. Equallymay not be valid to assume cost
minimization at the production stage if (as is Ifiehere is interaction with
distribution costs. There is merit therefore inrakaing water production and
water supply separately, even if this means a sdraealumsy procedure to
analyse their interaction.

Thirdly, the measurement of distribution outputdweto capture in some way
the spatial aspect of distribution. $®ction 4 a measure of distribution output
(DO) as the product of quantity consum€X = w.N) and the average distance
to propertiesq) is developed. Conceptually, this is similar te tise of tonne-
kms or passenger-miles in transport studies. Imetaation of this measure is
left to Chapter V but it will be evident there that it offers useiiusights. In fact,
it might sometimes prove useful in studies of tki§ other than water, when
distribution as well as production are under coaston.

It follows that assessment of scale effects widjuiee more than one elasticity to
be considered. Of particular interest are likelyp¢o

a.ew — the elasticity of distribution cost with respeziconsumption per
property;

b. ey — the elasticity of distribution cost with respaxinumbers of properties;

C. ea — the elasticity of distribution cost with respexsize of distribution area.

Development of specifications to implement thesactusions will be taken up in

the chapters that follow. Based 8action 3(c)above, the basic strategy will be to

separately estimate cost functions for water prodadChapter IV) and water

distribution Chapter V); then to use the resultSliapter VI) to assess the

interaction between them, and to compare with eggsobtained by other

researchers using cost functions which incorpdratk production and distribution.
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V. ECONOMIES OF SCALE IN WATER PRODUCTION:
EMPIRICAL INVESTIGATION

1. Framework for investigation

a. Cost functions: General considerations

The aim of the empirical work reported in this ctem@and inChapters V andVI is to
use data on water supply to throw light on theradBon between economies of scale,
distribution costs and density effects at settlentmrel. The methodologies used build
on the approaches found in the literature survayégppendix B. However, the
objectives of this research are different from ehwsthe mainstream utilities literature
in that the focus is on settlement (not compamglleffects; and what can be done is
limited to some extent by the availability of sbiadata so that some compromises
have had to be made. For example, while the maspl=ie data available is that
provided by the June Returns to Ofwat, most conggaini England & Wales serve a
large number of settlements so that this data doedirectly reveal settlement level
effects. It has required some ingenuity to adapintiethodologies and manipulate the
data to produce results which, it is hoped, proagausible assessment of the likely
size of the effects of interest. Per contra, whge of the results to model urban water
supply seems reasonable, their use to assessrtbenpence of individual companies

would be inappropriate.

Generally, the literature points to the use of ¢osttions as the way into assessing
scale effects. For any production activity, it tensupposed that there exists a
production functionwhich expresses the conversion of inputs intquist
Q=Q(L.K,2y 4.1)
WhereQ represents output, represents variable inputs represents capital inputs and
Z represents external factors which may affect étetionshipQ, L, KandZ may be
vectors with several elements each. The “=" sigplies that production is at the

efficient frontier of the production set.

The cost of producing the outpQtcan be expressed &, = p, .L + p.K , wherep,

andpg are the prices applicable tcandK respectively. Then, assuming cost
minimisation subject to the production function swaint, this leads to the long run

cost function
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Co=Co@ P Px:2) e (4.2)

(together with a set of cost share equations, onedch input).

This formulation assumes that firms are able tastdheir capital inputs optimally.
However, in the case of water supply, many of tg@tal inputs are very long-lived
(e.g. reservoirs, water mains) and cannot be guimdjusted. Following Garcia &
Thomas (2001) and others, it is arguably more sgalio treat such inputs as ‘quasi-
fixed'. This leads to a modified, ‘short run’, cdanction:

VC, =VCo(Q,p..K,Z) e (4.3)

WhereVC, is the variable cost associated with the outpell® and K is a measure

of the ‘quasi-fixed’ capital inputs. In this formation, the termK becomes in effect a

component o¥, one of the conditioning variables.

If this latter approach is adopted, a particulauesarising is how capital maintenance
fits into this framework. In the Ofwat data, capitaintenance for infrastructure
asset¥ is “the annual expenditure required to maintamdberating capability of the
existing network”, while for non-infrastructure assit is the CCA depreciation charge.
Should this be treated as part of variable cosk&?practical arguments for doing so
appear strong: water supply is a highly capitamsive activity so that leaving out
capital maintenance would omit about half of thets@harged to water companies
accounts; and the distinction between current reaarice (which is included in
operating costs) and capital maintenance is someavharary. However, this would
not be consistent with the theoretical reasoningiwleads to (4.3). If the capital input

K is fixed (by the assumption of quasi-fixity) thére amount of capital maintenance is
pre-determined and not a quantity that can be ogdidn Therefore capital maintenance
is not included in specification (4.3). (On theathand, the correct treatment if using
specification (4.2) would be that adopted by St&n&'ebster (2004, p.33-4) where the

price px includes both the return on capital {n Stone & Webster’s notation) and

39 The definitions of “infrastructure assets” and “opteonal assets”, indicate that the former include
some assets related to water acquisition (e.g. dawhseservoirs) although the majority relate to
distribution (e.g. water mains), while the lattelate almost entirely to water acquisition andttresant:
“Infrastructure assetscover the following: underground systems of maind sewers, impounding and
pumped raw storage reservoirs, dams, sludge pgseéind sea outfalls.”

“Operational assetscover the following: intake works, pumping stagptreatment works, boreholes,
operational land, offices, depots, workshops, efc ...
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capital maintenance/depreciatiof {n Stone & Webster’s notation), both expressed as

a proportion of the capital stock.)

If the case for treating capital as quasi-fixedasepted, the Stone & Webster report
argues that returns to scale can be assessed wovkinjust the variable cost model
(4.3), because a measure of long run returns te saea be obtained using the

relationships:

Short term returns to scakRTS = 1 , Whereeg, = 9(InvC)
€s a(InQ)
and  Long term returns to scaR¥S = 18 wheree, _o(nVe)
€s d(InK)

This has provided the starting point for our inigegion of returns to scale in water
production and water distribution. Where the daamts, the long run model (4.2) has
also been deployed. However, as will be explaingdhapter V, it was found
preferable to adopt a different approach for wdistribution, deriving from a Leontief-
type production function.

Moving on to consider implementation in more dethiére are three steps to address.

b. Cost function for water production
Based on (4.3) above, the starting specificatiappsed is:

VCP=VC,(QP,p,.Ks,Z,) . (4.4)
Where theP subscript signifies quantities related to watejuasition and treatment
(hereafter called ‘water productionyyCP should therefore include the variable costs of
both water acquisition and treatment. In the Ofthatt acquisition and treatment are not
distinguished; in the AWWA data they are separatetprded but can easily be
combined; in the BWC data, some elements of opeyatdsts had to be allocated to
achieve the same coverage as the Ofwat fig@@Bshould be quantity of water
actually treated (so excluding any imported or pased water that has already been
treated). The cost of imported/purchased waterldhterefore only be included in
VCPIf it is untreated.

In applying (4.4) to BWC zones, it is reasonablagsume that the variation between
cases irpp is sufficiently small to be ignored. For simplicithe same assumption is
adopted for companies reporting to Ofwat and forutl&ies, although this is more

guestionable. Additional arguments for this simgdifion are that technology is fairly
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standard in the water industry and the scope fpitaldabour substitution does not
appear to be large; also the assumption that ¢apigaiasi-fixed implies that such
substitution does not take place in the short run.

Using Ofwat data, a measure Kf> can be derived from information in the June

Returns — seAppendix C; however, with AWWA utilities and BWC zones it doeot
appear that even a proxy ft(_rp is available. The components&f will be variables

such as surface water proportion, resource punipeag, etc. Where the variable may

take a zero value, it will be used in (Variable) form.

One further issue requiring attention is how bestistinguish between boreholes and
other sources. Initially, this is done by havingoatrol for the proportion of surface
water. However, it also turns out — s&ection 5— that the Ofwat data on the size
distribution of works can be exploited to yield somsight, even though the costs of
boreholes and other supplies are not separatatyifieel.

The detailed methodologies and results for watedgction are reported below in

Sections 2-7of this chapter.

c. Cost function for water distribution
The general specification for a cost function fatev distribution following the
approach ina) above would be:

VCD=VC,(DO,p,5.Kp.Zp) e, (4.5)
WhereVCD is the variable cost of water distributid»Q is a measure of distribution
output,p.p is a price for variable inputs , is a measure of water distribution capital

andZp is a vector of control variables. The measuremmé&mO is not straightforward
because of the spatial aspect of distributiorChapter V a new measure is developed
and tested. For similar reasons as with water mtioly it is assumed that the variation
between cases ip.p is small, so that this term can be dropped. Thezeother

practical and conceptual issues that arise ingriognmplement (4.5) but, as explained
in Chapter V, it proved better to work with a cost functionigled from a simpler

Leontief-type production function for water distition.
The detailed methodologies and results for watsridution are irChapter V.
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d. Cost function for water production and distribution combined

Based again on (4.3) above, the starting spedibicatould be:
VCPD=VC,, (DO, Piop . Kppr Zpp)  eeereaa, (4.6)

WherePD subscripts signify quantities related to waterdoiction and distribution.
Accordingly, in this specification, the variabledlweed to be measured so as to cover
both production and distributidh The arguments for usiri®O in (4.6) rather than the
quantity of water produced or consumed as in cotimeal utility studies is that this is
the relevant measure of output when water is bleat produced and distributed. Other
points discussed iBections bandc above, such as the assumption of small variation i

p, continue to be relevant in this context.

The detailed methodologies and results for watedgpetion and distribution combined

are reported ilChapter VI.

e. What about using a panel data approach?

A natural question to arise at this point is whetheould be productive to use a panel
data approach. At the beginning of this reseatdid indeed been the intention to put
together a panel of Ofwat data, as had been dopedwyous researchers (notably Stone
& Webster Consultants (2004)). The arguments indawf this approach are very
strong when the aim is to estimate a structuratiatship and there are thought to be
persistent unmodelled factors present which vatyéen cases but not across time.
The use of panel data methods then enables theed #ffects’ to be eliminated and

the relationship of interest to be more clearlyasqul.

There are however some substantive arguments againg this approach in the
present context, as well as significant practicfilcdlities:

a. Most of the companies reporting to Ofwat servert@my settlements for
settlement level effects to be observed througlQfveat data. So, although a
more than sufficient number of years of Ofwat dadw exist (1992-2007) to
enable panel methods to be used (notwithstandstgealy diminution in the
total number of companies due to mergers and takes} the results would be

of limited value for the purposes of this research.

91t should be notethatoverhead costs (such as billing and research) wariemot allocated to water
production or distribution in the Ofwat data hawe been included in the analysis.
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b. In the case of the BWC data, the data made availakldnly for one year. Even
if comparable data for other years could be obth{o@alikely), the time required
to process the information for a single year way geeat (seé\ppendix H)
and the time and resources are not available tateahis for additional years.

c. Apart from these practical issues, it is not clehat are the fixed effects that
one would be trying to remove. Most of the obvicaadidates (size of service
area, density of settlement, proportion of borehed¢er) can be measured and
are of interest in their own right so that it woskkem better to keep them
visible, as in a cross-section analysis.

d. A further concern is that examination of 6 yearévét data for the WoCs found
that the year to year variation in key variables wanall, so that these
differences appeared comparable in size to thé/likeasurement errors,
raising the possibility that regressions using ¢hdifferences (as panel methods
do) would be nearly meaningless. (It may be wordiareether the results
obtained by Garcia & Thomas (2001), which are based 3-year panel of 55
utilities in the Bordeaux area, might also be vrdiée on this score, despite the

sophistication of their methods.)

In the light of these arguments, a panel data ambrthas not been pursued in this
research. The emphasis instead has been put aninfteesults using a single year
cross-section, exploiting to the full the detailefbrmation in the Ofwat data or
provided by BWC — for example by constructing acfetata for BWC zones and urban
districts covering both production and distributieith which to carry out a cross-

section analysis.

2. Application to water production

a. Introduction

A first step towards understanding the economicsaitr supply at settlement level is
to make an assessment of scale economies in wathugtion at plant level. Although
cases where a single plant serves a single setiteane not very common in England &
Wales (they are more common in the USA), econowiissale at plant level provide a
useful starting point even where a settlementngeseby several plants. Of course, the
number of plants used may not be determined sblebost considerations. The
capacity and other characteristics of local watepurces will vary from place to place,

and there are likely to be limits placed on the ants that can be abstracted from rivers
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or pumped from borehol&s Moreover, companies often try to ensure that camities
are served by more than one source for water guaaidl security of supply reasons.
Nevertheless, there is likely to be some discregibout the amounts taken from
different sources, and hence some scope for relatist to play a part in determining

the pattern of supply.

There are important differences in the processeasivad in the production of treated
water depending whether the source is groundwateuréace water:
Groundwateris obtained from borehol&sand is generally of relatively good
quality, requiring less treatméntBoreholes (BHs) usually have a relatively low
capacity (up to about 15 Ml/day), and such treatrasns required is often
provided by a facility at the well-head; they afeen unmanned, being remotely
monitored and serviced as necessary by area-wadeste
Surface wateron the other hand, is generally of lower qualiging obtained
either from impounding reservoirs or river intak€seatment is then provided in
relatively large scale water treatment works (WTWaiging in capacity from
about 20 Ml/day to over 300 Ml/day. These facisitigpically occupy quite
large sites and have a permanent workforce. Whevigadoreholes, acquisition
and treatment are more or less a single integrtsess, with WTWSs the water
comes from separate facilities, such as resereoirsver pumping stations,
which may themselves involve substantial investnagct operating costs.
Analysis of water production costs needs to triatee into account all these

complications.

b. Specification
The general specification developed for water petida in Section 1 (b) after

droppingpy, is:

VCP=VC,(QP,K,,Z,) ... 4.7)
WhereVCPis variable cost of water production (i.e. wategsition and treatment),
QP is volume of water produced(_P Is a measure of water production capital Zpts

a vector of control variables. Ideally, this speeifion would be estimated in a flexible

form (such as translog) but this would require naservations than are available in

“!In England & Wales, such limits are reflectedhie annual licensed volume in the abstraction lieenc
granted by the Environment Agency, for an annual fe

2 Or sometimes natural springs.

“3However, some borehole water is of low quality amaly have to be sent to a WTW for treatment.
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the applications reported below. Another constraising BWC or AWWA data, is lack
of information onK_P . However, there is scope for testing the effetederal possible
components oZp . The specification adopted is therefore moreictste:

INVCP=a, +a,InQP+a,(InQP)* +> a,InZ,, (4.8)

Despite its limitations, this specification shoblkel adequate to give an indication of
operating cost economies of scale in water prodogcsubject to the available controls.

On the face of it, the absence of any term forteapost is a drawback.

It is worth noting here that in the engineeringrétturé” it is generally accepted that the
costs of water treatment at plant level can reaslgrize represented by a function of the

form:
TCP=(QP)* (4.9)

whereTCPis total production costs ai@P is volume of water produced, wibth1,
reflecting scale economies in both the capital @melating costs of water treatment
plant. This basic specification can be refinedanous ways. To test for the possibility
that economies of scale peter out as scale ingegagerm in@QP)? can added. If there
are other known factors leading to differencesasts between the cases being
investigated, control variables for these can hisadded. In the case of water
treatment, such factors might include types of whé&ng treated, standards of
treatment, technology used and age of plant. Sertlgesult is a specification rather

similar to (4.8).

3. Application to BWC data

a. Data issues
The water supply operations of BWC cover the fafige of supply sources, types of
treatment works and distribution arrangements. &suinclude boreholes, reservoirs,

river abstractions and bulk imports from other camps. Information on the

4 See for example Clark & Stevie (1981), p.20 ogG1[1986), p.67. The latter includes the following
table (last column calculated from Grigg's dataidgating amo. value of 0.75):

Size of treatment plant | Population served | Total prict cost Annual capital cost per
($m, 1978) person served ($, 1978)

700 gpm package 4,500 0.710 27.6

5 mgd conventional 20,000 2.364 19.8

40 mgd conventional 125,000 10.334 14.8

130 mgd conventional 575,000 26.050 7.7
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proportions from each source is included in the gany’s June Return. Broadly, this

shows:

Source Volume (%)
Boreholes 32
Impounding Reservoirs 10
River abstractions 38
Bulk imports 20

Table 4.1: BWC water sources by type
The return also indicates that most of the bulkarntgpcome from impounding
reservoirs. Thus less than half the company’s waderes from the relatively

demanding (in terms of treatment) river sources.

Information provided by the company shows that fetlvan 20 of the more than 150
treatment works reported to Ofwat are large coneaat WTWs. However, these large
works account for two-thirds of BWC water produatidaving an average flow of
about 74 Ml/day. For the other works (all borehsites), the average flow is about 5
Ml/day. One further point to note here is that al®plants (all boreholes) which are
counted in BWC’s June Return produced no outputasadecorded as being for
emergency use only and have therefore been excfualedhe tables below.
Presumably, the operating costs associated witetpkants are negligible but they will

no doubt have a capital value.

An analysis of BWC works by size band, based omitiformation, shows their size
distribution to be as iable 4.2.
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Size of planf15

WTWs

Borehole$

% of
plants

Av output

% of plants

Av output
(Ml/d)

Band 1
(< 1 Ml/day)

(MI/d)

7.5

0.30

Band 2
(>1 to< 2.5 Ml/day)

19.4

1.13

Band 3
(>2.5 to< 5 Ml/day)

21.6

2.38

Band 4
(>5 to< 10 Ml/day)

254

4.61

Band 5
(>10 to< 25 Ml/day)

5.9

18.60

23.9

9.91

Band 6

41.2

28.27

2.2

16.42

(>25 to< 50 Ml/day)

Band 7 17.6
(>50 to< 100 Mi/day)

42.44 - -

Band 8 17.6
(>100 to< 175 Ml/day)

104.56 - -

Band 9 17.6
(>175 Ml/day)

217.68 - -

Note: (a) Excluding zero output (emergency use) wks.

Table 4.2: BWC size of treatment plants
This analysis underlines the relatively small fizborehole supplies compared with
WTWs — in fact, all the WTWs show a larger outphart any of the boreholes despite
the small overlap in their range. This helps tolaxpwhy two thirds of output comes
from WTWs although they only account for 11.3%lté humber of plants (s@able
4.3.

As regards type of treatment, the June Return vea©distinguishes 5 categorf@sFor
BWC, analysis using the same company informaticioiaable 4.2yields the figures
shown inTable 4.3.

“5 Ofwat guidance states that works should be akatti size bands according to each work’s peak
hydraulic capacity, not its distribution input irparticular year.

0 Ofwat guidance defines these as: SD - Simple féisiion; W1 — SD + simple physical treatment (e.g.
filtration); W2 — Single stage complex physicalohiemical treatment (e.g. filtration +
coagulation/flocculation); W3 — More than one staeomplex treatment (e.g. orthophosphate dosing);
W4 — Other processes with high operating costs ¢egne addition, UV treatment, arsenic removal).
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Type of WTWs Boreholes
treatment % of Plants % of Output % of Plants % of Output
Simple - - 22.4 15.0
disinfection

W1 - - 2.2 2.0
W2 - - 23.9 19.3
W3 17.6 40.1 25.4 37.1
W 82.4 59.9 26.1 26.6
% of total 11.3 67.7 88.7 32.3
WTWs + BHs

Table 4.3: BWC type of treatment and plant size
This shows that all the water produced by WTWsdated to level W3 or W4; for
boreholes however, nearly half provide only thegenkinds of treatment
(disinfection, W1 or W2). Other things equal onewdoexpect unit costs to be higher
for the higher levels of treatment but also thé &xtra cost might be offset to a greater

or lesser extent in WTWs by economies of scal@ése larger plants.

The cost information for WTWs provided by BWC fbid research shows operating
costs for each works. Among “other water supplytosot allocated to WTWs or
boreholes are large amounts for Rates (35% of wed#ér supply costs), Environment
Agency abstraction licence fees (9.6%), Bulk impdit.6%) and Aqueducts (1.4%). In
the cost analysis below, the last three items \a#ributed to works on what appeared
to be a reasonable basis but there is no obvioysawdo this with local authority rates,
which are therefore excluded (they are also excldmn Ofwat’s cost analyses). No
information was provided by BWC on either assetigalor capital maintenance by
works and this has limited the analysis that candvaed outFigure 4.1shows a plot
of average (or unit) cosulVCP) against output (in Ml/d) for BWC’s WTWSs.

180.0
160.0
140.0
120.0
£/M100.00 ’—‘
80.00 & = uvep
60.00 g =
40.0
20.00
0.00 ‘ ‘ ,
0 100 200 300 400

Ml/d

Figure 4.1: BWC water treatment works average (uni} costs
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There are two markers for the largest works in phos: the higher one includes the cost
of the bulk imports which are treated at this workkich more than doubles the
average cost. The effect of this on the estimates@anomies of scale will be discussed

in Section bbelow.

For boreholes, operating cost data is aggregateouatty level and there is insufficient
information to enable an assessment of economissabd for this type of works.
Indeed, boreholes are generally unmanned, beingcedrby area-wide teams, so that
allocating costs to individual boreholes may béaift. However, it was observed that
the average cost of borehole supplies is aboubvibcompared with about an average

of about £75/MI for WTW supplié§ indicating that these relatively small sources ar

relatively high cost, despite in general requiri@ss treatment.

b. Specification and results
For BWC’s WTWs, the specification based on (4.8) is

In(VCP) = a, +a,In(QP) + a,(InQP)* + a,W4D

(4.10)

WhereVCPis operating cost€)P is quantity treated and/4Dis a dummy for level 4

treatment (a3 able 4.3shows, all WTWs operate to either level 3 or led)el

The results obtained using (4.10), dropping the ier InNQP)? where this was not

significant, are as shown rable 4.4

17 WTWs 17 WTWs 16 WTWs 15 WTWs
(excl. imports) | (incl. imports) | (excl. largest) | (excl. largest
and smallest)
ap (Constant) 4.385 6.858 4.316 4.065
S.E. 0.284 0.811 0.265 0.214
az (INQP) 0.684*** -0.594 0.724*** 0.781***
S.E. 0.055 0.406 0.055 0.045
a2 (INQP)? Dropped 0.167*** Dropped Dropped
S.E. 0.049
az (W4D) 0.290** 0.179 0.208* 0.213**
S.E. 0.121 0.107 0.120 0.091
R’ 0.9255 0.9659 0.9316 0.9623

Table 4.4: regression results for BWC’'s WTWs using4.10)
(Significance levels: *** = 1%; ** = 5%; * = 10%; r elative to 1 fora,)

47 £75/Ml includes cost of imports; without importetcost is £63/MI.
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The first two columns ofable 4.4compare the results for all 17 works, with and
without imports to the largest works. There is sameertainty about the amount of
imports to attribute to this works but it is cenlgia large amount and its inclusion
makes a big difference, changing the sign of thedfmaent on IrQP and producing a
significant positive coefficient on (@P)?, suggesting rather large economies of scale
for smaller WTWs which diminish as the size of weikcreases. Leaving out the
largest works (on the grounds that it is not typiaa well as uncertainty about the
imported supply) moderates this result — see ttofdmn ofTable 4.4 Finally, if the
smallest works is also considered to be an oyeeFigure 4.1), the results in the
fourth column are obtained. For present purposhisyevthe objective is to arrive at a
reasonable representation of economies of scalaat level, the results in column 4
are the most appropriate ones to adopt. They itelredurns to scale of about 1.28
(1/0.781) for a typical WTW. They also show a sigaint extra cost associated with

level 4 treatment.

Unfortunately, the limitations of the data meart ih& not possible to carry out a
similar analysis for BWC’s boreholes. However, ated above, the average cost of
borehole supplies is about £76.5/MI, while the agersize of boreholes is only 4.6
Ml/day. Referring back t&igure 4.1, this suggests that a similar plot for boreholes
would lie below that for WTWs, as depicted (in fogm) in Figure 4.2

Ln(AVCPY

WTWs

Boreholes

> Ln(QP)

Figure 4.2: Sketch of relationship between averagsost and size of works for
boreholes and surface treatment works

One implication of this is that carrying out anadysf water production costs without
regard to type of works is likely to be misleaditfgpossible, it would be desirable to

try to identify the effect on costs of each typelaint separately.
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4. Application to AWWA data

a. Data issues

Of the 897 utilities in the general information l@abbrm of the AWWA 1996 survey,
only 548 provided information for the annual O&Mpexses table. These provided the
starting point for further investigation. Separséenples for the analysis of production

costs and distribution costs respectively were tt@reloped.

For production costs the samples used in the regressions were obtamémlows:

Reason for dropping cases Numbers affected

Starting point: Utilities in O&M table 548
No figure for water produced -10
Supply + treatment cost = 0 -12
Outlier: UVCST > $2/°'000galls -7
Outlier: UVCST < $0.01/'000galls -2
TreatQS sample 517
Omit utilities taking purchased water -129
TreatQP sample 388

Of which: Groundwater onlyTfeatGW sample) 161

Of which: Surface water onlyfeatSW sample 145

Of which: No of plants not reported or not clea -30

TreatSWN sample 115

Table 4.5: Selection of water production cases froAWWA 96 data

To give a visual impression of the dat&gure 4.3 below plots the unit cost of
production (supply + treatmentY CST) against quantity supplie@@ for the 517
cases in th@reatQS sample. Because of the wide dispersion in the taigis shown
in log form. Even in this form there is still codsrable dispersion around the central
tendency although a generally negatively slopeatiaiship is just about discernible,
consistent with economies of scale in water pradactA more precise assessment is

given in(b) below.
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Figure 4.3: Log plot of unit water supply and treatment costs against volume
supplied

b. Specification and results
The specification used in this section is base(Md), adapted to take account of the
data available for US water undertakings. In congparwith the situation in England &
Wales, many US undertakings operate only one ptamuanit serving a single
settlement; and many are either wholly surface matevholly groundwater. These
circumstances should facilitate the kind of analyse are trying to carry out. On the
other hand, the cost information does not inclua@tal maintenance or depreciation
(although current maintenance is included) sodhatysis can only be done for
operating costs. A further issue is that many U8eatakings purchase considerable
volumes of water from other undertakings, and niasclear from the data whether this
water is treated or untreated, so that the voluxmeghich the recorded treatment costs
relate is also often unclear. To deal with thisigsour main analysis puts supply and
treatment costs together. This leads to the spatiin:

IN(CST) =a, +a,InQS+a,(INQS)* +a,In(L+ SP) +a, In1+ PP) ..... (4.11)
WhereCSTis the variable cost of water supplied (i.e. adgturchased water as well as
the cost of own water treatmenf)Sis the quantity of water supplied (including
purchased watergPis proportion of surface water aRdP is proportion of purchased
water. Using th@reatQS sample, this leads to the results reported initesedolumn
of Table 4.6below. To see whether purchased water is distpthia results, we also
carry out regressions leaving out cases where aitheavater supplied is purchased

(using theTreatQP sample) — see third column ®éble 4.6 It can be seen that the
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coefficients on I@Sand (IQS? are not significant when both are included but

dropping the (I09? term leaves the coefficient onQShighly significant and of a

plausible value, as shown in the columns markedh(bable 4.6

Coefficient Using TreatQS sample Using TreatQP sample
(a) (b) (&) (b)
ap (Const) -4.970 -6.865 -3.681 -6.920
S.E. 1.101 0.196 1.217 0.210
az (INQY 0.394 0.851*** 0.076 0.855***
S.E. 0.262 0.024 0.289 0.026
oz (INQS? 0.027* Dropped 0.046%+* Dropped
S.E. 0.015 0.017
az (I n(1+SP) 0.258** 0.259** 0.285*** 0.278***
S.E. 0.106 0.106 0.105 0.106
ag (I N(1+HPP)) 1.021%** 1.012%** n.a. n.a.
S.E. 0.152 0.152
R’ 0.7309 0.7293 0.7598 0.7552
No of cases 517 517 388 388

Table 4.6: Regression results using (4.11), AWWA ti&a

(Significance levels: *** = 1%; ** = 5%; * = 10% ; relative to 1 for a,)

On the basis of the (b) columnsTable 4.6 the AWWA data provides evidence of

plant level returns to scale in water productiomlodut 1.18 (1/0.85). However, the US

results are for operating costs only and one canspeculate what effect the inclusion

of capital costs would have on these figures.

As it is possible to identify in the AWWA data aostiantial number of utilities which

supply only groundwater (from boreholes) (ffreatGW sample) or only surface water

(the TreatSW sample), it seemed worth carrying out separatlysesfor these cases

using (4.11) when neither ti8# control nor thé®P control is required. Information

about number of treatment plantd\j in the AWWA data relates only to utilities

supplying surface water (and therefore operatinggmaeatment plants) but is missing

for some of these utilities. For those for whicls imformation is available, the effect of

controlling for number of plants can be tested gsireTreatSWN sample and

specification (4.12) below:

In(CST) =a, +a,InQS+a,(INQS)* +a,InTN

The results are reported Trable 4.7below:
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Coefficient Using TreatGW Using TreatSW Using TreatSWN
(Boreholes) (WTWSs) (single WTWSs)
(a) (b) (a) (b) (a) (b)
ap (Const) -4.396 -7.373 -3.665 -6.304 -5.40b -5.832
S.E. 2.143 0.376 1.949 0.332 2.037 0.354
a (INQY 0.178 0.911* 0.179* 0.800*** 0.630 0.731*)
S.E. 0.522 0.048 0.453 0.039 0.476 0.043
oz (INQY? 0.044 Dropped 0.036 Droppegd 0.006 Dropped
S.E. 0.031 0.026 0.028
as (INTN) n.a. n.a. n.a. n.a. 0.864**r  0.874**f
S.E. 0.184 0.176
R’ 0.6992 0.6954 0.7510 0.7477 0.8254 0.8253
No of cases 161 161 145 145 115 115

Table 4.7: Regression results using (4.12) for gradwater only and surface water
only cases, AWWA data
(Significance levels: *** = 1%; ** = 5%; * = 10%; r elative to 1 fora,)

These results again suggest that it is preferabdiedp the term in (92, relying on

the coefficients estimated in the (b) columnsplpears that there is a significant

difference in scale economies between (groundwhtegholes and (surface water)

treatment works, with the US data suggesting bwdh @perating costs for boreholes are

on average lower than for treatment works andrétatns to scale for boreholes (at

about 1.10) are well below what they are for watestment works (about 1.25).

Indeed, when the number of works is controlled(fming theTreatSWN sample),

returns to scale for the latter rise to 1.37.

It is revealing to examine these data in scattetrfokrm, as inFigures 4.4and4.5.

INUCST vs InQS (GW only)

INUCST
N

InQS

Figure 4.4: Log plot of average operating costs agsst quantity produced for US

boreholes
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INUCST vs InQS (SW only)
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Figure 4.5: Log plot of average operating costs agsst quantity produced for US
treatment works

FromFigure 4.5it is evident that the relationship for (surfacater) treatment works is
reasonably coherent, which is reflected in the lyigignificant coefficient on IS in
Table 4.7 For (groundwater) boreholes on the other h&glre 4.4shows much less
structure. It appears that with boreholes, scalugput is not the major factor in
determining costs. Although we do not have infororato throw light on what these
other factors might be, it would be reasonableufgpsse that they includmter alia,
borehole depth (with its effect on pumping costs]j the level of treatment required, as

is the case with UK water companies.

5. Using Ofwat data to differentiate between boreHes and WTWSs

a. Data issues

The analyses iBections 2 - Aabove suggest that it would be very desirableyttot
carry out separate investigation of production ftooneholes and production from
WTWs. In this section, a method for doing this gsfwat data is developed.

As a first step, it is necessary to have infornraibout the numbeiT\) and average
output AQP) of each type of treatment works for each compaayple 12 of the June
Return does not quite give this degree of detaitl (e information may not be wholly

reliable*®). However, by assuming that borehole works arsrafller than surface

“8 |In a private communication, a member of Ofwatfstammented: “While we review these annually as
part of the June Return process, because we dasadhese variables in our modeling we do not stibje
them to the same level of scrutiny and checkinmadel variables. We do not consider that they are
robust or consistently reported.” On the other hainid information, like all that in the June Retsirhas
been certified by independent auditors appointe@®fwat.
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treatment works (as was the case for BWC) and sbhemming the number of works in
each size band from the smallest until the propontif distribution input from borehole
sources is all accounted for, an approximate bptiveen borehole works and surface
treatment works can be made. Information provideectly by BWC showed that many
of their smaller reported works (all boreholes) aoé currently operational, being held
for emergency or standby use. It is likely that plsition is similar for other
companies. To reduce the impact of this problentkevon the size 1 band (< 1 Mi/d)
have been omitted from the analy&ig he resulting data set is shownrTiables 4.8A
and4.8B:

Company®| TN Borehole¢ | Treatment AQPg AQP+
(No) (No) works (No) (Ml/day) (Ml/day)
BWH 7 4 2 6.62 65.72
BRL 23 16 I 2.40 36.12
CAM 14 14 0 5.23 0
DVW 9 4 5 1.11 12.55
FLK 18 18 0 2.75 0
MKT 29 27 2 4.60 8.09
PRT 20 19 1 6.39 55.82
MSE 65 57 5 4.34 21.53
SST 29 24 2 5.87 94.97
SES 11 17 1 16.93 41.41
THD™' 2 1 1 25.9 4.2
TVW 99 86 7 5.08 50.94

Note: (a) Excluding size band 1 and zero output wés.
Table 4.8A: Estimated data on boreholes and treatnmt works for WoCs

Company®| TN Borehole¢ | Treatment AQPg AQP;
(No) (No) works (No) (Ml/day) (Ml/day)

ANH 143 129 10 4.56 56.12
WSH 105 30 48 0.97 17.72
YKY 90 51 21 5.35 48.68
NNE 67 34 18 3.50 59.85
SWT 40 18 20 2.53 20.05
SVT 173 136 18 4.58 73.97
SRN 102 83 5 5.03 35.22
TMS 99 88 10 7.19 218.99
NWT 137 81 40 1.86 44.65
WSX 119 87 5 3.09 23.92

Note: (a) Excluding size band 1 and zero output wds.
Table 4.8B: Estimated data on boreholes and treatnmé works for WaSCs

“9 This resulted in dropping 12 works (0.13% of otar WOCs and 148 works (0.34% of output) for
WaSCs.

*° For key to company acronyms, skables 3.1Aand3.1Bin Chapter Il .

1 THD reported only 2 works and a borehole propart0.834 but the June Return explains that water
from all its 7 borehole sources is treated at Hyr§lross WTW while its other supply is shared with
Anglian Water. The THD figures are therefore ndtyfaomparable with those for other companies.
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b. Specification and results

Now, a procedure to separately estimate scaleteffecboreholes and treatment works,
in a cross-company analysis, can be developectifotitowing way. Based oRigure

4.2 and the results reportedTable 4.7, and assuming that companies all use the same

borehole and WTW technologies, unit production £d3$CP) for boreholes can be

modeled as:

UCR, = B, (AQR)™ (4.13)
and for surface works as:

UCR =B (AQR)™* (4.14)
Then the observedCP for each company will be a weighted average odelte/o
components:

UCP=BH,,,UCR, +(1-BH, ,)UCR ... (4.15)
Hence

UCP = B;.BH ,,(AQR)™™ + B, 1-BH ., )(AQR)" ™ ... (4.16)

WhereBHop is the proportion of production from borehole sligsp Note that it is
necessary to work with unit production costs herdlie averaging in (4.15) and (4.16)
to be valid; these costs may be either unit vagiablsts (JVCP) or unit total costs
(UTCP).

While the information in the Ofwat data does nadlde the proportion of W4 treatment
and resource pumping head to be linked directtypes of works, controls for these
factors can be introduced by assuming that pumipgagl mainly affects boreholes

while the proportion of W4 treatment applies gelgréeading to:
UCP = (1+W4P)"{PHR’ 3,.BH prop(AQPB)”B‘l + 4, @-BH prop)(AQF%)"T‘l} .. (4.17)

This can be estimated using NLS. The results afaing are reported in the first two
columns ofTable 4.9(in the first column the dependent variable ig wariable costs —
VCP/QDIfrom Table E.1in Appendix E; in the second column it is unit total costs,
TCP/QDI). Data for one company, THD, has been omittedHferreason given in
Footnote 51

There is a risk, when using average costs (costdedi by number of works) to assess
economies of scale, that the results will be mdilgg This is because if the size
distribution of works across companies is veryeateht, it is possible to get a finding of
economies of scale using average costs althoughfalathe individual works would
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not show thi¥. To check whether the results obtained using 4i&y be vulnerable
on this score, a more sophisticated specificateonlie constructed to make use of the
information in the Ofwat June Returns on the nundé¢reatment plants by size band,
and the proportion of output from each size banddiffed non-linear versions of
(4.13) and (4.14) to exploit this data are:

uck =837, pe(AQR )Y (4.18)
And
uck =g b (AR (4.19)

Where theg's are proportions of output and the indicate size bands.

These then lead to an amended version of the neaslispecification (4.17), which
takes into account the size distribution of workd ahould therefore be more reliable.

The resulting specification¥
ucP = @+WaP){PHR'A, Y ., (AQR, )|+ B.[X", by, (AQR)™ | ... (4.20)

The results of running this specification are asown inTable 4.9 in the last two

columns.
Coefficients Using (4.17) Using (4.20)
Variable costs | Total costs Variable costs| Total cts
,33 14.1 61.8 14.1 70.4
S.E. 9.5 50.0 10.9 65.8
ag -1 -0.02 -0.18 -0.04 -0.21
S.E. 0.13 0.18 0.15 0.20
,BT 327*** 475** 325** 451**
S.E. 102 167 104 165
a; -1 -0.40*** -0.26** -0.36*** -0.22*
S.E. 0.10 0.11 0.10 0.11
y 0.31 0.31 0.21 0.28
S.E. 0.28 0.31 0.30 0.33
0 0.46** 0.35* 0.48** 0.34
S.E. 0.16 0.18 0.17 0.20
R° 0.9782 0.9704 0.9757 0.9669
No of cases 21 21 21 21

Table 4.9: Results of non-linear regressions using.17) and (4.20), Ofwat data
(Significance levels: *** = 1%; ** = 5%, * = 10%)

First, it may be noted that the results using (#&2@ not greatly different from those
obtained using (4.17), indicating that the problgrheterogeneous plant sizes giving

°2| am grateful to David Saal for pointing this datme, with a constructed example.
> Terms inBHqrop are not required here as thie are measured as proportions of total output.
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misleading results has not arisen in this case.d¥ew the results using (4.20) are

probably more accurate and therefore to be preferre

Before turning to the scale parameters, brief controe the control variabled ¢+
W4P andPHRIs in order. Tested on their own, the coefficientthe first {) was
comfortably significant and the coefficient on gexond §) not far off. Although
running them together has rendered the coeffi@ar(l + W4B) insignificant, it
seemed best to retain it as in earlier parts sf¢hapter it has been found to have

explanatory value.

Focusing then on the (4.20) resultsTeble 4.9 it may be seen that there is a rather low
value for the constai} for boreholes (although the terms in{ W4P andPHR will

push it higher) while the scale parametgr 1although negative is not significantly
different from zero, so that constant returns tesfor this type of works cannot be
rejected. For WTWs on the other hand, the conséantfr is large and:r — 1indicates
returns to scale of about 1.56 (1/(1 — 0.36)) faniable costs (larger than was found for
BWC'’s works inTable 4.4 and about 1.28 (1/(1 — 0.22)) for total costshits appears
that bringing in capital costs raises the valuthefconstant term (unsurprisingly) while

reducing returns to scale.

6. Discussion of findings

The results of the investigations reported in @lmpter throw useful light on the
economics of water production. These results amsarized inTable 4.10below,

with the coefficients converted to returns to sdaten:
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Data source | No of Speci- WTWs Boreholes
cases fication | Operating| Total | Operating | Total
costs costs costs costs
Ofwat companies (see Table 4.9)
All Cos 21 (4.20) 1.56*** 1.28* 1.04 1.27
(S.E.) (0.16) (0.14) (0.16) (0.25)
AWWA (see Table 4.7)
TreatSW 145 (4.12) 1.25%** n.a. - -
(S.E.) (0.05)
TreatSWN 115 (4.12) 1.37*+* n.a. - -
(S.E.) (0.06)
TreatGW 161 (4.12) - - 1.10* n.a.
(S.E.) (0.05)
BWC (see Table 4.4)
WTWs 15 (4.10) 1.28*** n.a. n.a. n.a.
(S.E.) (0.06)

Table 4.10: Estimated plant level returns to scalen water production
(Significance levels, relative to 1: *** = 1%, ** =5%, * = 10%)

Generally, there is strong evidence for plant lesgglle economies in WTWs although
for boreholes the evidence is much weaker. Thdtsefsr AWWA cases (se€able 4.7
in particular) bring out quite well the differenbetween boreholes and WTWSs, with
plant level returns to scale of about 1.10 forfrener and about 1.25 (or more) for the
latter, for operating costs only. The method use8dction 5to derive similar plant
level results using the Ofwat data has requiredessimplifying assumptions but they
again indicate T able 4.9 returns to scale for WTWSs of about 1.28 on adobt basis
(considerably higher, 1.56, for operating costyprlo obtain better estimates would
require fuller information for a reasonably largelaepresentative sample of works.
The closest we have to this ideal is the informrmafar BWC’s WTWs leading to the
results reported iable 4.4.Taking the last column dfable 4.4as the most
appropriate to rely on, this shows a well-determinalue of about 1.28 for operating
cost returns to scale for WTWs in the size rang@@@Ml/day. It seems that bringing in
capital costs would reduce this figure but by ghibev much is difficult to say. For
boreholes, positive returns to scale cannot beirroedl because of the wide confidence

interval on the estimates.

What needs to be decided, in the light of thesdirigs, is what figures would provide a
reasonable representation of water production ¢osise in modeling urban water
supply. InChapter VI, illustrative calculations of water supply costs @irban districts
served by BWC, for the areas served by WOCs anthéareas served by US utilities
are carried out. For the first two, the estimatefsilb cost scale effects obtained using
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(4.20) inTable 4.9look suitable, while for the US, the estimatesaoi®d using the
TreatQP sample inTable 4.6will be adopted. With these parameters, the costabér
production for different levels of output can bécatated assuming average values for
the relevant control variables. Boreholes do ndaat provide a good model for other
types of urban infrastructure (their costs appdyatgpending mainly on factors other
than scale), whereas WTWs (for which economiesaliesappear to be significant)
offer the prospect of a productive explorationhad trade-off between production
economies and distribution diseconomies. But fits$, necessary to investigate scale

effects in water distribution, and this is takenim&hapter V.
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V. ECONOMIES OF SCALE AND SPATIAL COSTS IN
WATER DISTRIBUTION: EMPIRICAL INVESTIGATION

1. Introduction

Water distribution costs are more significant thaater production costs. For example,
in the case of BWC, although distribution operatogts are about the same in total as
production operating costs, distribution capitadtscare about twice as large. Scale
effects in distribution therefore merit carefuleation. The purpose of this chapter is to

estimate the effect of settlement size and popmuiatensity on water distribution costs.

If it is assumed that the technical options forevatistribution can be represented by a
standard production function, cost minimisationgoofit maximisation) would lead to
a cost function for water distribution having thengral form (se€hapter IV, section
1(c)):

VCD=VC, (DO, pp. Ko Zp) e, (5.1)
WhereVCD s the variable cost of water distributiddQ is a measure of distribution
output,p.p is a price for variable input:K_D is a measure of water distribution cagital

andZp is a vector of control variables. However, wheis #pecification was applied —
whether in simple or translog form — to data fod BBNVC zones, the results were

inconclusive — se@ppendix G.

This led to a fundamental reconsideration of whahtnbe the characteristics of a
production function for water distribution. The dission inChapter 111, section 3 (b)
concludes that there is a good case for two inmovatn the analysis of water
distribution costs:
(i) Adoption of a Leontief-type production functiom view of the limited
choice of technology and the lack of variance puinprices (particularly within
a single company);
(i) Measurement of distribution outpudQ) as the product of quantity
consumed@C) and the average distance to properi@sThis measure is

analogous to the tonne-km or passenger-miles umsedrisport studies.

** Following Garcia & Thomas (2001), capital in tlésmulation is taken to be “quasi-fixed”.
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In Section 20f this chapter specifications are developed abinthese innovations to
be implemented. I&ection 3 the results of applying these specifications We@data
are set out. Iisection 4the same methods are applied to data for 11 cértiedler

water companies in England & Wales; andatction 5they are applied to data for 305
US retail only water utilities. The implications thfe results are developedSection 6

and conclusions on scale effects in water distidiouare drawn irSection 7

2. Implementation of a Leontief-type production furction for water
distribution

a. Measuring distribution output

At first sight it might seem that the output of tfistribution system is simply the
volume of water delivered. But the essence of th&idution function is to deliver
water to many different places, in the amountsatritie times when it is required. Not
all these wider functions can easily be measure¢dheumost important is the spatial

aspect, the distance over which the water neelds ttansported to reach customers.

To reflect this aspect, distribution output will taden to be the quantity of water used
at each property weighted by its distance fromrdaraépoint. With some simplifying
assumptions, it can then be shown Gkapter Ill, Section 3 for a fuller discussion)
that for a circular settlement with density deciopiexponentially at a rateaway from

the centre, distribution output can be expressed as

A?R?
{1—e”{1+ AR+ ]]
> 2

DO = ~wiN e ] (5.2)

Wherew is consumption per property,is number of properties, amtlis the radius of

the settlement.

(5.2) shows this measure of distribution outpubéche product of two components,
total consumption@C = w.N) and a measure of average distance to propegies (

which is a function ok andR given by:

{ ( AZRZH

1-e™| 1+ AR+ —

2 2

?A,R) == F (5.3)

A -e™®R+IR)
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The implications of this expression are sketche@igure 5.1 which indicates how, for
givenN, higher values ot will be associated with a larger settlement ratRufsthe
central densityl is the same.

Density
A

do A=0

R R
Po  ¥oos5 Po.1 "~ Radius
Figure 5.1: Relationship between density and settieent radius
for different values of A (not to scale)

In Figure 5.1,the average distance to propertig4,R), is indicated by the dotted lines:
when) = 0, it is 2/3 R; with higher values bf it increases as determined by (5.3).

b. Cost function specification

The implication of a Leontief-type production fuioet is that there is a particular

amount of variable input associated with any paldiclevel of output, i.e:
v=v(oo (5.4)

If Vis measured agCD this becomes (5.1) shorn of the additional vadalun the

RHS. And for any particular level of output andiabte input, there will be an

associated amount of capital input, which is wioapital variable is not needed in

(5.47°. Returns to scale can be estimated from (5.4)ealon

*° |t is in this respect that the approach here diffeom the ‘quasi-fixed’ capital approach of Garéi
Thomas (2001).
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A note on Leontief production functions
If technology is such thd@ units of output requira.@" units of fixed capital input
andv.Q units of variable inputs, three distinct caseseari

4. o= =1 This is the textbook Leontief production functievhich has the
o(InK) _a(InV) _1

anQ) a(nQ)

two properties: (a) K/V = ulv (i.e. a constant)ddb)

i.e. constant returns to scale.

5. o= =v (y£1): This can be called a Leontief-type productionction. It
has the two properties: (a) K/V = ulv (i.e. a cans); and (b)
o(InK) _a(InV)

d(InQ) 0d(InQ)
depending whetheris <1 or >1.
6. a#£B: Thisis a new case, which does not seem to loeisked in the

=y, i.e. increasing or decreasing returns to scale

: . U op, . :
literature. It has the properties: (é =—Q“(i.e. varies with the level of
\

output); and (b) returns to scale also varies wittput, being a function of
d(InK) and o(InV)

a(InQ) o(InQ)

To check whether the data for the 35 BWC “urbatridts” (seesection 3(b)of this
chapter) are consistent with a Leontief-type proidncfunction (Type 2 above), the
following regressions were carried out (us\WwgD asV and capital maintenance
CMD asK):

I. In(K/V) = 1.177 — 0.012I00 , showing that this is not Type 3 above.
(0.045)
il. InK =1.452 + 0.941M , suggesting that this is not Type 1 above.
(0.070)
iii. InK =4.001 + 0.608IR0 , and
(0.041)
InV =2.824 + 0.620IBO
(0.026)
Confirming that the two coefficients are not sigrahtly different from each
other, withy = 0.61. Returns to scale can be estimated fromreithe
relationship.

A simple specification for (5.4), convenient fosassing elasticities, would be:

InvCD=¢g+gInDO (5.5)
However, noting from (5.2) th&O is the product oQC (= w.N) andg, so that DO =
INQC + Ing, the specification (5.6) below would help to exptise different effect on
distribution costs of variations in volume and &a#ions in average distance to
properties:

INnVCD=a+8,InQC+8,Inp ... (5.6)
It is for consideration whether there are contaniables that it would be desirable to

add to the above specifications. One possibiliyissribution pumping head, which
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may reflect to some extent differences in hillineesveen areas. However, this
information is not available below company leveEingland & Wales. Although higher
leakage rates might be expected to add to distibepsts®, a control for this factor is
not appropriate for the reasons giverCimapter 11, section 6. A further possibility is
the proportion of urban land in an area. Where gad@ailable, a control for this factor

can be tested.

c. Estimating distribution elasticities
Although specification (5.6) will provide an indigan of the different effect on
distribution costs of changes in volume and chamgeserage distance to properties,
the estimated coefficients do not provide direcasuees of distribution elasticities.
This is becausBl andg are both functions of andR and so are not independent of
each other. Three elasticities are of particuleerast:
(i) £,, measuring the response of distribution costhmges in water
consumption per property;
(i) £,, measuring the response of distribution costhmges in distribution
area;
(iii) £y, measuring the response of distribution costhimges in the number of
properties.

To evaluate these elasticities, it is necessasyaxs from a variant of (5.6).

We can re-writddO as:

DO =wy , wherey = N.¢ is total distance to properties ....... (5.7)
(5.6) can then be re-stated as:

InvCD=a+ B,/ Inw+g8,n¢y. (5.8)
Now, fromChapter Il , (3.21) and (3.20), we have:

2p2
l//:47130{1—e‘”‘(1+/]R+)I R ﬂ,and (5.9)
F 2
oy,
N=7°[1—e”R(1+)IR)] (5.10)

Evaluatinge,, is straightforward:

% Although there is some ambiguity here: higherritigtion costs may be incurred to keep leakagesrate
low.
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d(InVCD
= 9(nVCD) _ B, (5.11)
o(Inw)
This can be viewed as a pure quantity effect, nmaagthe response of distribution
costs to changes in water consumption per projeumybers of properties and other

distribution area characteristics held constant).

The other elasticities are more difficult to evaiand are not constants but vary with
scale. Itis helpful to start with a visual reprets¢ion of what it is that the estimated
elasticities might be trying to measure. In the puantric urban model underlying our
measure of distribution output, the configuratidrasettlement is reflected in the four
parametersdy, 4, N andR. The data used suggest a valuedfoof about 30
properties/Ha and, although there could be casisanigher value (e.g. high rise city
centres) or a lower value (e.g. towns lacking @regn30 properties/Ha has been
assumed throughout. The relationship between trengers is then such that if any
two of the remaining three is fixed, the third iscedetermined. Cases of particular
interest then are:

(a) Densificatior?”: Number of properties\) varies, while settlement radiu)(

is held constanti(also therefore varying);

(b) Dispersion Coefficient of dispersion] varies, holding number of

properties ) constantR also therefore varying);

(c) Suburbanisation Number of propertied\) varies, holdingt constant R

also therefore varying) ;

(d) Constant densityNumber of propertiedN) varies, holding densityN/A)

constant (when bothandR vary).

The resulting variations in settlement configurasi@re portrayed iRigure 5.2.

*" |t is recognised that this term has acquired palei policy connotations in the urban planningteat
here it is simply adopted as a convenient deseeagébel.
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Density

A

Radius R
Figure 5.2: (a) Settlement cross-section® constant,N varies (‘densification’)

4 Density

Radius Ro.01 Ro.05 Ro.1
Figure 5.2: (b) Settlement cross-section®N constant, ) varies (‘dispersion)

4 Density

e.gA=0.05

Radius Rvi R Rus
Figure 5.2: (c) Settlement cross-section&:constant,N varies (‘suburbanisation)

4 Density

Average density

Radius Rn1 Rae Ru\lns

Figure 5.2: (d) Settlement cross-sections: Densitpnstant,N varies (‘constant
density)
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The complex form of equations (5.9) and (5.10) rsake derivation of expressions for
the elasticities corresponding to these casesrratbiey®®. The least mathematically
awkward case is (c) $uburbanizatiot). In this casel is constant, saﬁ . An

expression fok_ - (the elasticity of cost with respect to variatian®&, conditional on

RIA
ﬁ) can then be derived as follows:

~_9(nvCD) a(Iny) p R oy
R4 3(nyw) a(nR) "*y oR

2p2
=g, X1V | e (34 2R+ 14 AR+ AR | e
w| A 2

= [)’2.5 2/R*d,e”™ (5.12)
Which can alternatively be expressed in area fculsingM = l, as
d(inA) 2
R 2 -AR
£A/;=,82.E.7R d,.e (5.13)

This is the elasticity of cost with respect to aseaved, conditional o . Evidently, it

is a (rather complex) function &andA but is clearly positive.

From (5.10), number of propertias)(varies withR (andA), so that there is a related

elasticity ¢ the elasticity of cost with respect to variasanN, conditional on/.

N/A !
It can be derived as follows:
N R _

NIA T R/E.E'aN RIA

1

&

= /32.% 2/R*.d,e".

This elasticity simplifies quite nicely but it alsoa function oR andA. Since volume

rises in line withN (if w is constant), a value far, - = 1 would indicate constant

returns to scale. However, higher values are texpected because of diseconomies

associated with expansion into lower density suburb

%8| am grateful to George Fane (Australian Natidtaiversity, Canberra) for helping me to come to
grips with this point.
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The algebra involved in deriving elasticities cepending to cases (a)

(“densificatiori), (b) (“dispersiori) and (d) (‘constant density proved intractable (the
last two involving simultaneous variation in bdtandR)>°. Evaluation for these cases
is therefore carried out by means of illustratiaécalations for hypothetical urban areas
using average data values, as describ&ertion 60f this chapter. In case (a), a value

of 1 for Evm would indicate constant returns to scalay i held constant. However,

the expectation is of a value between 0 and 1,@e properties in a given area should

give rise to density economies. In caseNi$ fixed, so a positive value far, - would

indicate diseconomies (higher unit distributiontepgf w is also held constant. In case

(d), N, 2 andR move in tandem and while a value of 1 &y, would indicate constant

returns to scale, there is a@riori reason why observed values should not be greater o

less than 1.

3. Application to BWC data

a. Data issues

A full description of the data on water distributiobtained from BWC can be found in
Appendix H. In brief, information on numbers of properties, length of mawater
consumption, leakage and geographical area for 8&®@ District Metering Areas
(DMAs) was aggregateand combined with information on operating costsrable
the relationships developed$®ction 2above to be estimated, first for 184 Water
Quality Zones (WQZs) and then for 35 Urban Dissidtor the purposes of this
research, DMAs are too small, having little relatibip to urban areas; WQZs are better
but large urban areas may still comprise severalZ$/@hile in other cases more than
one urban area is included in a WQZ. The 35 urbstnicts (omitting the more rural
parts of BWC'’s supply area) have been selected tim tovercome these difficulties.

b. Results for BWC’s 184 zones

To get a feel for the results obtainable by thdiegton of our approach, we start by
considering BWC'’s 184 zones. The key question 8 tooobtain a measure of
distribution outputDO) for these zones. To be able to use (5.2) somglifyng

assumptions are required:

¥ However, it can be noted that in case @ispersiori, the coefficient on In in (5.6) is related to the

elasticity E N
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I. First, it is supposed that each zone can bégteas if it were a circular
settlement;

ii. Next, a measure of area is needed. Actual anehsde unoccupied or
unserviced areas; but only areas having accesattr wains can be serviced.
The area of accessible land in each zdggdan be estimated &4/0.15, where
M is length of mains. This is becaudéA is observed to be approximately 0.15
in fully urban zones; the argument then is thatralar ratio of mains to land
with access to a supply will prevail in less urlzaoi zones — density of
properties in terms of properties per km of maskdwever generally much

lower outside urban areas;
iii. Now the effective radiusR) for each zone can be estimatedrss | A/ 77,

whereA, is the area of accessible land;

iv. A can then be estimated from the observed properigityN/A, by
interpolation in a table which calculates dengityproperties/Ha for different
values ofR and\ (seeAppendix | for an extract from this table);

v. Density at the centre of each zodg) (s taken to be 30 properties/Ha (a little
above the highest value observed for BWC’s zones);

vi. Finally, by using water consumed, veN = QC, in (5.2), that part of
distribution costs attributable to leakage willlelected in a higher unit
distribution cost (the cost of producing the watst to leakage is a separate
matter, not relevant to this part of the analysathough it will be relevant
when water production and water distribution a@ught together ilChapter
VI.)

With these assumptions, distribution outdd©] for each zone can be calculated as:
po=QC¢A,R®y (5.15)

Wherep(1,R)is given by (5.3) above.

Equations (5.5) and (5.6) can then be estimatadgiv

(5.5) InVCD=2702+0645**InDO ... (5.16)
(S.E. 0.013) (R= 0.9314)
(5.6) InVCD=1630+0.363"**INQC+1298 **In¢g ... (5.17)

(S.E. 0.079) (S.E. 0.178) (robustf £/.9386)
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The result in (5.16) indicates economies of saaldistribution, since the coefficient on
InDO < 1 (very significantly so) but (5.17) then putsather different perspective on
this result. The interpretation of the coefficientInQC in (5.17) is that higher
consumption in a zone, whether due to greater ysagproperty or more properties on
the existing network has a less than proportioatiget on costs (e.g. a 10% increase in

QC would increase operating costs by about 3.6%).

The interpretation of the coefficient ongdf1, R) is less obvious¢(A,R )s a measure
of the average distance to properties. Thereftniglzer value fog(A,R ) if QCis

fixed®®, indicates that properties are more dispersedyingpa higher value fok and
hence also foR, as shown in the “dispersion” caseFiigure 5.2(bf*. Any positive
value for the coefficient on indicates that greater dispersion adds to theafost
distributing a given volume of water and is therefa diseconomy. In fact this effect
appears to be rather large here with (e.g.) a X@¥ease ip increasing operating costs
by about 13%Y¥. This can be interpreted as a form of densityctffeith lower density
adding to distribution costs and higher densityuniag cost&’,

A control for the proportion of urban land in eane, UAP, is available with the
BWC zone level data but when tested this was fowtdo be significarif.

c. Results for 35 BWC “urban districts”

Although the BWC zones provide reasonably cohaunaiis for analyzing distribution
costs, they do not correspond very well with urbegas. In some cases, a large urban
area is divided into several zones, while in ottaes there is more than one urban area

in a zone.

As a first step towards refinement, the maps degithe company’s supply area held by
Ofwat were examined to identify all the urban ar@asdefined by ONS) with

%0 E.g. because average consumption and the numipeopérties is unchanged.

®LIf N is fixed, A andR cannot vary independently of each other as theyimked through the
relationship (5.10).

%2 However, the dispersion variahjés relatively insensitive to changes in area séras can be seen in
Table 5.2below.

%3 But not all changes in density have this effdateinsity increases or decreases without changieg t
average distance to properties (i.e. if the in@easecrease has exactly the same dispersionsingx
properties) there will be no additional effect asis from¢(A, R) but there will still be &C effect,

since such a change implies an increase or dedreblse
® The coefficient on In(14AP) was 0.024%.E.0.121); and tests for heteroscedasticity and edhitt
variables did not indicate any cause for concern.
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population over 5,000 within the aféaThis required checking several ONS regions as
the company’s boundaries, being based on rivehoatats, do not match those of the
ONS regions. The company area was found to contan 100 urban areas with more
than 5k population, accounting for about 88% ofd¢bmpany population but only about
8.6% of the company area. The average densityestthrban areas worked out at 38
persons/Ha, so that by difference the average tyeofsthe remaining 91% of the
company’s area is only about 0.5 person&Hais indeed one of the more abiding
impressions from looking at maps, even of suchresely populated country as
England, how much of the surface area is not oeclpy settlements. It is very evident
that the mechanics and economics of providing sesv{such as water supply) to the
relatively small numbers of people in isolated Fa@mmunities must be different from

those of supplying large populations in denselfletareas.

With the assistance of a member of BWC staff, ati@hship between BWC zones and
ONS urban areas with population over 5,000 waskskeed. The result was a list of 54
areas which we will call “urban districts” as thggnerally differ from urban areas as
defined by ONS by including greater or lesser anmohnon-urban land. In 28 cases, a
single ONS urban area was contained within a singhe so that there is a one to one
correspondence between zone and “urban distriténother 7 cases, a single urban
area comprised more than one zone (including do@uarea comprising 23 zones). In
the other cases, the urban districts (comprisitgéen 1 and 10 zones) included
several urban areas (the number varying betweern 8a 49 zones could not be related
to urban areas: for about 6 of these, this wasusectne ONS boundary for the urban
area concerned was not clear, the rest were zomeh @id not appear to contain any

urban areas with population over 5,000.

A new data set was created by amalgamating the datagfor the 54 “urban districts”.
Attention was then focused on the 35 “urban distti(28 + 7) which covered a single
urban area, as these were judged most likely te@spond reasonably well to the
circular settlement model of (5.2). Adopting thensasimplifying assumptions that
were applied above to BWC's 184 zones to estimategressions were then run
matching (5.16) and (5.17). The results obtainedeported below.

% In ONS (2004), “urban areas” are defined as apéasilt up land of at least 20 Ha, having a
population of 1,500 or more. Urban areas with pafioh between 1,500 and 5,000 have been left out
here.

% 38 persons/Ha is equivalent to about 16.5 progetiia; 0.5 persons/Ha is equivalent to about 0.22
properties/Ha.

111



INVCD = 2.824+0.620***INnDO ..., (5.18)
(S.E. 0.036) robust {R 0.9444)

INVCD = 2047+ 0.393*** INQC+1.095***In@  evvecurnnn, (5.19)
(S.E.0.161) (S.E. 0.329) robust £/.9474)

These results are not very different from thosaioled for BWC'’s zones, and indicate
significant economies of scale with respect to r@uQC) and significant

diseconomies with respect to the average distamasuane ¢(1,R)).

Re-estimating (5.19) in the (5.8) form gave:
INnVCD =-4.572+0.432**Inw+0.617***Iny ... (5.20)
(S.E 0.219) (S.E.0.037) robust 2 #R0.9455)
From (5.20), the distribution elasticities idergdiat (5.11) — (5.14) above can be
evaluated for these urban districts as:
£, =B, =0432
This is significantly less than 1 (at 5% levelyirating quite large increasing returns to

this dimension of scale, although with a relativielgh standard error.
R -
£, = ﬁz.a.zﬂzdo.e "

Takingp, = 0.617 from (5.20), values for this elasticityotdated from the 35 BWC
urban districts data range from about 0.8 to aBdtwith a tendency for higher values

of £, - to be associated with lower valuesidSeeFigure 5.3).
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Figure 5.3: Relationship betweens, - and 4 for 35 BWC urban districts
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In all cases this elasticity is < 1, so that witthgrbanisation the proportionate increase
in costs is generally less than the proportionatesiase in area at the margin. Whether
this implies scale economies in the usual sengi¢hiunit cost) will depend on the

relationship between increase in area and inclieasembers of properties. This is best

assessed by consideriag -, as is done next.

_ R
ENia _'82'3

The values foR/p observed in the 35 BWC urban districts’ data raoefeveen about
1.6 and 2.%'. In conjunction with the estimated value forof 0.617 from (5.22) above,

this gives values far, 5 in the range 0.99 to 1.48, indicating roughly cansteturns to

scale for less dispersed districts but decreagingns to scale for the more dispersed
districts (Sed-igure 5.4
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Figure 5.4: Relationship betweens, - and4 for 35 BWC urban districts

Before moving on, attention needs to be given mtabkcosts, which are very
substantial in water distribution. In the case W ®, capital costs (on an annualised
basis) are made up of £76.6m of capital maintenarpenditure plus £68.5m return on
regulatory value (6.4% on an estimated capitalevalu£1,070.49m — seppendix F),
making £145.1m in all. Allocating this amount tdan districts in proportion to length
of mains provides a value for the capital costisfribution (CCD). Using this as a

measure of capital input, a regression parall€btd0) then gave:

INCCD=-1065+1617**Inw+0.622***Iny  ........ (5.21)
(S.E. 0.299) (S.E. 0.032) robust 2 4®.8981)

" The minimum value foR/p is 1.5 ag = 2R/3when/. = 0.
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It might have been expected that the influencg oh capital costs would be larger than

on variable costs, but this result indicates alamvialue, so that the elasticitiel,r§/j and
£ ; are about the same. The influencevadn the other hand appears very large,

indicating that consumption per property has angfreffect on capital requirements, to

the extent that there are scale diseconomies, &yjith 8, =1.617.

It had been hoped that that the urban districtstified above would turn out to match
well with water production facilities operated b\WWM& so that production and
distribution would be found to be largely self-cained within these districts,
facilitating analysis of the interaction betweengurction and distribution at this level.
However, this turns out not to be generally theecMore commonly, because water is
supplied to consumers from several sources (prasiyrfa security of supply and
water quality reasons), self-containment is onliglent for rather larger areas. This will
affect the applicability of the above results tetdbution in these larger areas.

Discussion of this issue is deferreddbapter VI.

4. Application to Ofwat data for 11 WOCs

Application of the methods developed in this chafiell the water companies in
England and Wales would be inappropriate as manlyesh are very large, serving
large numbers of settlements. They are thereforigden matching the kind of
distribution systems modelled @hapter Il , on which (5.2) is based. However, the
WOCs operate on a smaller scale and a number of ippear to serve a single large
urban area (albeit including some smaller satetftitens and villages), e.g. Bristol
Water, Cambridge Water, Dee Valley Water (Chesklkestone & Dover Water,
Portsmouth Water. An exception is Three Valleys &N Surrey, the largest WOC,
whose supply area straggles over several partatef bondon and is therefore far from
being a single settlement company. It was theredereded to omit it from the analysis.
For the remaining 11 companies, it seemed wortintes/hether they might show
similar characteristics to those found for BWC’'si@s and urban districts. It should be
emphasised at the outset that with only 11 cakesstatistical significance of the results

is bound to be weak .

With these caveats in mind, data for these 11 W@&sassembled and the
relationships (5.20) and (5.21) were estimatedtFiowever the relationships (5.22)
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and (5.23) below were estimated to check for comscy with the Leontief-type
production function, which was found to be the a@sé¢he coefficients onDO in
(5.22) and (5.23) are not significantly different:

InVCD = -3.791+0.625***InDO ... (5.22)
(0.064) robust (R=0.9251)
INCMD = -2.694+0581***InDO ... (5.23)

(0.084) robust  (R=0.8832)

The regressions matching (5.20) and (5.21) thee:gav

INVCD =-3.213-0.211nw+0.659***Ingy ... (5.24)
(S.E.0.342) (S.E. 0.049) robust (R? = 0.9574)

INCCD =-0.657-0453nw+0.624***Ingy ... (5.25)
(S.E.0.394) (S.E.0.057) robust (R = 0.9378)

In comparison with the results obtained for BWC3sWban districts, it may be seen
that in (5.24) the coefficient onynis well-determined although somewhat lower but
that the coefficient on im has turned negati¥®(although not significantly different
from zero as the standard error is large). Of aauise sample size is small with only
11 cases, but on this evidence, there is somelmanaiion of the picture found in the
BWC case.

The indications from (5.25) are similar. The infhee of distancey) on capital costs is
a little lower (and close to the BWC value), witthat of volume is again negative (but
not significant). The broad conclusion that capitadts for WOCs are driven almost
entirely by distance to properties (and hence lenfmains) does not seem

unreasonable.

As with the BWC urban districts, the coefficientsrh (5.24) can be used to calculate

the “suburbanisation” elasticities, ; and & ;. The resulting values are plotted in
Figure 5.5below. As may be seen, the values §gr- are all above 1, indicating
suburbanisation diseconomies. The valuessfgr are lower than for the BWC urban

districts but this is probably a reflection of flaeger size (and lower density) of the

% The reasons for this have not been determineit batild possibly be due to lower distribution st
for large industrial customers.

115



WOCs. As with the BWC estimates, higher valuesgor. and lower values foe , -

are associated with higher
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Figure 5.5: Relationship betweere, -, £ 5 and4 for 11 WOCs

5. Application to AWWA data

a. Data issues

The information collected by the American Water WsoAssociation (AWWA) in its
1996 survey does not provide information on capitaintenance costs so that it is not
possible to assess how far the assumption of atieddype production function
represented by (5.4) corresponds to the actuatstu On the other hand, as most US
water undertakings are relatively small scale, walh undertaking generally serving a
single settlement or community, the situation isstbften close to that envisaged in the

models developed i€@hapter Il above.

Despite the large size of the AWWA sample, theeesanumber of problems with the
data. Many smaller utilities did not respond to 1986 survey. Of the 897 utilities that
did respond, only 548 provided information for Hrenual O&M expenses table and in
some of these cases some of the data items wesenmni# further issue is that in the
USA, it is quite common for water utilities to selater in bulk to other utilities. In the
AWWA data, this appears as an estimated figurévibiolesale population” rather than
a volume. Because of uncertainty about what digtioin costs might be associated with
these sales, attention was focused on utilitiearsgfretail populations” only. After the
other adjustments shown Trable 5.1 this left 305 cases.
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Reason for dropping cases

Numbers affected

Starting point: Utilities in O&M table 548
No figure for water produced -10
No figure for distribution costs -22
No figure for length of mains -16
No retail population -6
Effective radius > 10 km -11
Density > 30 properties/ Ha -3
Usable cases 480
Utilities serving wholesale as well as retalil -175
populations

Retail only utilities 305

Table 5.1: Selection of distribution cases from AWVX 96 data

As with the BWC data, the effective service area vegresented by length of mains

(converted from miles to km) divided by 0.15, exckep a few cases where this value

was greater than the service area reported byotimg@any, when the latter figure was

used®. Population numbers were divided by 2.25 to prewdd estimate of numbers of

properties, and then property density and serviea eadius were calculated for each

utility in relation to the effective service aréaformation on leakage rates is not

included in the AWWA data so the quantity variaislevater put into distributionDI)

rather than water consumeg@).

The data is illustrated iRigure 5.6

12

InvVCD

10

InDO

14 16 18

Figure 5.6: Log plot of distribution output againstdistribution costs for 305 US

retail only water utilities

% n a few cases, no service area was reportedasohi value derived from length of mains was thig o
one available. (All areas were converted from sgumaites to hectares for consistency with the earlie

analyses.)
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b. Results

Repeating the regressions (5.5) and (5.6) witlBO0teAWWA retail only cases (and
usingQDI rather tharQC because information on leakage is lacking in tNeéA
data) gave the results shown in (5.26) and (5.27):

InVCD = 003+ 0.605***InDO ... (5.26)
(S.E. 0.026) (R 0.6464)
INVCD = 0.193+ 0.489*** InQDI +0.885***Ing ... (5.27)

(S.E. 0.091) (S.E. 0.211) 2 (R0.6484)
These results are encouragingly similar to thosainéd earlier for BWC'’s 35 urban
districts. However, measuring volume@BI rather tharQC will have affected the

coefficients but probably not to a large exfént

Re-running (5.27) in (5.8) form then gave:
INVCD = -5.253+ 0.369* ** InW + 0.629***Inyy ~ ............. (5.28)
(S.E. 0.096) (S.E. 0.027) 2 €R0.6538)
As with the earlier results, certain elasticities be estimated from (5.28). First, from
the coefficient on Iw, we have:w = 0.369, giving returns to scale of 2.7 for
consumption per property (note thathere is water put into distribution per property,
i.e. consumptiomplusleakage). From the coefficient ongdnvalues for the

“suburbanisation” elasticities , ; and ¢ - can be calculated. They are plotted in

Figure 5.7, and can be seen to have the same characteastigsre found for BWC
urban districts ifFigures 5.3and5.4, and for the WOCs iigure 5.5

"9 Re-running (5.17) for BWC urban districts usi@®! in place ofQC produced
INnVCD =1.791+ 0.365In QDI +1.169In ¢ so that in this case the coefficients are chamyddss
than 10%.
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Figure 5.7: Relationship betweens ,7 and4 for 305 US retail only utilities
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6. Implications of results

In this section, the estimated relationships fetrdbution costs obtained sections 3, 4
and5 above are used to carry out illustrative calcatsifor settlements or companies
with different distribution characteristics. Thed®w that distribution costs depend
strongly on the spatial configuration of the distition area. Thus, although there are
differences of detail, the calculations all agtes tvith a monocentric structure
“densificatiori reduces unit distribution costs whereas greatgratsion of properties
(higher)) raises them. The calculations also suggest tbat properties (highe)

with A held constant §uburbanisatiot) would also raise distribution costs but to a
much smaller extent. (The implication of higiewith A held constant is lower density
and a larger settlement area.) With density rathen\ held constant, more properties
lead to lower unit distribution costs. The storaibit more complicated if there is more
than one settlement in the service area (polyaestructure). The details and results of
these calculations are set out below using fistestimated relationships for the 35
BWC urban districts, then the estimated relatiopsHior the 11 WOCs and finally the
estimated relationships for the 305 US retail artlijties.

a. Basis for calculations
Following the schema iRigure 5.2, four kinds of illustrative calculations are
presented:

a."“ Densification’: The effect on distribution costs of varying thember of

properties ), holding settlement radiu®) constant;
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b.“Dispersiori: The effect on distribution costs of varyihgN held constant;
c. “Suburbanisatiori: The effect on distribution costs of varyihg held
constant;
d. “ Constant density. The effect on distribution costs of varyihg density
held constant.
The results are expressed as unit costs as theanphs are most easily appreciated in
this form.

For (a), the steps in the calculation are:
i. TakeN to be 18,000 properties for a typical BWC urbastritit’!, 200,000
properties for a typical WOC and 50,000 propeffiiesa typical US retail water

utility. These are roughly the average values ofesbin the 3 data sets;
i he relationshi =2 [y e (14 1R)] b do, % and
ii. Use the relationship (5.11y —Tl—e 1+ AR)| betweer\, dy, A andR

to estimatel for each value dR (dp = 30 properties/Ha in all cases);

iii. Assumew to be 420 litres/property/day for BWC, 520 litig®/perty/day for the
WOCs and 1500 litres/property/day in the US, wlaoh approximately the
values observed in the data sets. (Note that thBduge includes distribution
losses, whereas the others do not — but even alipfor this difference,
consumption per property in the USA still appearbée about twice what it is in
England & Wales.);

iv. Use (5.9) to calculate;

v. Calculate IWCD using (5.20), (5.24) or (5.28) as appropriate.\@onthe result
to £/MI (England & Wales) or $/million US gallons give the required unit
costs UVCD);

vi. Calculate I€CD using (5.21) and (5.25) to derive unit capitaltsdgCCD) for
BWC urban districts and the WOCs respectively.

For (b), the procedure is very similar but at gigghe relationship is used to estimate
R for each value of. For (c),A is held constant at step (ii) whikeis varied; for (d), the
starting point is an assumed density, which whanlined with varyingN leads to

changes in the values fBrandX at this step.

" This average excludes the largest urban disttiithvhas some 600,000 properties.
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b. Calculations for 35 BWC “urban districts”

The calculations using the estimated relationsfupthese districts lead to the figures
shown inTable 5.2 The numbers to focus on are in the last 5 colynvhereVCD and
CCD are respectively the annual variable and capdstiscof distributionlJVCD and
UCCD are the related unit costs ad@iCD is the total unit cost.

N A R | ¢(AR)| VCD | UVCD | CCD |UCCD| UTCD
(00m) Em) | EMI) | (Em) | EMI) | (EMI)

a. Varying N, R constant (‘densification’)

5,000 0.19 26.8 9.7 0.10 142.23 0.389 44190 3841

10,000| 0.12 26.8 12.5 0.19 127.94 0.612 399.40 .3827

15,000 | 0.095 26.8 13.6 0.26 11559 0.832 361.737.327

20,000 | 0.075 26.8 14.6 0.33 107.81 1.036 337.995.7¢4

25,000 | 0.06 26.8 15.3 0.39 101.86 1.225 319.76 .6221

40,000 | 0.03 26.8 16.6 0.55 89.64 1.7/30 282.17 8371.

O[O0 |0 W

50,000 | 0.015 26.8 17.3 0.64 84.24 2.035 26%.54 .7849

b. Varying A, N constant (‘dispersion’)

18,000 0 13.8 9.2 0.233 84.6( 0.780 264.48 349,08

18,000 | 0.02 15.3 9.9 0.24 88.6 0.765 274.17 B865.8

18,000 | 0.04 17.3 10.8 0.25

18,000| 0.06 20.3 12.1 0.27 99.9 0.863 312.74 6314.

)
3
93.58 0.807 292.62 1386.
1
D

18,000 | 0.08 25.8 13.9 0.30 109.2 0.944 342.13 .3851

E Nl K222 AR e

2
18,000, 0.10 48.7 18.1 0.35 128.30 1.111 402.45 .753(

c. Varying N, A constant (‘suburbanisation’)

5,000 0.06 8.6 5.5 0.07} 100.247 0.288 310.64 410.91

10,000 | 0.06 13.3 8.2 0.15 98.9r 0.4f3 30831 407.2

15,000 | 0.06 17.7 10.7 0.22 99.44 0.715 310.80 2410.

20,000 | 0.06 22.0 12.9 0.30 100.16 0.962 313.82 .9813

25,000 | 0.06 26.8 15.3 0.39 101.86 1.225 319.76 .622]1

40,000 | 0.06 46.2 22.9 0.66 109.14 2.110 344.10 .2453

FTOO N[OOI Y

50,000 | 0.06 81.1 30.1 0.91 118.88 2.880 375%.76 .6494

d. Varying N, density=10 (‘constant density’)

5,000 0.15 12.6 7.0 0.08 116.17 0.2/6 360.33 476.5

10,000 0.1 17.8 10.0 0.17 111.18 0.531 346.67 8&57.

15,000| 0.08 21.9 12.2 0.24 108.15 0.778 338.25 .4046

20,000 | 0.07 25.2 14.1 0.32 105.72 1.016 331.36 .0837

25,000 | 0.065 28.2 15.7 0.39 103.48 1.245 324.87 8.382

RN IEL L=

40,000 | 0.05 35.7 19.9 0.61 100.27 1.937 31%.92 .1916

50,000 | 0.045 39.9 22.2 0.756 98.54 2.384 310.99 .5809

Table 5.2: lllustrative calculations to show the déct of different values ofs and N

on unit distribution costs (using relationships estated for BWC urban districts)
Section (a) offable 5.2shows how adding properties within a fixed urbaariztary
substantially reduces unit distribution costs. Thisecause volume economies of scale
in distribution outweigh the effect of a small iease in dispersion as measure@by
Section (b), on the other hand, shows that foitttesgent of a given size in terms of
numbers of properties, greater dispersion leadsstconomies in distribution. In this
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case, although the number of properties (and hienakeconsumption) does not change,
higher) leads to a larger service area with distributiosts rising by 50% dsrises

from zero to 0.1. These two cases provide goodtithions of density economies in
distribution, as in both cases higher density ldadewer distribution costs. In section
(c), increasing the number of properties witbonstant results at first in economies of
scale with respect to volume more or less offsgttine effect of greater dispersion,
although above 10,000 properties, the latter effexeasingly dominates, leading again
to diseconomies in distribution. In contrast, sati{d), which compares settlements of
similar density but different size, shows scalenenies, particularly in capital costs. In
this case, although more properties result ingelaradius settlement, this is
accompanied by reductioninand hence less dispersion, leading to savingseimiit
cost of distribution.One way of viewing the sect{ahfigures is as showing the effect
of extending water supply from an urban core fiosthe suburbs and then to a rural
fringe. The first 10,000 properties (the urban faecupy only about 556 Ha at an
average density of 18.0 properties/Ha. The nexdbproperties (the suburbs) occupy
about 1700 Ha (average density 8.8 properties/Ha.next 15,000 properties (the
rural fringe) occupy about 4450 Ha (average der&#yproperties/Ha); and another
10,000 properties would add about 14,000 Ha avaraege density of 0.7
properties/Ha. The effect on distribution costgl@ted inFigure 5.8 below. Compared
with the total unit cost of distribution in the arbcore, £407/Ml, adding the suburbs
raises this cost by about 4% to £422/Ml; addingrtiral fringe adds another 7%
bringing the cost to £453/MlI; with the outer frinfinging the total number of
properties to 50,000) the cost rises further tobfM9, over 20% above the figure for
the urban core alone. Clearly, the marginal cosligifibution to these more remote and

highly dispersed properties is high

"2 For the last 10,000 properties, the unit cos68EMI, some 60% higher than the £408/MI unit dost
the 10,000 properties in the urban core.
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Figure 5.8: Effect of increasing settlement size #i constant (“suburbanisatior)
(from section (c) of Table 5.2)

c. Calculations for 11 WOCs

Similar calculations were then carried out for ieWOCs. Although the estimated
relationships differ somewhat the pattern of treults is very similar, as may be seen in
Table 5.3
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N A R('OOm) | ¢(4,R) | VCD | UVCD | CCD | UCCD | UTCD
(Em) | (E/MD) | (Em) | (E/MI) | (E/IMI)
a. Varying N, R constant
(‘densification’)

50,000 | 0.055 57.3 27.0 1181 11981 2.761 290.98).781
100,000 0.03 57.3 32.2 2160 109.67 4.7p7 249.063.635
150,000, 0.02 57.3 34.3 2987 101.03 6.310 221.632.682
200,000f 0.01 57.3 36.3 3.792 96.20 7.804 205.58 .78(
250,000 0.005 57.3 37.3 4507 9147 9.101 191.813.288
b. Varying A, N constant (‘dispersion’)

200,000 0 46.1 30.7] 3.377 85.66 7.088 18540 271.06
200,000f 0.01 55.1 35.0 3.697 93.79 7.680 200.99 .729
200,000| 0.02 72.4 42.00 4.193 106.36 8.534 224.801.183
200,000| 0.03 162.5 60.3 5.392 136.[/8 10.675 2814£13.00

c. Varying N, A constant (‘suburbanisation’)

50,000 | 0.025 29.2 175 0900 91.33 2169 228.52 .851
100,000 0.025 47.5 26.4 1974 10017 4.365 229.980.12
150,000 0.025 66.8 343 3.193 108,01 6.696 235.243.22
200,000| 0.025 91.0 42.0 4596 116659 9.260 243.980.53
250,000 0.025 128.0 49.7 6.259 12702 12.191 256383.94
d. Varying N, density=10 (‘constant density’)

50,000 | 0.045 39.9 2220 1.033 104.83 2.4b2 258.363.1%6
100,000| 0.0325 56.4 31.3 2117 107,41 4.644 244382.10
150,000 0.025 69.1 38.8 3.254 110,07 6.810 239.240.23
200,000| 0.0225 79.8 445 4365 110,73 8.845 233.343.74
250,000| 0.02 89.2 49.80 5510 111.81 10.883 229.351.18

Table 5.3: lllustrative calculations to show the dect of different values ofdA and N
on unit distribution costs (using relationships estated for 11 WOCSs)

d. Calculations for 305 US retail only utilities

The pattern of results for the 305 retail only UlBities is also similar (se&able 5.9

although in this case, no data is available to kenedipital costs to be estimated (at the

same time there is no reason to suppose thattdison capital costs in the US would

not also be 2 or 3 times as large as operating evst would follow a similar pattern).
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N A R(‘'00m) | ¢(4,R) | VCD UVvCD CCD | uccb | UTCD
$m | $/m.galls®

a. Varying N, R constant (‘densification’)
10,000 0.13 30.2 12.8 0.129 89.24 nja. n.a. nja.
25,000| 0.07 30.2 16.2] 0.267 73.73 nja. n.a. nja.
50,000| 0.03 30.2 18.5 0.448 62.00 nja. n.a. nja.
75,000 0.0065 30.2 19.8 0.603 55.62 nia. nja. nia.
b. Varying A, N constant (‘dispersion’)
50,000 0 23.0 15.3] 0.391 54.06 n.a. n.a. n.@a.
50,000 0.02 27.4 17.4 0.423 58.54 nja. n.a. nja.
50,000 0.04 36.2 21.00 0.476 65.86 nja. n.a. nja.
50,000 0.06 81.1 30.1 0.598 82.71 nja. n.a. nja.
c. Varying N, A constant (‘suburbanisation’)
10,000| 0.04 12.1 7.7 0.092 63.85 n.a. n.g. n.a.
25,000| 0.04 21.5 13.3 0.231 63.78 nja. n.a. nja.
50,000 0.04 36.2 21.00 0.476 65.86 nja. n.a. nja.
75,000 0.04 54.1 28.9 0.751 69.25 nja. n.a. nja.
d. Varying N, density=10 (‘constant density’)
10,000 0.1 17.8 10.0f 0.108 74.87 n.a. n.g. n.a.
25,000| 0.063 28.2 15.8 0.257 71.13 nia. nja. nia.
50,000| 0.045 39.9 22.27 0.494 68.31 nja. n.a. nja.
75,000 0.0325 48.9 279 0.735 67.76 nia. nja nia.

Table 5.4: lllustrative calculations to show the déct of different values ofk'and N
on unit distribution costs (using relationships esmated for 305 US retail only
utilities)
e. Effect of multiple settlements
The same calculations can be used to throw lighhereffect on distribution costs if
there are two or more settlements in an area.H#®purpose we use the estimated
relationships for BWC’s 35 urban districts, compgrdistribution costs for a
monocentric settlement of 50,000 properties with:
e 2 settlements with 25,000 properties;
e 1 settlement of 40,000 properties and 1 settleroeh®,000 properties;
* 5 settlements of 10,000.
In each case, total area (5000 Ha) and averag@&yl €3 properties/Ha) are held

constant (with. varying in consequence). These comparisons aus@t Table 5.5

31 US gallon = 3.786 litres, so $1/m.galls = £0/M6f £1 = $1.5.
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N ) R | Area | QC=w.N| VCD | UVCD | CCD | UCCD | UTCD
(00m) | (Ha) | (MI/d) | (Em) | (E/MI) | (Em) | EMI) | (E/MI)

a. Single settlement

50,000] 0.045| 39.9 | 5000 21.0 0.75p 98.54 | 2.384| 310.99| 409.53

b. Two equal
settlements

25,000| 0.065| 28.2 | 2500 10.5 0.39[103.48| 1.243 324.87

25,000| 0.065| 28.2 | 2500 10.5 0.39/7103.48| 1.245 324.87

Total 5000 21.0 0.794103.48| 2.490| 324.87| 428.35

c. Two unequal
settlements

40,000| 0.05 35.7 | 4000 16.8 0.615100.27| 1.937 315.92

10,000] 0.1 17.8 | 1000 4.2 0.170111.18| 0.531 346.67

Total 5000 21.0 0.785102.41| 2.528| 329.81| 432.22

d. Five equal
settlements

10,000] 0.1 17.8 | 1000 4.2 0.170111.18| 0.531 346.67

10,000 0.1 17.8 | 1000 4.2 0.170111.18] 0.531 346.67

10,000 0.1 17.8 | 1000 4.2 0.170111.18] 0.531 346.67

10,000] 0.1 17.8 | 1000 4.2 0.170111.18| 0.531 346.67

10,000 0.1 17.8 | 1000 4.2 0.170111.18] 0.531 346.67

Total 5000 21.0 0.850111.18| 2.655| 346.67| 457.85

Table 5.5: Calculations to show the effect of mulple settlements on unit

distribution costs (using relationships estimateddr BWC urban districts)
FromTable 5.5 it may be seen, comparing (b) with (a), thattspl the population
into two equal settlements has the effect of ingirgathe unit distribution cost by 5%
from £409.53 to £428.35; splitting into 2 unequettlements (c) also increases
distribution costs, to a somewhat greater exteattabse of a higher capital cost.
Splitting into 5 smaller settlements of 10,000 @xties each (d) results in a rather
larger increase of 12% to £457.85. The reasormfsd results is that the compensating
variation inA has the effect of increasing the dispersion opertes in the smaller
settlements. In consequence, the large singl@ssitit in (a) shows distribution costs
which are lower (by about 12%) compared with the Settlements in (d), showing
how greater dispersion leads to diseconomies inlaligion. On the other hand, if the
smaller settlements had the samealue as the large settlement (0.045 in this ¢case)
they would occupy a smaller area in total, at higlensity, leading to a small saving in
distribution costs.

f. Derived elasticities
The calculated results ifables 5.2, 5.3and5.4 can be used to derive estimated
elasticities corresponding to those discussed aloSection 2 (c)of this chapter.
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Being estimated from intervals rather than by cardus variation, these values are

approximations with uncertain confidence intervalse values imable 5.6are for an

average sized urban district or company from thadhei of the range of calculated

values, using variable costi¢GD)’“. The elasticities shown are:

(a) Densification ¢ -, the elasticity of costs as the number of properti) varies,

while settlement radius is held constantelf-< 1, there are scale economies;

(b) Dispersion ¢, —,

the elasticity of costs as the coefficient opeision {) varies,

holding number of properties constantelf - > 0, there are scale diseconomies;

(c) Suburbanisation &

N/A?

the elasticity of costs as the number of propsrti) varies,

holding/ constant; and the related elasticity- . If £ 5> 1, there are scale

diseconomies;

(d) Constant density &

N/D’

the elasticity of costs as the number of propsriil)

varies, holding densityN/A) constant (which is equal in value &g - ). If & =<1,
there are scale economies.

Average BWC Average Average US
urban district WOC retail utility
No. of properties 18,000 200,000 50,000
(a) Densification
Enrm 0.73 0.81 0.68
(range) (0.80 - 0.70) (0.83 -0.75) (0.71 - 0.69)
(b) Dispersion
£ 0.18 0.19 0.17
(range) (0.21 -0.07) (0.22 - 0.07) (0.20 — 0.06)
(c) Suburbanisation
Eui 1.03 1.32 1.07
(range) (0.97 — 1.45) (1.19 — 1.45) (1.00 - 1.16)
.7 0.63 0.51 0.58
(range) (0.70-0.17) (0.73-0.37) (0.69 —0.47)
(d) Constant density
Evs=Ens 0.91 1.02 0.92
(range) (0.92 - 0.90) (1.02 - 1.07) (0.92 - 0.98)
Table 5.6: Spatial effect elasticities derived froncalculated values in Tables 5.2,
5.3and 5.4

7. Conclusions on scale effects in water distribudn

The approach in this chapter to assess scale &ffeatater distribution breaks new
ground in that distribution output is measurednasgroduct of consumption and
average distance. Implementation of this approashréquired that distribution areas be
modelled as monocentric settlements with densityiniag away from the centre at a

" Similar values would be obtained using capitats¢8CD) or total costs{CD) because of the
similarity of the values for the coefficient ongn
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rate consistent with the data for length of maimg mumbers of properti€s This is
better than using raw areas which include (in n@ases) significant amounts of
unoccupied or unserviced land, while the circuteape is a reasonable way to capture

the spatial aspect of distribution.

Bringing together the results for the quantity g&ity ¢, obtained earlier, together with
the spatial elasticities froffiable 5.6as is done iTable 5.7below, it can be seen that
the findings for BWC urban districts and US retdilities are consistent. There are
quite large scale economies with respect to consomper property in water
distribution (returns to scale of about 1/0.4 =)2&mong the spatial elasticities,
densification and constant density expansion @@ earacterised by scale economies
(returns to scale about 1/0.7 = 1.4 and 1/0.9 =dsfectively). On the other hand there
are diseconomies associated with dispersion angrlsabisation. The WOC results are
in reasonable agreement as regards densificatadiapersion but show higher
diseconomies for suburbanisation and (small) disecoes for constant density —
possibly a reflection of the relatively large saefehe WOCSs so that there are a number

of subsidiary settlements around the main centre.

S While exponential decline in density is the staddessumption in the urban literature, other
specifications are possible, e.g. a bell-shapedecbiased on the normal distribution might bettertuae
the actual density gradient of some settlementstiiédr this is the case has not been investigattdsn
research but it is considered that the characttreofesults obtained using a different speciftrativould
not be very different from those reported here.
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Average BWC Average Average US
urban district WOC retail utility ®
No. of properties 18,000 200,000 50,000
1. Quantity effect
Ew 0.43 -0.21 0.37
(SE.) (0.23) (0.34) (0.10)
2. Spatial effects
(a) Densification
Enrm 0.73 0.81 0.68
(range) (0.80 - 0.70) (0.83 -0.75) (0.71 - 0.69)
(b) Dispersior?
Ean 0.18 0.19 0.17
(range) (0.21 -0.07) (0.22 - 0.07) (0.20 - 0.06)
(c) Suburbanisation
Enri 1.03 1.32 1.07
(range) (0.97 — 1.45) (1.19 — 1.45) (1.00 — 1.16)
£ 0.63 0.51 0.58
(range) (0.70-0.17) (0.73-0.37) (0.69 - 0.47)
(d) Constant density
Enio ~€aid 0.91 1.02 0.92
(range) (0.92 - 0.90) (1.02 - 1.07) (0.92 - 0.98)

%11 this case the volume variable waQi.

® For this elasticity, a value > 0 implies disecoiesn

Table 5.7: Comparison of distribution cost elastidies across three data sets
Which effect then predominates depends on theadpdtaracteristics of the distribution
area. The implications can be seeables 5.2 5.3and5.4andFigure 5.8 Sections
(a) and (b) of the tables bring out the benefiteigher densities in terms of lower unit
distribution costsFigure 5.8 on the other hand, provides a good illustratibthe
diseconomies associated with extending supplyadadwer density periphery of an
urban area. The illustrative calculationsTable 5.5are also of interest. The higher
distribution costs incurred when an area is ocalpyesmaller more dispersed
settlements draws attention to one aspect of tieeaction between production and
distribution costs being investigated in this tee#ieach settlement operates its own
water production facilities, it risks a double cpenalty, on the production side from

smaller plant size and on the distribution sidenfigreater dispersion.

In Chapter VI we move on to examine interactions of this kindemnsystematically in
the light of the results obtained in this chaptet an Chapter V.
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VI. BRINGING TOGETHER WATER PRODUCTION AND
DISTRIBUTION: THE VOLUME/SPACE TRADE-OFF IN
URBAN WATER SUPPLY

1. Introduction

The purpose of this chapter is to use the resblimimed inChapters IV andV to
examine the interaction between water productiahdistribution costs, to see what the
implications are for scale effects. A comparison teen be made with results obtained
when production and distribution are not treatguhsately, and with the findings of
other researchers. ThB8gction 2examines these implications using the relatiorsship
obtained with BWC data, applied first to 35 urbastritts, then to 31 water supply
areas and finally to a case where 4 towns are ®apopy a single worksSection 3then
takes the relationships estimated with AWWA dasang them first to compare the
effect of estimating production and distributiopaeately with joint estimation, and
then in a comparison with the results obtained by &s & Morrison Paul (2006).
Section 4moves on to carry out a similar exercise using @fieda for 10 WOCs,
comparing the results with those obtained by S&iéebster Consultants (2004).

Generally, these investigations indicate that tlaeesvolume economies of scale in
water distribution as well as in water productiBlowever, the ability to exploit
economies of scale in water production is constéhin practice by the capacity and
location of suitable water resources and by thenodimall size of settlements. Density
effects also need to be taken into account, withdensity adding substantially to
distribution costs. An important feature of theuation, conditioning these results, is
that water suppliers generally have to take the g location of the settlements they
serve as given. They are not able to pursue cestgsaby organizing the merger or
relocation of small towns or awkwardly located omsérs; and it is unlikely even in the
longer term, that differential water supply cosasda much effect on the evolution of

settlement patterns.

By way of background, it is helpful to have a fawlthe size and density of urban

settlements. A starting point is provided by theSOR001 Census statistics for urban
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area’. Here we take the figures for the South East regfcEngland in 2001 to

illustrate certain general features. They show:

Size band Noof | Av.Area | Av.Noof | Avdensity | Density (range)
(Popn) UAs (Ha) | properties’’ | (Props/Ha) (Props/Ha)

> 1 million 1 161,724 3,147,171 19.46 19.46
500k —1m 0 1 - - -
100k — 500k 17 5,197 81,774 15.51 11.09 — 21.28
50k — 100k 21 1,895 28,351 15.01 11.36 —19.78
20k — 50k 47 858 12,212 14.71 8.49 — 26.19
10k — 20k 52 47( 5,932 13.49 5.80-18.98
5k — 10k 66 211 2,699 13.78 7.16 — 20.98

Table 6.1: Size and density of urban areas, SE Eragid 2001

Apart from the overwhelmingly dominant positiontbé Greater London UA, this

demonstrates the relatively small size of most Ehglettlements, even in the South

East. It also shows that average density variedriass between size bands than it does

within each size band. It appears that within esizé band there is a range of

configurations.

A somewhat different picture emerges if the 54 amrlaistricts” formed by combining

zones within the BWC supply area to better matcls@iban areas and their

peripheries are examined. It is evident froable 6.2that even the most densely

populated of these urban districts must includgdareas of non-urban land:

Size band No of | Av. Area | Av. No of Av density | Density (range)
(Properties)’® | urban (Ha) properties | (Props/Ha) (Props/Ha)
districts

>200k 3 73,846 368,759 4.99 2.47 -9.06
50k — 200k 10 28,046 97,212 3.47 2.37 - 5.46
20k — 50k 17 30,656 29,560 0.96 0.16 — 5.36
10k — 20k 11 20,1338 14,815 0.74 0.34 -4.51
5k — 10k 9 8,948 7,637 0.85 0.23 - 3.27
<5k 4 6,879 3,206 0.47 0.39 — 2.60

Table 6.2: Size and density of “urban districts”, BVC supply area 2004

Similarly, average property densities for whole pamy areas in England & Wales,

which include all land within the company boundampether urban or non-urban, give

® ONS (2004). In this report, “urban areas” are suazbuilt up land of at least 20 Ha, with a popioka

of 1,500 or more.

" The ONS counts “household spaces” which are moneenous than household “properties” counted by
water companies because of properties comprising than one household. On the other hand, the ONS
figures exclude commercial and industrial propsrtie

8 Note that in this table, unlikeable 6.1, the size bands are numbers of properties, nailptpn.
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rather low property densities, ranging from 0.68parties/Ha (Welsh Water) up to 4.24
properties/Ha (Thames Water), as showmable 6.3

Water only companies Water and sewerage companies (WaSCs)
(WOCs)
Company’® | Area | Props | Density Company”” | Area | Props | Density
(‘000 | (‘000) | (Props/Ha) (‘000 | (‘000) | (Props/Ha)
Ha) Ha)
BWH 104.1] 188 1.81 ANH 2,209.0| 1,930 0.87
BRL 239.1| 483 2.02 WSH 2,040.0| 1,317 0.65
CAM 117.5| 120 1.02 YKY 1,424.0| 2,109 1.48
DVW 83.1] 117 1.41 NES 1,184.3| 1,899 1.60
FLK 42.0 72 1.71 SWT 1,030.0, 726 0.70
MKT 205.0| 242 1.18 SVT 1,974.5| 3,279 1.66
PRT 86.8| 290 3.34 SRN 445.0| 1,007 2.26
MSE 360.7| 590 1.64 TMS 820.0| 3,474 4.24
SST 150.7| 548 3.64 NWT 1,441.5| 3,120 2.16
SES 83.3] 270 3.24 WSX 735.0f 537 0.73
THD 35.2 70 1.99
TVW 372.7| 1,224 3.28

Table 6.3: Property densities for whole company ages, England & Wales, 2003

2. Bringing water production and distribution together: (i) BWC

a. 35 “urban districts”

It may be recalled fror@hapter V that 35 “urban districts” within the BWC supply
area were selected for analysis because they seerpeavide a reasonable
approximation to the kind of monocentric settlemamiisaged in our distribution
model. Ideally, to assess the effect of bringirgetber water production and water
distribution, one would use direct information abthe relevant costs for each of the 35
districts. However, BWC'’s supply arrangements aosthy not self-contained within
these districf€. Instead, to calculate water production cosis, d@ssumed that in each
case water production is from a single WTW of thprapriate size, using the
parameters obtained using (4.20Y&ble 4.9 and assuming level 4 treatm®nt
lllustrative cost calculations for hypotheticaltishents of varying sizes and densities
can then be carried out for the same scenarias@apter V, section 6(b)
(“densificationi, “ dispersiori, “ suburbanizatiohand “constant density, with

distribution costs taken directly frofrable 5.2

" For key to company acronyms, skables 3.1A and3.1Bin Chapter Il .

8 section 2(i)(b)below will present results for distribution aresithin which production and
distribution are largely self-contained, althougbde areas no longer approximate monocentric
settlements.

8. These parameters are for total production castfyding capital costs.
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Thus, for water production, starting from (4.20):
ucP = @+WaP){PHRB,[S by, (AQR, )|+ [ by (AQR)™ ) ... 6.1)
With the parameters from the last colummTable 4.9 if there are no boreholes and

only one WTW, withW4P= 1, the average (or unit) cost (£/MI) of prodaatior a
WTW producingQP Ml/day can be calculated as:

UCP=2%1474QP%* ... (6.2)

If, in addition, for the purposes of these illusira calculations, a leakage rate of 20% is
assumed, then:
QP=QCc/08 L (6.3)

The calculations in this section thus give a sonswslylized view of the effect on
production costs of different settlement charastes. They do however help to show
up such trade-offs as there are between econorhgesle in production and
diseconomies in distribution, without too many argous factors complicating the
comparisons. More complex situations, with multipierks, including borehole

supplies, feature iBection 2(i)(b)below.

Now, the distribution costs shownTrable 5.2can be brought together with production
costs obtained using (6.2) and (6.3) to give itaiste total costs of water supply for the
scenarios considered previously (the valuedNforandw are chosen to be reasonably
representative of the values observed among BW@énudistricts) leading to the results
shown inTable 6.4 In this table TCPis the total cost of water productionCD is the
total cost of water distribution afidC(P+D) is the total cost of water supply,
comprising production and distributiodTCP, UTCD andUTC(P+D) are the related

unit costs, obtained by dividing IYC converted to an annual rate.
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lllustrative values Unit costs (E/MI) Total costs£m pa)

N » | QC=w.N| UTCP [ UTCD | UTC(P+D) | TCP | TCD | TC(P+D)
(MI/d)

a. Varying N, R constant (‘densification’)

5,000 | 0.19 2.1 582.66584.13| 1166.79 0.447 0.448 0.895
10,000] 0.12 4.2 493.37527.34| 1020.71 0.756 0.808 1.564
15,000( 0.095 6.3 447.62 477.32) 924.94 1.029 1.098 2.127
20,000 0.075 8.4 417.76 445.79| 863.55 1.281 1.367 2.648

25,000| 0.06 10.5 395.97421.62| 817.59 1.518 1.61% 3.133

40,000{ 0.03 16.8 353.78371.81| 725.54 2.169 2.28( 4.449

50,000/ 0.015] 21.0 335.29 349.78| 685.07 2.570 2.681 5.251

b. Varying A, N constant (‘dispersion’)

18,0000 O 7.56 | 428.45 349.08| 777.53 1.182] 0.963 2.145

18,000{ 0.02 7.56 | 428.45365.80) 794.26 1.182 1.01( 2.192

18,000{ 0.04 7.56 | 428.45386.15] 814.60 1.182 1.06% 2.247

D

18,000/ 0.06 7.56 | 428.45412.65| 841.10 1.1820 1.139 2.321
D
D

18,000 0.08 7.56 428.45451.35| 879.80 1.182 1.245% 2.427
18,000 0.10 7.56 | 428.45530.75| 959.21 1.182 1.465 2.647
c. Varying N, A constant (‘suburbanisation’)

5000| 0.06 2.1 582.66410.91| 993.58 0.447| 0.315 0.762
10,000 0.06 4.2 493.37 407.28| 900.65 0.756 0.625 1.381
15,000 0.06 6.3 447.62 410.24| 857.85 1.029] 0.944 1.973

25,000] 0.06 10.5 | 395.97421.62| 817.59 1.518 1.61% 3.133

D
D
’
20,000/ 0.06 8.4 417.78413.98| 831.74 1.281 1.269 2.55
D
)

40,000] 0.06 16.8 | 353.73453.24| 806.97 2.169 2.77¢ 4.948

50,000] 0.06 21.0 | 335.29494.64, 829.93 2,570 3.791 6.361

d. Varying N, density=10 (‘constant density’)

5,000 0.15 2.1 582.66476.50| 1059.15 | 0.447 0.365 0.812

10,000 0.1 4.2 493.37 457.85] 951.22 0.756| 0.701 1.457

15,000; 0.08 6.3 447.62 446.40| 894.01 1.029] 1.027 2.056

20,000] 0.07 8.4 417.7¢ 437.08| 854.84 1.281 1.34 2.621

25,000/ 0.065 10.5 | 395.97428.35| 824.32 1.518 1.642 3.160

40,000] 0.05 16.8 | 353.78416.19| 769.92 2.169] 2.552 4.721

50,000| 0.045 21.0 | 335.29409.53] 744381 2.5700 3.139 5.709

Table 6.4: lllustrative calculations to show the déct of different values ofA and N

on water supply costs for 35 BWC urban districts, asuming a single WTW
Densificationt Section (a)of Table 6.4shows the two-fold advantage of densification,
leading to lower unit costs for both production amstribution. The unit cost of supply
for a settlement of 50,000 properties is about 4@%er than for a settlement of 5,000
properties covering the same area. Returns to sstlaated from the last column are
about 1.5.
Dispersion In section (b) the unit cost of water production does not vaineen
cases so that this cost (about £428/Ml) is simgbjea to distribution costs. As Trable
5.2 greater dispersion (high&y leads to higher distribution costs (the increéashe

unit cost of distribution is about 52% a#creases frorh = 0 tod = 0.1) and hence
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total costs which also rise, from about £778/MI| whe= 0 to about £959/MI wheh=

0.1.

Suburbanisation Section (c)of the table is more interesting: here the higltdumes
produced adl increases result in savings in unit productiortssoshich fall by about
40% from £583/MI whemN = 5,000 to £335/MI wheN = 50,000, thus offsetting the
increase in distribution costs associated withiagriess dense suburbs and rural areas.
The effect is shown ifigure 6.1 Whereas distribution cost alone is minimized at
about 10,000 properties, the minimum for productiad distribution costs together in
this case occurs at about 35,000 properties. Tagtielty £ - for the combined cost is
less than 1 below 35,000 properties (indicatingeseaonomies) whereas for

distribution alone it is greater than 1 if there arore than 10,000 properties (indicating

scale diseconomies).

1200
1000
\ ¢ UTCD
800 ——= = UTCPrev
£/MI UTC(P+D)rev
600
— Poly. (UTC(P+D)rev)
400 — - —— Poly. (UTCD)
—— Poly. (UTCPrev)
200
0 T T T T T
0 10000 20000 30000 40000 50000 60000
Properties

Figure 6.1: Unit production cost (UTCP), distribution cost (UTCD) and total cost
(UTC(P+D)) from section (c) of Table 6.4
Constant densitySection (d)of Table 6.4then shows how economies of scale in
production reinforce the decline in distributiorst®owhen property numbers increase
but density remains constant, so that combinedaasit falls by about 30% from
£1059/MI whenN = 5,000 to £745/MI wheN = 50,000. Returns to scale, estimated

from the last column are about 1.25 (compared alitbut 1.10 for distribution alone).

These results indicate that the benefits of morepart settlement will be clearest when
comparing towns of similar area or similar popwatbut differing in density, as in
sections (a) and (b) dfable 6.4 Adding population by expanding into peripheradas

(suburbanization) introduces a trade-off betwedome economies (in both production
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and distribution) and diseconomies of average dcgawhich may on balance be
favourable, despite lower average density, at lieashoderate expansion, as shown in
Figure 6.1 Constant density expansion, on the other handhesjuivocally favourable
so that in comparing towns of similar density bifitedent populations, the larger towns
should benefit from scale economies in both pradaand distribution, as in section
(d) of Table 6.4

b. Water supply areas

Data provided by BWC included information on thegartion of water supplied to
each zone coming from each WTW or borehole solBge&ombining this with
information on the output of each source, it wassfie to assemble a new data set in
which zones are grouped into 39 “water supply dredagch are more or less self-
contained for water supply purposes. This enablesttual costs of water production
in these areas to be estimated. Adding these tmatgtual distribution costs for each
area then provides an estimate of the actual tostb of water supply for these areas,

which can be compared with the illustrative caltioles of Section (a)above.

For water production, production costs are agaimesed using (6.1) with the
parameters froriable 4.9 but now the calculated costs are for the numaedssizes

of production facilities, including boreholes, aaity operating and their reported levels
of treatment, rather than assuming that each arearved by a single level 4 WTW.
The effect is to reduce the extent of economiescafe in water production, particularly
in areas where boreholes predominate as retustate are lower for these sources.
Distribution costs are obtained by summing thevai¢ operating costs and capital
costs (allocated in proportion to length of maiasioss the zones making up each

distribution area.

The resulting combined unit co%t$or 31 water supply areas are showifrigures 6.2
and6.3 (data problems led to 8 areas being excluded fremesult®’). Figure 6.2
shows the unit costs of productiddT{CP), distribution JTCD) and combined
(UTC(P+D)) plotted against numbers of properties onxtagis. First, it may be

noticed that economies of scale in water produci@wvery muted, due to multiple

82 Calculated using water consumé&(d) as the divisor, as ifiable 6.4

8 The production data is for a later year than ts&rilution data leading to discrepancies in qusti
and changes in the boundaries of some areas. Howesieg unit costs, the effect on the resultsnials
(even for the excluded cases).

136



works and the lack of variance in the size of bolet— for example, the largest area is
substantially reliant on numerous relatively snhaltehole supplies, whereas the second
largest is mostly served by a single large WTW.rakhough water distribution costs
show some evidence of scale economies (the volti@et)e there is a very wide range

of costs among the smaller areas.

1600.00
1400.00
1200.00
1000.00
Ml B UTCP
800.00 AUTCD
WUTC(P+D)
600.00 >
400.00 A A
A A
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Figure 6.2: Unit costs of water production and digtbution for 31 BWC water
supply areas, plotted against number of properties
Much clearer is the picture that emergebigure 6.3when the same unit costs are
plotted against density (measured as propertiesilams). Production costs are pretty
much flat but with distribution a strong negatiedationship between density and unit

distribution costs is evident: low density lead$igh distribution costs.
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Figure 6.3: Unit costs of water production and digibution for 31 BWC
distribution areas, plotted against density (propeties/km mains)
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Comparing these results with thoseSection 2(i)(a) the implication is that in practice,
variations in distribution costs due to densityeet§ (as in sections (a) and (b)Taible

6.4) are likely to be more important than quantityeets.

c. The 4 towns case

Inspection of the information usedsection 2(i)(b)found 12 cases where a single
source (WTWs in 3 cases and boreholes in 9 casegdps the whole supply for that
area. Much more common was the situation where aghreceives supplies from
several sources. It is likely that security of dymnd water quality considerations
rather than cost minimization explains this patt@rsupply. In one interesting case, the
water supply area consists of a single works sgr&itowns (with small amounts going
to 2 other towns), and this works is the sole setoc these towns. This case provides
an opportunity to test the impact on costs if dagn were to have its own treatment
works compared with the arrangement actually icgldhe set-up is sketched in
Figure 6.4below, wheraNTW is the water treatment works, aAdB, C andD are
towns. Each town has a suburban or rural periplaeryndicated by the dotted lines,

which is also part of the supply area.

Figure 6.4: Sketch of the 4 towns set-up

Using the same relationships aseattion 2(i)(a)above, this case can be used to
estimate what the costs of supply would be undari@ty of urban configurations.
Starting with the existing set-up (1 WTW, 4 towrth)s is compared below with:

* Each town having its own WTW of the appropriatesiz

e The population of Town D migrating to Town C;
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* The population of Town D migrating to Town A;

e All four towns combining to form a single town cowgy the same total area.

Basic data for the various areas is set odiable 6.5

Town QP QC Props Ao R A Density
(Ml/d) | (MI/d) (No) (Ha) | (‘O0m) (props/km)
Town A 41.4 32.6| 71998 5461 41.7| 0.03 13.2
Town B 28.6 21.5| 58446 3795| 34.8| 0.03 154
Town C 13.8 10.7| 23214 3461| 33.2| 0.08 6.7
Town D 7.7 5.4 10756 1427 21.3 0.11 7.5
Town C+D 21.8 16.1| 33970 3461| 33.2| 0.055 9.8
Town A+D 50.2 38.0| 82754 5461 41.7| 0.015 15.2
A+B+C+D 91.5 70.2| 164414| 14144 67.1] 0.0225 11.6

Table 6.5: Basic data for the 4 Towns case

Now, to estimate water production costs, we usg)(6aking the treatment to be level 4
(as is the case for the single treatment works)seré¢hatw4P=1, i.e:

UTCP=2%%4740QP % . (6.4)
While to estimate water distribution costs, we (582) and (5.23), i.e:
INVCD = -4.572+ 0.432Inw+ 0.617Iny (6.5)
(S.E 0.234) (S.E.0.027) 2(R0.9455)
And
INCCD=-1065+1.617Inw+0.622In¢y ... (6.6)
(S.E. 0.328) (S.E.0.037) 2 €R0.8981)

This procedure leads to estimates of unit &bsisd total costs of water production and
distribution for different configurations of thetdwns, the results of which are shown in
Table 6.6

8 In this case, unit costs have been calculatedyugiantity produced3P) as the divisor.
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Configuration Unit costs (E/MI) Total costs (Em pa)
Prodn Distn Total Prodn | Distn Total
(UTCP) | (UVCD+UCCD) | (UTCS) | (TCP) | (TCD) | (TCS)

(a) Existing set-up

Town A 307.27 506.03 4.646 7.651

Town B 198.76 268.92 467.68| 6.640 2.80p 4.880

Town C 366.40 565.16 1.846 2.848

Town D 356.10 554.86 1.001| 1.560
Total 6.640, 10.300| 16.939

(b) Separate supplies (‘autonomy’)

Town A 240.41 307.27 547.68 3.635 4.646| 8.281

Town B 262.79 268.92 531.71 2.742 2.806| 5.549

Town C 312.95 366,40 679.35 1.577 1.846| 3.423

Town D 359.99 356.10 710.10 1.012 1.001| 2.013
Total 8.967| 10.300| 19.266

(c) Town D into C

Town C/D 280.41 324.82 605.22 2.233 2.586| 4.819
Saving vs (b) 0.356/] 0.261| 0.617

(d) Town D into A

Town A/D 229.58 292.96 522.54 4.206 5.368| 9.574
Saving vs (b) 0.441| 0.363| 0.720

(e) A+B+C+D combined

A+B+C+D 198.76 283.34 482.11 6.640 9.466| 16.106
Saving vs (b) 2.327| 0.834| 3.160

.Table 6.6: Estimated costs for supplying differentown configurations

Some caution is in order in interpreting theseltssas the relationships being relied on
are approximate and no account has been takeryafoamecting reticulation between
towns that might be required. What this table sstgye comparing (b) with (a) — is that
each town having its own WTW would add about £2(36%0) to water supply costs,
because of the higher costs of the smaller worksated by each town. Having the 4
towns share a single large works is clearly préfiero autonom?. However, starting
from (b), a position of autonomy, there are variotiser ways in which lower water
supply costs might be achieved. For example, ipiyulation of town D all migrated

to town C, raising the population and density @ lditer, this would lead to savings of
about £0.356m in production costs and £0.261mstridution costs, as shown in
section (c) ofTable 6.6 Similarly, migration of town D to town A wouldsd produce
savings as shown in section (d). More radicalthé 4 towns combined to form a single
town covering the same total area, this would yseldings of £0.834m in distribution
costs as well as the £2.3m savings in productietsdoom sharing a single WTW, as
shown in section (e) — a 16% reduction in totalewstpply costs compared with 4
towns, each self-sufficient. Indeed, if the popolas of towns B, C and D were all to

% This would not be the case if the towns were segdtom boreholes with constant returns to scale.
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migrate to town A, raising the density there towt20 properties/Ha (about the
maximum observed in the BWC zone data), additisagings of some £1.8m in
distribution costs would be reaped.

What these examples show is that in the absensenoé fundamental reorganization of
distribution arrangements, economies of scale aalyetion will dominate. It appears
that cases of the type suggestedrigure 3.1, in which it might be advantageous to
serve an area using two or more smaller works lsectie higher production costs are
more than offset by lower distribution costs, anéydikely to arise if linked to a
consequential densification on the distributioresigor example, if a large rather
dispersed settlement were replaced by two more aotgettlements (occupying a
smaller area in total), it might be the case thathigher cost of smaller separate WTWs
could be offset by lower distribution costs witleach settlement — although even in this
case, the savings from sharing a single WTW woelavbrth having, provided the cost
of connecting the two settlements is not too ffigh

3. Bringing water production and distribution together: (ii)) AWWA

It may be recalled that water utilities in the U8 generally relatively small, typically
serving a single community, and are therefore ragbgable for the purposes of this
research. While the results obtainecCimapters IV andV using data from the AWWA
1996 survey could be used to carry out illustratakeulations on the same lines as
those inSection 2above, the story would be much the same as th@&eymeters are
similar. Also there is a limitation in that the Wd&ta does not include information on
capital costs. Instead, the US results are usedthestudy two rather different
questions: (i) How much difference does analyziragpction and distribution
separately make to estimates of scale effectsPi¢iy do our results compare with

those obtained by Torres & Morrison Paul (2006)pwbked the same data source?

a. Effect of analyzing production and distribution separately

To examine this question, the first step was tatifiethose utilities which feature in
both theTreatQP sample and in thRetail only sample. There proved to be 191 such
cases. These are utilities which do not buy in naten other utilities (so that their
production costs all relate to their own productiand nor do they sell water to other

utilities (so that their distribution costs allat# to distribution to their own customers).

8 With borehole supplies the case for sharing wieldnuch weaker.
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For these 191 utilities, re-estimating the relagtuip (4.115" for production yielded:
INCST=-0.236+0.877*** InQS+ 0452*** In(l+SP ............. (6.7)

(0.041) (0.153) R 0.7176
Which is quite similar to the results obtained gsati 388 cases in tHEreatQP sample
(seeTable 4.6in Chapter IV). Then re-estimating (5.27) for distribution yietd
INVCD = 0.050+0.474*** InQDI +0.953***Ing ~ ............. (6.8)

(0.109) (0.259) - 0.6878
Which is also little different from the previousstdt in (5.27). Note also that for the
utilities in this sampl€®S = QP = QDI as the quantity of water supplied is equal to the
guantity produced which is equal to the quantityipto distribution.

So what should be the specification to estimateeatetionship be if production and
distribution are not treated separately? Final at@as not changed but the relevant
costs are nowSTplusVCD, together making total variable costs of supplyCS. A
control for the proportion of surface wat&Hj is still appropriate. These considerations

lead to the specification and results in (6.9) aelo

INTVCS= 0.875+ 0.529*** InQDI +0.832* ** In¢ + 0.334*** In(L1+SP ... (6.9)

(0.083) (0.196) (0.119) ’R 0.6878
Comparing (6.9) with (6.7) and (6.8), it may bers#®t the coefficient on the quantity
variable lies between the previous values, indigastronger volume related scale
economies than when production is taken on its awars is perhaps surprising as it
might be expected that distribution costs wouldntetact economies of scale in
production but it follows from there being volumedated economies in distribution,
given average distance to propertigsit the same time, it is very likely that higher
volumes will mean an increase in the average distém properties, so adding to costs,
as limits to densification are reached, so thasit@ring the coefficient on @DI on its
own is likely to be misleading in practice. Whidifeet is stronger will depend on the
form of the expansion — whether its character isentike “densificatior, “ dispersiori,
“suburbanizatiohor “constant densityin Figure 5.2 To assess this, we need to re-

estimate (6.9) using/ andy in place ofQDI andg. This produces:

87 Dropping the terms itinQSY (not significant) and i1 +PP) (not required).
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INTVCS= 2,503+ 0.339% * * InW + 0.649* ** In¢ + 0.318* *In(1+ SP)
’R 0.8103

(0.090)

(0.025)

(0.117)

The implications are consideredSection 3(ii)(b)below.

b. Comparison of results with Torres & Morrison Pau (2006)

(6.10)

The sample of 255 water utilities used by Torresl&rrison Paul (2006) is taken from

the same AWWA 1996 survey. There is some intéhesefore in comparing our

results with those obtained by these authors. it beaerecalled (se&ppendix B,

section 4(e) that Torres & Morrison Paul derive three primatgsticities of cost with

respect to scale variables, and three combineticies as shown ifable 6.7below:

Measure Sample | Small Medium | Medium- | Large
mean (675 (1794 large (29590
(8778 Mgal) Mgal) (5962 Mgal)
Mgal) Mgal)

Volume (&) 0.58 (*) 0.33 (*) 0.46 (*) 0.53 (*) 0.61 (*)

Service areacs) 0.16 * 0.16 * 0.17 * 0.15* 0.30 *

Customer Nos 4., ) 0.49 * 0.49* 0.53* 0.51* 0.54 *

Spatial density 0.74 (*) 0.49 (*) 0.63 (*) 0.68 (*) 0.91

(ECYS = ECY + gCS)

Customer density 1.07 0.82 (*) 0.99 1.04 1.15

(ECYN = gCY + gCN)

Size 1.23 (*) 0.98 1.16 1.20 (*) 1.45 (*)

(‘gSize = gCY + gCN + gCS)

Table 6.7: Estimates of scale and density economites 255 US water systems
(adapted from Torres & Morrison Paul (2006, p.115)
(* = significantly different from 0; (*) = signific antly different from 1; both at 1%)
First, we need to establish a correspondence betiveees & Morrison Paul’s
measures and the elasticities developedhapter V, taking into account that the latter
cover distribution only whereas Torres & MorriscauPs measures cover both

production and distribution.
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Torres & Morrison Paul

Definition

Chapter V equival ent

Ecy Elasticity of cost w.r.t. volume £,
N andA held constant.

Ecs Elasticity of cost w.r.t. service £
area,N and volume held
constant (“dispersion”).

Ecn Elasticity of cost w.r.tN, area No equivalent

and volume held constant. (implies fallingw)

Elasticity of cost w.r.t. service
area and volume\ held

No equivalent
(implies risingw)

ECYS = ECY + gCS

constant.
Ecyn = Ecy +Ecn Elasticity of cost w.r.tN, area E\ra
andw held constant
(“densification”).
Eqe = Ecy +Ecn + Ecs Elasticity of cost w.r.t. service £\ /s

area andN, w held constant
(“constant density”).

Table 6.8: Equivalence between Torres & Morrison Pal’s elasticities
and those developed in Chapter V
Now, the results in (6.10), which are for productand distribution, can be used to
estimate values for those elasticities for whidré¢hare equivalents, to compare with
Torres & Morrison Paul’'s values. The values ararested for a mid-sized utility
serving a population of 50,000, with average corsion per propertyW = 1,500
litres/property/day) and average use of surfacem@P= 0.34).

Torres & Morrison Paul Definition Chapter V equivalent
(from Table 6.7, sample mean) (mid-size utility)
(RTS = returns to scale)
£cy=0.58 Elasticity of cost w.r.t. £,=0.34
(RTS = 1.72) volume,N andA held (RTS = 2.94)
constant.
£c.=0.16 Elasticity of cost w.r.t. £,5=0.13
service ared\ and
volume held constant
(“dispersion”).
Ecyn = Ecy +Eoy = 1.07 Elasticity of cost w.r.t. £,,:=0.71
(RTS = 0.93) N, area andv held (RTS = 1.41)
constant
(“densification”).
Esipe = Ecy T Ecn T+ Ecs Elaslticity of cost w.r.t. £,5=0.99
= 1.23 (RTS = 0.81) service area andl, w (RTS = 1.01)
held constant (“constant
density”).

Table 6.9: Comparison between Torres & Morrison Palis elasticities and those
calculated from (6.10)

It can be seen that there are significant diffeesrmetween the estimated elasticities

shown inTable 6.9 with only the dispersion elasticity being closesalue. As regards
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the other measures, there is agreement that \oargaitn volume, if numbers of
properties and service area are fixed, are chaizetieby large returns to scale. This is
entirely plausible as the marginal cost of delingnmore water to existing customers is
unlikely to be high. Our value is similar to thathd by Torres & Morrison Paul for
small companies but high compared with their vafoesarger companies. Looking
next at the densification elasticity, Torres & Mson Paul find modest diseconomies
on this measure (although this is reversed for lemebmpanies). In contrast, our
results indicate strong economies of scale. Intelii the latter seems more likely and a

possible source of the difference is Torres & Mswn Paul’'s odd measugg,, which

requires consumption per property to decline asbaimincrease, itself a consequence
of a specification which includes both volume otterdQDI) and numbers of properties
(N) as explanatory variables, whereas using consomper propertyW/) and numbers

of properties would avoid this interaction. Finafigr the constant density elasticity,
Torres & Morrison Paul find significant diseconomiighereas our result is constant
returns to scale. One possible explanation fordtiference is that Torres & Morrison
Paul's method may imply that service areas havedhnee density across the whole area
whereas our approach has density declining frontreen boundary, which will

mitigate diseconomies — seegure 5.2 (d)

4. Bringing water production and distribution together: (iii) WOCs

In this section, the effect of bringing togethes thater production and distribution
results for WOCs using Ofwat data is examined.tRisrpurpose, attention is focused
on 10 of the 12 WOCs — THD being omitted becauseofcomparable treatment
works information and TVN because of its wide-rawggdistribution area. A
comparison is then made with the results for WOIaioed by Stone & Webster
Consultants (2004).

a. Water production costs for WOCs
For production, the relationship used here is (Awdth the estimated parameters from

Table 4.9 i.e. for unit variable costs:
UVCP= (L+W4P) {PHR™ (79)[Y p, (AQR, )|+ (343[3 pr, (AQR) ™|
(6.11)

And for unit total costs:
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uUTCP= (1+W4P) *{PHR™ 397)|Y. ps, (AQR, )|+ (4743 by, (AQR,) ]

(6.12)
Although these relationships were estimated a@tssater companies, including the
WaSCs, they track reasonably well the actual dostthe 10 WOCs under
consideration here, 8able 6.10shows.

Company UVCP (E/MI UTCP (E/MI)

Actual Calc Diff(%) Actual Calc Diff(%)
BWH 71 89 +25 170 220 +29
BRL 119 92 -23 250 231 -8
CAM 61 67 +10 100 154 +54
DVW 115 132 +15 223 278 +25
FLK 130 125 -4 284 283 0
MKT 117 91 -22 224 201 -10
PRT 60 72 +20 104 163 +57
MSE 93 97 +4 209 219 +5
SST 64 79 +23 130 196 +51
SES 120 136 +13 233 252 +8

Table 6.10: Actual and calculated unit production osts for 10 WOCs
(Data: BHandTWnlsRev.xIs)

However, what either set of figures shows is thespite apparently quite large

economies of scala plant level as evidenced by the negative coefficients on the

guantity variables in (6.11) and (6.12), econonoiescale in water producticat

company levedre negligible. Informally, this can be seen frogiance aFigure 6.5
which plots UVCP and UTCP (actual values in £/Mjaenst output in Ml/d for the 10

companies (the 7 smaller companies however migkeba as exhibiting economies of

scale, although CAM is out of line, with remarkaldy costs for its size):
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Figure 6.5: Unit production costs, 10 WOCs (actuaralues)
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More formally, regressions of UVCP and UTCP agamgput (QDI) yield:

InUVCP=5099-0.120nQDI ... (6.13)
(0.116) (R=0.1183)

InUTCP=5756-0.084nQDI ... (6.14)
(0.115) (R=0.0637)

It can be seen that the coefficients o@D , although negative are not significantly

different from zero.

There are two factors at work which help to expthis somewhat paradoxical finding:

() different mixes of borehole and surface watke (atter usually in large

works but requiring more treatment);

(i) multiple plant operations (a company operatifigplants of certain size will

show the same unit cost as one operating 5 plénie dame size).
On the first factor, whilé&igure 6.6 below shows a high proportion of borehole supplies
to be associated with higher cost for some compgatie® companies with a high
proportion are among the lowest cost producerseathilee with rather a low borehole
proportion show rather high costs, so that aciesd.0 companies, the influence of this

factor is more or less neutral.

300.00
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m u m
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£MI m & UVCP
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5] =]
o © g ® o ¢
100.00 S =
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50.00 © A4
0.00 : : , , ,
0 0.2 0.4 0.6 058 1 12
BHprop

Figure 6.6: Influence of proportion of borehole suplies on unit production costs
for 10 WOCs (actual values)

As regards multiple works, the breakdowrTable 4.8A repeated below ifhable
6.11, confirms that even the smaller companies ope&teral works while the larger

ones operate dozens.
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Company®| QDI TN Borehole$ | WTWSs AQPg AQP;
(MI/d) (No) (No) (No) (Ml/day) | (Ml/day)

BWH 157.6 7 4 2 6.62 65.72
BRL 291.3 23 16 7 2.40 36.12
CAM 73.2 14 14 0 5.23 0

DVW 69.5 9 4 5 1.11 12.55
FLK 49.5 18 18 0 2.75 0

MKT 140.7 29 27 2 4.60 8.09
PRT 177.2 20 19 1 6.39 55.82
MSE 355.2 65 57 5 4.34 21.53
SST 330.9 29 24 2 5.87 94.97
SES 159.9 11 7 1 16.93 41.41

Note: (a) Excluding size band 1 and zero output wds.
Table 6.11: Output, numbers, type and average sizd works, 10 WOCs

Now economies of scale at company level will ordydpparent if larger companies

operate larger works on average. But-@gire 6.7 shows, this is not generally the

case. Although the 3 smallest companies operatkswahich are rather small (2 having

no WTWs at all), the average size of boreholesushrthe same for larger companies;

then, while WTWs operated by larger companies areimtarger than the average

borehole, there is no clear tendency for largergames to operate larger works on

average. So again, economies of scale evidentrisvevel get obscured in the

aggregate.
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Figure 6.7: Company output and average size of wos 10 WOCs

The most probable reasons why companies do nobiexgzlonomies of scale in

production to a greater extent are: (a) the looadiod capacity of the available water

resources; and (b) the size and location of cenfrdemand, and the extra cost of

8 For key to company acronyms, Sksbles 3.1Aand3.1Bin Chapter |1l .
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distribution if these are widely dispersed. Tharfer is a matter of natural endowments

and so of limited analytical interest but the lattan be explored further.

b. Water distribution costs for WOCs
The relationships for distribution costs for WOGsmated inChapter V (see (5.24)
and (5.25)) wef&:

INVCD =-3.213-0211Unw+ 0659y ..., (6.15)
(S.E. 0.342) (S.E. 0.049) robust (R? = 0.9574)

INCCD=-0.657-0453nw+0.624N¢  vvvren. (6.16)
(S.E.0.394) (S.E.0.057) robust (R? = 0.9378)

Applied to the 10 WOCs here under consideratioms¢Head to the estimated unit
distribution costs shown ihable 6.12and illustrated irFigure 6.8 As with the
production cost estimates, the relationships tthekactual values fairly well but offer

little evidence of either economies or diseconomiescale in distribution.

Company UVCD (E/MI UTCD (£/MI)
Actual Calc Diff(%) Actual Calc Diff(%)

BWH 77 66 -13 199 193 -3
BRL 103 99 -4 290 296 +2
CAM 142 103 -27 339 323 -5
DVW 86 103 +20 239 325 +36
FLK 75 84 +11 289 263 -9
MKT 82 105 +27 330 317 -4
PRT 85 89 +5 269 270 0
MSE 94 102 +8 347 302 -13
SST 102 92 -10 252 277 +10
SES 97 95 -2 304 290 -5

Table 6.12: Actual and estimated unit distributioncosts for 10 WOCs

400
350 =
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300 - — L —
[ ]
250 - - =
b & UVCD
200 =
Q = UTCD
150 -
100 PS * s o
PS L 2 L J S L 4
50 -
0 ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 50 100 150 200 250 300 350 400
Mi/d

Figure 6.8: Unit distribution costs, 10 WOCs (actuhvalues)

8 Estimated for 11 WOCS, incl. THD.
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From part (c) offable 5.3 it would appear that this kind of outcome is liki¢ despite
their differing sizes, the companies are of similansity. In fact, a¥able 6.3shows,
there is a more than threefold difference betwblerlgast dense WOC (CAM with
density 1.02 properties/Ha) and the densest (S8T deinsity 3.64 properties/Ha), with
some tendency for the larger companies to be velgtdense. Higher density would
tend to lower distribution costs. However, theraldde a further effect at work: if the
larger companies comprise several settlements ttuerld be an offset from the multi-
settlement effect illustrated ifable 5.5 In any event, it appears that the net effect of
these different influences is broadly neutral, iegdo more or less constant returns to

scale in distribution as well as water production.

c. Combined costs for WOCs
In the light of these findings, it is not surprigithat bringing together the WOC results
for water production and water distribution, adase inFigure 6.9, also suggests more

or less constant returns to scale in total supp$ysc
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Figure 6.9: Combined unit cost of water supply (prduction + distribution),
Actuals for 10 WOCs

The picture is little different if calculated vakief the unit costs - derived using (6.11),
(6.12), (6.15) and (6.16) - are plotted, a&igure 6.10below.
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Figure 6.10: Combined unit cost of water supply (poduction + distribution),
Calculated for 10 WOCs
Either way, taken as a whole the 10 companies sbaghly constant returns to scale
(as simple regressions — not reported here — copfir

d. Comparison with Stone & Webster Consultants (200

In a 2004 report to Ofwat, which was then the nnigitrous investigation of scale
economies in the water industry of England & Watekave appeared, Stone &
Webster Consultants — hereinafter S&W — use a bigrieost model specified in
translog form, treating capital as a quasi-fixgoli Their task was complicated by the
need to apply their analysis to WaSCs as well Wéfése we focus on their results for
WOCs.

S&W note (p.10) that:

“The concept of scale in the context of water sgrygrovision has a number of
dimensions. Production may be measured in ternttseofolumes of water and
wastewater delivered and collected, in terms ohtlmaber of connections or
population served or in terms of the supply aresepsd. Water companies with
a similar scale, as measured by some physical meeasah as the number of
connected properties, may have very different cbatacteristics because of
differences in the density of those connectionss fteans thatconomies of
densitymust be considered simultaneously with econonfissale ...”

In their analysis of water supply, S&W take thenpipal outputs to be volumes of water
delivered and number of properties for water supidbywever, they felt that additional
aspects needed to be considered. S&W addressduythdopting a graduated
approach, starting with a simple output model daohttesting for improvements in
model significance as additional variables wersothiced. S&W conclude that the
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model specification is improved by adopting a mpitbduct approach. Their base
Model I, they suggest, provides estimates of scale ecasowtiich are comparable to
the estimates afconomies of production densityGarcia & Thomas (2001Model 11

in which connected properties feature as an adtditioutput provides estimates of scale
economies based on changes in both productionwstdmers served (using numbers
of connected properties is intended as a move ttsvacognition of the different
characteristics of water distribution). Model Il they follow Garcia & Thomas in
treating distribution losses as another outputaliyinin Models IV andV, a number of
“hedonic” variables are introduced to control fdifferences in service quality and
characteristics of the operating environment fonpanies”. These hedonic variables
cover compliance with drinking water standards,aewvatessure, supply interruptions, %
of properties metered, average pumping head antiwater from river sources.
Generally, S&W conclude that it is appropriate aedessary to include hedonic

variables in the estimated cost functions.

S&W'’s results for WOCs are summarizedliable 6.13 S&W'’s scale parameter is the
inverse of the relevant elasticity (i.e. returnsdale) so that a value greater than one

indicates economies of scale; a value less thamnaolieates diseconomies of scale.

Short run Long run
Economies of scale Economies of scale

Parameter S.E. Parameter S.E.
I. Base model (water delivered 1.42 0.08 1.25 0.09
only)
Il. Base model + connections 1.10 0.08 1.13 0.06
[Il. Base model + connections 1.09 0.08 1.11 0.07
+ distribution losses
IV. As Il + water quality 1.04 0.08 1.05 0.07
hedonics
V. As IV + metering hedonics 1.04 0.10 1.06 0.11

Table 6.13: S&W'’s estimates of short and long run@nomies of scale for water
supply operations of WOCs
(Adapted from Stone & Webster Consultants (2004), dbles 9 and 11, pp. 40-41)
For WOCs, the preferred modeMedel V in Table 6.13— produces a result not
significantly different from constant returns takx It is also noticeable that adding
“connections” as an explanatory variable in movimogn Model | to Model 1l leads to
a sharp drop in the estimated scale parameterhvdaic perhaps be interpreted as some

kind of diseconomy associated with numbers of connections (@ertiaps, density).
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While both Stone & Webster and this research fiolstant returns to scale for WOCs,
the differences in approach have some interestipdications. Apart from the greater
sophistication of S & W’s methods, with a 11 yeang@l and a flexible form
specification, their approach differs in (a) ngbaeting production and distribution; (b)
seeking to pick up distribution effects throughthe number of properties, rather than
or some other spatial measure, such as serviceadEmsity; (c) not distinguishing
between WTWs and boreholes, although the hedomiabla for surface water should

control at least in part for this.

First, an observation on S&W'’s base model (line Table 6.13: A simple log
regression of costs (production + distribution)iageQDI using WOC data for 2002/03
yielded coefficients of 0.8845E = 0.056 (with variable costsyC9 or 0.855 §E =
0.079 (with full costs, TCS. In inverse form, these estimates imply retumsdale of
1.13 and 1.17, well below S&W'’s values of 1.42 argb. (S&W'’s estimates are closer
to our plant level estimates Trable 4.10but that is an inappropriate comparison as at
company level, plant level scale economies ardeatilbby multi-plant operations and the
WTW/borehole mix.)

Adding a term in numbers of propertié$) for comparison with S&W'Model I

produces:
InVCS=-2728+0.086InQDI +0.846lnN ... (6.17)
(0.259) (0.271) R=0.9817)
And InTCS=-1831-0.169InQDI +1.086InN ... (6.18)
(0.364) (0.382) R=0.9626)

This looks like a big shift but in fact, recallitigat IMQDI = InW + InN , what has
happened is that the quantity variation has ahlggicked up by IN, while the
coefficient on QDI now reflects consumption per property, which doesvary

greatly between companies and is not size reldtieel sum of the two coefficients is the
same as before and the scale measures are nowck®se estimated from S&W'’s
Model Il . In the light of this result, it is not clear wkhe introduction of numbers of
properties should have induced such a large chang§&W'’s scale measure; it also
casts doubt on whether any distribution effecttheen picked up by this model.

In contrast, oup variable, which measures average distance to grepeappears more
illuminating. Regressions matching (6.17) and (pdige:
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INVCS=-3.956+0.378InQDI +1.140lngp ... (6.19)

(0.204) (0.448) = 0.9778)
And InTCS=-3381+0.211UnQDI +1449n¢ ... (6.20)
(0.285) (0.626) (R=0.9554)

While this again looks at first sight very diffetdrom what has gone before, the
implications for scale effects now depend on theraction betwee®DI andg. For
example, in the case of constant density expansaaie parameters similar to S&W’s

are obtained, as we now show.

Referring back tdable 5.3 it may be seen frompart (d) of the table that with constant
density expansion, the percentage increagesmabout 0.45 of the percentage increase
in N %, The relevant scale measures in this case (woption per property does not

change) are therefore:

RTS = 1 e S (6.21)
0.378+ (045x1.140)  0.891
1 1
And RTS = 116 e, (6.22)

0.211+ (045x1.449 - 0.863:
Similarly, frompart (c) of Table 5.3 if expansion is of the suburbanisation (constant
type, the percentage increasiis about 0.63 of the percentage incread¥. iifhe

relevant scale measures in this case (if consumpto property does not change) are

therefore:
1 1
RTS = = =091 . (6.23)
0.378+ (063x1.140 1.096
1 1
And RTS = =089 . (6.24)

0211+ (063x1.449 1.124

That is to say, with this type of expansion, th&iébe diseconomies of scale.

Finally, if expansion was in the form of an increas density within the existing
company boundary, as part (a) of Table 5.3 application of (6.17) and (6.18) would
misleadingly imply the same scale effect as contstansity expansion. Application of
(6.19) and (6.20), on the other hand, would pickhgpoint that in this case higher

would be associated with a rather small increage in Table 5.3 the percentage

% Average of piece-wise estimates.
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increase irp is about 0.15 of the percentage incread¥, iso that relevant scale

measures become:

RTS = 1 Y I (6.25)
0.378+ (015x1.140) 0.549

1 1

And RTS = = =
2 = 021t (015x1.449  0.428

234 (6.26)

That is, densification within the existing boundahpuld lead to rather large economies
of scale as the volume effect benefits both pradoand distribution costs with very
little increase in average distance to propertiEsvever, this case should not be
extrapolated too far as increasing densificationld@t some point run up against the
assumption that the central density does not ex8@quoperties/Ha — necessitating a
reassessment of the relationship betwdgR andZ in Appendix .

In short, while S&W are right to say that “The ceptof scale in the context of water
service provision has a number of dimensions’eéds a specification which includes a
spatial variable to do justice to this point — aslSX Parker (2005) recognize.

5. Conclusions

The effect of different settlement patterns ondbenbined costs of water production
and water distribution can be seen in the illusteatalculations inrable 6.4 Here four
types of comparison are set up, characterized)ake(sification (b) dispersion (c)
suburbanizationand (d)constant densityin each case, a single large WTW of the
appropriate size is assumed. Now, as numbers pepies are increased in each
scenario (leading to higher volumes, given constaage per property), the key
difference is how density is affected.

* With (a)densification because the urban boundary does not change @erfyro
numbers increase, density increases in parallehaosolume economies
predominate in distribution as well as productieor example, unit water
supply costs for a town doubled in size to 50,0@perties occupying 2,250 Ha
(density 22.2 properties/Ha) will, according togbealculations, be 16.2%
lower than for a town of 25,000 properties occugyime same area (density
11.1 properties/Ha), about half of the reductiomiwy from lower unit water

production costs and half from lower unit distribatcosts.
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With (b) dispersion the number of properties does not increase,adltlre is
no volume effect, but the more dispersed pattessetifement means lower
density and an increasing average distance to grepeand hence higher
distribution costs. For example, unit water supgagts for a town of 18,000
properties spread out over 2,090 Ha (density &pgaties/Ha) will be 10.8%
higher than for a town of 18,000 properties occaogynly 735 Ha (density 24.5
properties/Ha), all due to a 23.4% increase in disiribution costs.

With (c) suburbanizationthe number of properties increases but becaese th
increase is into less dense peripheral areas, gaveensity falls and average
distance to properties increases, albeit to al@sdent than with (b). In this
case, volume economies (in both production andilligion) are more or less
balanced by average distance diseconomies. Form&aumit supply costs for a
town which has grown to 50,000 properties occupypwer 20,000 Ha (density
2.4 properties/Ha) will be much the same as forstirae town when it was only
15,000 properties occupying 985 Ha (density 15aperties/Ha) with the 25%
reduction in unit production cost due to higherwne largely offset by a similar
increase in unit distribution cost (the distande@foutweighing the volume
effect in distribution here).

With (d) constant densifythe number of properties increases in line vhh t
increase in area so that density is unchangedwgththe average distance to
properties does increase. In this case, volumeogo@s (in both production and
distribution) outweigh the average distance effeot.example, unit supply
costs for a town of 50,000 properties occupyin@8,Ba (density 10
properties/Ha) will be 16.7% lower than for a toafrl5,000 properties
occupying 1,500 Ha (also 10 properties/Ha), abloge-quarters of the
reduction coming from lower unit production costsl @ne quarter from lower

unit distribution costs.

These examples are enough to illustrate the rahgiexts that might be observed, but,
it might be asked, which are particularly relevahin thinking about urban
infrastructure? In studies of agglomeration, tasnmon to use population as the
measure of size. One lesson from these examplleatig may not be sufficient to look
at numbers alone. Whereas increase in size throegsificationwould, it seems, bring
economies of scale (in water supply at least), wigositive influence on

agglomeration, as would (to a lesser exteat)stant densitgxpansion, increase in size
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throughsuburbanizatiorwould be roughly neutral in cost terms. To getfthepicture,

it would appear necessary to take density expligitio account, not just size.
Moreover, it would be misleading to regard urbagearof similar size, as measured by
population, as equivalent from an agglomeratiospective, if they have very different
densities. As thedispersion’example suggests, lower density towns or citiedikaely

to have higher distribution (and access) costsdPiatrently, agglomeration by
densification would have real cost advantagesegstlup to the point where congestion

costs become appreciable) whereas suburbanizatatuwot.

Yet another way to look at the matter is to compeater supply costs as between a
small town and a large one. Even if they have #mesdensity, the ‘constant density’
calculations point to lower costs in the latterthis effect generalizes to other types of
infrastructure, it suggests an important reason latge settlements might over time
prosper more than small ones; and if the largen®aéso denser, the advantage
becomes greater still. Of course, infrastructurgare not the only consideration but
if, for example, people have a preference for soditiving, these calculations indicate
that there is likely to be a cost penalty (whetbrenot this is visited on suburbanites
through tariffs and connection charges). These mgeies are taken up for further
consideration in the next and fil@hapter VII .
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VIl. GENERALISATION: APPLICATION TO OTHER
URBAN INFRASTRUCTURE AND IMPLICATIONS FOR
AGGLOMERATION

1. Focus of this research

It was suggested i@hapter Il that much of the man-made urban infrastructurebean
seen as belonging to one of two broad types:
« Area-type: Provides services within a defined area (e.gjtia8, transport
systems). In such cases, getting the service 13 uselves distribution costs;
« Point-type: Provides services at a specific point (e.g. Hakpischools, offices,
shops, museums, theatres, etc). In such casextinealent consideration is the

cost to users of accessing the facility.

For Area-type infrastructure, it was considereeélithat the cost of supply would be
driven by:
1. Possible scale economies in production (e.g. wedatment works);
2. Possible diseconomies in distribution costs, whiclild be likely to increase
more than in proportion to the size of the areaexbr

3. Possible savings in distribution costs relatedighér population densities.

For Point-type infrastructure, the equivalent isfices were seen as:

1. Any scale economies in the basic facility (e.g.dmad, school, museum);

2. Possible diseconomies in access (e.g. transpats,cohich would be likely to
increase more than in proportion to the size ofcitehment area (cf.
commuting costs — Arnott (1979));

3. Possible savings in access costs related to hpgprlation densities; and, in
addition

4. Possible congestion costs, which would be likelyjntvease with size of

catchment area and population density.

Either way, there would be an element of tradebeffveen economies of scale in
production and diseconomies in distribution (oress}; and whereas economies of
scale in production and density economies woulddmelucive to agglomeration,
diseconomies in distribution would act in the opf@direction. We are now in a
position to consider how far this research has laddmto assess these effects in the
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case of water supphBgéction 3; how far the results might be generalisable teot
Area-type infrastructureSection 3; to Point-type infrastructuresgéction 4 and to
Transport $ection §; and what the implications might be for urbanlaggeration

(Section §. All this is brought together in a summary of clusions Section 7.

2. Summary of water supply findings

Bearing in mind that the aim of this research ithtow light on scale effects at
settlement level, the findings on urban water sypph be summarised as:

* Economies of scale in water productidrnere are economies of scale at plant
level for water treatment works (WTWSs) — with retsito scale of about 1.25 (or
more) — but the evidence for economies of scalddoeholes is less clear.
However, these effects may not be observed inipeabecause large
settlements (and large companies) will often exptailtiple water sources,
operating numerous works (both WTWs and borehose®),then aggregate
production costs will tend to show more or lessstant returns to scale. Only in
rather rare cases (such as Birmingham, with a |algrese population, and a
large WTW supplied from a large reservoir) will aomies of scale in
production have an appreciable effect.

» Diseconomies in distributioModelling urban areas as monocentric settlements
and measuring distribution output as the produstotime and distance
components, we find that there are volume relatateseconomies in water
distribution but diseconomies related to averagéadice to properties.
Diseconomies are therefore only evident where timgce effect dominates.
We have found diseconomies where properties are smpead out
(“dispersiori) and where lower density development around tfoami core
takes place Suburbanisatiot), but not when development takes place within
the existing urban boundaryd@nsificatiori) or where a settlement expands
without density changing €onstant density. This is because the volume effect
dominates in the latter cases. The reasons whyg tlessilts are not consistent
with the Arnott model of urban commuting costs @diseussed below.

* Density savingsAn implication of the distribution findings isahdensity
effects are rather important with higher densitéesling to lower unit
distribution costs, reinforcing economies of sgalproducing for a larger
population — so that, for example, the unit coswvafer supply for a town

doubled in size to 50,000 properties occupying @ |28 (density 22.2
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properties/Ha) is about 16.2% lower than for a t@iv25,000 properties
occupying the same area (density 11.1 propertigsaaut half of the
reduction coming from lower unit water productiarsts (assuming a single
large WTW) and half from lower unit distributionsts.

« Interaction between economies of scale, distribbutiosts and density effects
These effects have been explore€hapter VI — see particularlyfable
6.4While there are cases where there is a tradeetffden economies of scale
in production and diseconomies in distributionpther cases volume economies
in both production and distribution dominate. Mgemerally, changes in the
size of a settlement (as measured by numbers pepies, or population) are
less important than changes in density in detemgimihether or not there are

economies of scale.

It may be wondered why water distribution costsrareunequivocally rising in
settlement size as measured by population, as ctingraosts are in Arnott (1979). It

is because in Arnott’'s model, density does not wdtlgin the settlement, each
commuter follows a direct radial route from resicemno CBD and commuting cost is
proportional to distance travelled. In the real Miphowever, as measurement of
density gradients shows and the monocentric urbaaehrequires, density generally
declines away from the centre, making the averagjartte to properties shorter than in
the constant density case. More importantly, wigtaot channelled in individual pipes
to each house but is usually carried collectiveliarger mains for most of the distance,
with consequent cost savings. This, we may surnsgbe main reason for the volume
scale economies found in water distribution. Irt,fite larger the settlement, the greater
the scope to adopt such collective means of dgliitesndon’s massive Ring Main
providing a particularly striking example). Inde@duch the same is true of commuting
itself. Larger (and denser) settlements shouldibe ta provide collective means of
transport for commuters (buses, metros) at a owsdrthan if they travelled
individually®. In these circumstances, reliance on the Arnotlehwill be misleading —
suggesting that urban theorists should be caudibost assuming too readily that

commuting costs are increasing in city &fze

I However, provision of such collective transportsyns may well involve large capital costs, itself
requiring a large, dense market to be viable.

2 For example, Fujita (1989) says: “Let us suppaskedore that a city takes a monocentric form. Then
due to the increase in commuting distance, the ti@@asport cost of a city increases more than
proportionally to its population.”
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We need next to consider how far the results obthfor water supply are applicable to
infrastructure more generally. In the sections tobdw, the discussion does not rest on
new research but rather tries to make suggestimeemtions with the existing body of

knowledge.

3. Application to other Area-type infrastructure

Referring back to the types of urban infrastructdentified inChapter Il (Table 2.1),
those classed as “Utilities” can be considered @aAype infrastructure. Apart from
water supply, the utilities identified there inckusewerage, storm drainage, electricity
and gas supply, and telecommunicatidnishe characteristics of sewerage and storm
drainage (which often come together in combinethdige systems) can be expected to
be similar to those found for water supply. As relgeelectricity and gas supply, when
each town had its own gas works, and electricityegation was more local, the
similarities with water supply were also substdnttowever, since the 1960s, town gas
works in Britain have been replaced by bulk sumptienatural gas from the North Sea
and elsewhere, changing fundamentally the econoofigas production and
distribution; similarly, electricity production hascreasingly been concentrated in very
large power stations, changing the character ofrtdde-off between economies of scale
in production and diseconomies in distributioncémsequence, long distance bulk
transmission plays an important role in electrieitd gas distribution. This is less a
feature of water distribution where treatment wdsksd to be located near the
settlements they serve — although bulk suppti¢seatment works are of some
importance. In the case of telecommunicationsatteogy with water supply is further
strained: what exactly constitutes the productioit mnay be difficult to pin down and
distribution costs are relatively much less impoatta

These similarities and differences are considaradare detail in sub-sections (a), (b)
and (c) below. If there is a unifying theme in théction, it is how far taking into
account distribution costs might favour a more déedized pattern of infrastructure
provision (e.g. small scale local power generatather than centralized provision from
large power stations through a national grid). i@ extent that this is the case,
agglomeration forces are weakened — or perhaps atoregately, the cost disadvantage
of smaller settlements will be reduced.

% Other services with similar characteristics ineldile and police services, postal services, aniice
health services, where the operation requires @ $tasion from which services are delivered to frop
properties in a defined service area.
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a. Sewerage and sewage treatment

The sewerage and sewage treatment activities dvtfeCs would be amenable to an
analysis very similar to that which has been cdraet for water acquisition and
treatment, taking advantage of the informationhos part of their functions provided in
their June Returns to Ofwat. It can be anticipalted similar results would be obtained,
and similar problems encountered due to the laugeber of settlements served by
these companies. More detailed local informatiomidehen be required to get a

clearer picture.

The likely similarities, and differences, betweba two cases can be noted:

« The flow of sewage is in the reverse directionpfnoroperties to the treatment
works, and mainly by gravity, so that pumping c@stsrelatively unimportant;

« The pipes used for sewerage are generally of algguge than those used for
water supply, and the replacement cost of seweasggts is about twice that for
water supply (Water UK (2004, p.2))

» Casual observation suggests that the extent obeces of scale in sewage
treatment works is likely to be less than in theecaf water supply (it appears
that enlargement consists mainly of increasingiimaber of filter beds);

* Volumes are larger and more unpredictable, as segfn take rain water as
well as other effluents (raising additional quessi@bout how output for this

part of the system should be measured).

Empirical investigation is needed to take thistiartbut one can hazard that if it proves
to be the case that economies of scale in seweggrtent are small and pipe costs
relatively high, this would favour smaller, locabyks over large centralized ones. But
there are also likely to be factors other thanststtonsider, such as the capacity of the
local environment to accept discharges. It hakénpast been Environment Agency
policy to encourage consolidation because the pegnce of large works is easier to
monitor; however, recently there has been somesioff of this position:

“There are ways to treat sewage other than puniptog few large works.
Small, local sewage works in a new development d/belp to maintain more
natural water flows throughout a river catchmenit #8is has to be balanced
against the efficiency that large STWs can provi2ziferent options will be
appropriate for different places.” Environment Agg1i2007, p. 10)

In this case therefore the position of smalledeseitnts may be easing.
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b. Electricity supply

Turning to electricity supply, there are some intaot differences in the characteristics
of the industry to note. Distribution involves tstages: high tension bulk transmission
and medium or low tension distribution. The forrgenerally requires pylons and
heavy duty wires; distribution to customers (afteitage reduction through
transformers) is then usually through undergrowataling. The post-WWII trend in
production has been towards larger and larger psta¢ions whose location is
determined mostly by considerations such as prayitaifuel supplies (e.g. coal mines)
or availability of cooling water (and public accapte in the case of nuclear power)
rather than distribution costs — the view being #tnomies of scale in production
dominate other considerations. Although the capibals of the transmission and
distribution networks are substantial, operatingt€an electricity distribution are low
and the cost of power lost in transit (line lossesbout 6% (compared with leakage
rates of 20% or more in water distribution). Thed&-off between economies of scale in
production and the cost of distribution has notefere played much part in decisions
about the size and location of power stations. Kbetess, the cost of extending the

distribution network to small or remote settlemedsteelatively high.

Recently, the development of smaller scale typeseaftricity production, often using
unconventional technologies, such as solar pawetsl, turbines and CHP (combined
heat and power) units have prompted some re-thgndimthis score. An article in the
New Scientist remarR3

“Almost all of us can trim our utility bills by gemating our own electricity.
Photovoltaic tiles or a small wind turbine on tbefs of houses or apartment
blocks are no longer a rarity. If these and sinslaall-scale generators were
installed in large numbers they could have a sicguift impact on energy policy,
helping to slash carbon emissiarsl taking the strain off overloaded
distribution grids A growing enthusiasm for renewable energy has als
stimulated development of new small scale energeggors that are reliable,
simpler to install and, most importantbgpable of exporting the power they
create onto the grid [Emphasis added.]

Later in the same article, the possibility of al&raff between production and
distribution gets explicit mention:

“On the plus side, microgeneration could avoid egdee upgrades to the
distribution grid which would be needed if predttgrowth in demand is met
solely by centralized generators”

% «_osses are not insignificant in electricity indteucture (roughly 6% of capacity cost) ... the
operational costs are only 2% of capacity costarbRg Li (personal communication).
% Hamer M “Every home should have on¢éw Scientis1 January 2006 (pp. 36-39).
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Making due allowance for journalistic hype — themamics of small scale generators
remain weak, and it will be a long time before tisayp make a quantitatively significant
contribution to meeting demand — it does raisdnteresting question whether savings

in distribution costs could help to justify smadse local production.

As it happens, the question has attracted thetatteof the industry regulator, Ofgem
(Office of Gas and Electricity Markets). Its proptssfollowing its 2004 Electricity
Distribution Price Control Review included a newentive framework for distributed
generation to facilitate the connection to disttidu networks of renewable generation
— Ofgem (2004).

A study commissioned by Ofgem, &i al (2005), examines some aspects of the
question in greater depth. The method is to agkesshange in future investment
requirements on the high voltage network conseqoer@t change in the charging
regime facing Distribution Network OrganisationdNDs). Different charging regimes
would result in different patterns of growth in demd and distributed generation. Three
types of charging regime are considered (the dasani below relies on Let al (2005,
pp. 11-14):
a. The existing DRM (Distribution Reinforcement Midsystem, which “is
essentially an allocation model that attributesdibsts of the existing network to
users depending upon the use they make of eadmyedievel of the distribution
system, as inferred from their maximum demand arstioener class
characteristics”;
b. Two economic pricing models, both of which sfestn an assessment of the
marginal cost of adding an increment of demandemegation at each node of
the system. Then:

i. In the ICRP (Investment Cost Related Pricing)del, it is assumed
that incremental demand (or generation) is metrbfpumly expanding the
network. It is the same general approach as thptoy@d by National Grid for
transmission charging, modified to apply to therdstion network. A standard
cost, known as the “expansion constant” is caledl&br each circuit on the
reference network, and applied to the “distanceVgromust flow to meet the
increment in demand;

ii. In the LRIC (Long Run Incremental Cost) modék marginal cost is
assessed from the change in the present value afntiicipated costs of

164



reinforcing the network as a consequence of aditiegncrement. The LRIC
approach thus endeavours to recognize the existénscmised capacity on the
network by assessing the additional cost that sfieen the need to advance
investment as a result of adding load or generati@ny node on the system, or

alternatively the reduction in cost that will resiubm delaying investment.

The pricing messages that emerge from these madelsot simple, particularly as the
authors add a scaling factor to ensure that thi¢ dativers the revenue permitted under
regulatory price control. It is beyond the scopéhig short account to go into these
implications in depth but the key point is thatfeliént pricing models convey different
messages about the location of additional capatitg.following quotation gives a
flavour:

“For generation, where no scaling has been appledlCRP methodology
mirrors the distance effect for the rural nodegimducing substantially
negative charges (credits) for generation. Thisikhattract generation to the
more rural area. Under the LRIC approach, generatiauld find it most
attractive to connect to nodes 3 and 5, whichratbe urban area.” (lat al
(2005), p.18)

What is interesting here is that there is verjelitiscussion either in lat al (2005), or
in an Ofgem discussion document issued at abougatme tim&, of the economics of
different production systems or of scale effectprioduction. The aim is rather to
present potential generators with a tariff for sramssion and distribution that correctly
reflects the costs imposed by connecting to theesyslt is then for the generators to
assess the costs and benefits of actually doirgtbe “Where?” “When?” and “How
much?” questions. Some hypothetical examples loelfustrate what may be involved:
a. An electricity consumer wants to replace pasdilbof his standard supply
with some form of self-generation (e.g. wind tudor solar panels). This can
be addressed by evaluating the investment usingeteeant local electricity
tariff to price the self-generated electricity. Rahat this tariff will include
electricity production costs as well as transmis&lstribution costs). The result
Is often expressed in statements of the form: “Tinrestment will pay for itself
in X years”.
b. An electricity consumer wants not only to replaart or all of his standard

supply but also to be able to sell to the grid sumplus production. Additional

% Ofgem (2005Enduring transmission charging arrangements fotriisited generation: A discussion
documentSeptember 2005 (available on the Ofgem website).
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elements in the cost/benefit calculation are noargés for connection to the
grid and the price offered for any surplus produdéds is where the
methodologies discussed above start to becomearglev

c. An entrepreneur, not necessarily an existingtetity customer or producer,
wants to set up a production facility (e.g. a wian). Now the cost/benefit
calculation will be driven entirely by the chardes connection to the grid and

the price offered for the electricity generated.

In this set-up, the pattern of production that egasrwill be the outcome of a series of
incremental decisions by independent entities ¢eusts and generators), guided by the
charges and tariffs of the electricity distribut@rsturn influenced by the price they pay
to the existing large scale generators). It is @vidhat although the economics of
electricity production are not emphasized in tlystam, they must powerfully influence
the outcome: If the cost of large scale centralgederation is low, it will probably be
difficult for small scale units (with relatively ¢in unit costs) to achieve reasonable pay-
back periods, even if transmission or distributtosts are saved. On the other hand,
situations could possibly arise when it will beftable for one or more small scale
players to install their own production capacitgethough a single large facility would
be more economic. Overall, the effect, as regagdtoaeration, of decentralized
decision-making in this case is likely to tend tosls|amaking small settlements more

viable.

c. Telecommunications

Our discussion of the economics of telecommuniaoatie equally brief but it does
provide an interesting contrast in one respect. Médwin water supply (and sewerage),
distribution costs are very significant, and inc#lieity supply they are still appreciable,
in telecommunications they are negligible. Thisevlsation has excited futuristic
speculation about “the death of distance” (Cairasrd997)). However, the capital
costs of establishing communications networks uiticlg wireless networks, have not
faded away. Companies have had to pay enormousédees for wave band access,
transmission masts involve significant investmert emany communications
applications still require extensive cabling. Mareothere are network benefits in
having large numbers of customers (the more customleo are connected, the more

valuable the service to other customers).
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The effect of these characteristics is an industwhich entry costs are very high but,
once established, the marginal costs of supplyanglow. It is the world of Dupuit
(1844) with the associated conflict between ecoeicing and cost recovery. We
have no new insights to offer on these matters. é¥@ny we may note that the
possibility of any noticeable trade-off betweenremmies of scale in production and
diseconomies in distribution in the case of telegamications seems remote. At the
same time, density economies may well be importétitere are large numbers of
potential customers, or a large volume of traffithin a relatively small area, it is
more likely to be worthwhile making the substanimsdestments required; it is
observable, for example, that high speed, highagpaptic fibre cables are only
available in large cities where there is a highuwoé of traffic from business users,

particularly in financial services and media.

A telling example from the developing world is mentd in a recent article in the New
Scientist (23 June, 2007, p.26):

“‘Economists are head over heels in love withg®tines, but so far they have
been a largely urban, big city phenomenon in theeld@ing world’ says Eric
Brewer, a computer scientist at the University afifdrnia, Berkeley. ‘The fact
is that in rural areas, which by definition haview population density, it's
actually very difficult to deploy cellular base tsta@s in an economically viable
way.’

Cellphone operators need enough users for each aatiknna tower to justify
the cost of building and maintaining it. If a netlkw@annot guarantee a threshold
revenue per user, the tower will not be built. ‘Tteands to mean all cities will
be covered for sure, and certain roads and railimag. But not the rural
areas.”
Somewhat unexpectedly, it therefore seems thatisncase, although very low
operating costs for the distribution side of theibass may seem to encourage
dispersion, economies of scale in production amsitleeconomies are likely to mean

that better services will be found where thereggl@ameration.

4. Application to Point-type infrastructure

The “Buildings” section offable 2.1in Chapter Il includes a variety of facilities that
can be identified as Point-type infrastructuxe.a general proposition, it seems
reasonable to suggest that such facilities (hdspgahools, museums, etc) can be
viewed as analogous to the production units of Angae infrastructure, such as water

treatment plants, power stations, etc. As sudh likely that these facilities would be
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found, on investigation, to demonstrate economiesale due to better utilization of
large indivisible equipment (e.g. X-ray facilitiddR| equipment, operating theatres),
more efficient use of skilled personnel (e.g. spksti teachers) or other factors (e.g.
more complete collections of art or archaeologywiver, it would not be right to
conclude on these grounds that it would alwaysdwvartageous for such facilities to be
made as large as possible so as to benefit frola scanomies. The access costs of the
users of the facilities should also be taken imimoant.

As regards access costs, reference has alreadyrzanto Arnott’s (1979) basic result
on commuting costs, and the assumptions on whathrésts. On the same assumptions,
the same basic algebra would apply to people tirmy&b access a facility such as a
hospital or school. That is to say, access codtbwincreasing in the size of the
catchment area, unless these can be mitigatedrie s@y. There is therefore a

potential trade-off between economies of scal&éénfacility and higher access costs.

Of course, just as commuting costs are not geyeaiadimple linear function of

distance, and commuting trips are not all alongaldohks, the location of potential

users of Point Type infrastructure and the acaastes and modes of transport available
to them will affect the trade-off in particular ess So also will the nature of the facility:
for example, fewer, larger units might be favoul@dheart surgery, because they
require expensive equipment and specialized peetonotwithstanding that access
costs incurred by users may on average be rehativgh, as the catchment area will
need to be large to ensure that the unit is fuilized. However, the infrequency of the
average user’s need, and the high value of theedtoe may mean that relatively high

access costs are acceptable to users.

In fact, hospitals provide a particularly interagtiexample of the issues that arise with
Point Type infrastructure. A leader in The Econdrdated 11 March 2006,
commenting on rising deficits in the UK Nationaldtth Service, observed (p.11):

“The inefficient configuration of services is anetlreason why the red ink is
appearing. Hospitals are doing things — such agdstics, some elective
surgery and minor injuries — that might be donedsein other places. And in
some areas — in a ring around London, for instartere are too many
middling-sized hospitals offering treatment thatildobe provided more cheaply
and safely at fewer, larger and more specializespitals.”

The argument clearly indicates that The EcononeBébes there to be economies of

scale in at least some kinds of hospital servicadelief which may well be correct,
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although The Economist cites no evidence for itweeer, it is equally clear that The
Economist’s concept of an “inefficient configuratidakes no account of access costs
for patients, quite an important consideration, onght think. Indeed, The Economist
itself comes close to recognizing the issue lateéhé same article when it adds:

“Ministers also need to grit their teeth and actbpt, where the new market in
health care reveals that hospitals are providiegattong thing in the wrong
place, some will have to close. There will ineviyalbe fierce local opposition,
and the government will need to try to defuse byaproviding more free-
standing “A&E-lite” clinics to provide the emerggnservices that people
reasonably expect to be available nearby whenrikeg help quickly.”

As this passage shows, a proper evaluation ofitleeamid geographical disposition of
health facilities ought to take into account acaassts as well as scale economies in
service provision. Aeductio ad absurdammakes the point: Otherwise, why not just
provide one gigantic hospital for the whole of Eargl?

Just as the water companies have to take therexisattern of settlement as given, so
do the health authorities. It follows that the kfdesults obtained from the analysis of
water distribution costs are quite relevant todbermination of access costs to health
facilities. That is to say, dispersed settlemetigpas will imply high access costs;
large, dense settlements, low access costs (agsvetlale economies in production).
The accessibility and relatively low cost of infirasture services in the latter case can
then contribute to the resurgence of urban are&soasumer cities” (Glaeser &
Gottlieb (2006)).

5. Application to Transport

While transport infrastructure features prominentlyrable 2.1in Chapter I, it might

not seem at first blush that the central theméisfthesis — the tension between
economies of scale in production and diseconomiesstribution — is readily

applicable to transport. After all, distributionsts are, for the most part, transport costs.
Whether transport costs increase more or lessitharoportion to the scale of
operations, as measured by distance, say, or tkitoraetres, depends on the particular
case. Indeed, put in this way, there is probalgyesumption in favour of economies of

scale, as illustrated for example by bulk transpbdommaodities.

However, distribution does not typically involvesjuransport from fixed point A to
fixed point B. It involves distribution to a numbefrdestinations within a service area.

The extra spatial dimension and the multiplicitydektinations undermines simple
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cost/distance relationships. Supermarkets, for @k@anry to optimize the number of
depots in relation to retail outlets having reg@ardepot and holding costs as well as
transport costé. This problem can be seen as analogous to the suely problem,
with the depots taking the place of treatment glamd probably benefiting from
economies of scale, which need to be traded ofhagdiseconomies associated with
expansion of the service area. At any rate, itireguan unusual combination of
circumstances for a single depot serving a larg&keb&o be optimal. Moreover the size
and location of supermarkets involves the same &frichde-off between economies of

scale and access costs for consumers as otherBp@tinfrastructure.

Other similarities appear if we consider transgervices on a network. Railway
stations, metro stations and bus stations perfolum@tion similar to water treatment
plants in bringing together and processing passsengeo then travel, like water, along
particular branches of the network to their destoms. A modified concept of scale
economies could be developed to cover the functidssations, and the unit cost of
delivering passengers will depend on charactesistich as the size of the area to be
served and population density — in particularhé testinations are remote, widely
separated or sparsely populated, unit costs witligker, as attested by the difficulty of
maintaining viable rural bus services, to takedng example.

A fully worked out treatment of these issues isdred/the scope of this research.
However, we can draw attention to (a) parallelsvieen the role of density in the
provision of urban transport and its role in watestribution; (b) some recent work on
the economics of aviation services which raisesassbout the assessment of scale

effects similar to those investigatedGhapter V on water distribution.

a. The role of density in urban transport

In the “new urbanism?” literature, higher densitycansidered to be conducive to a more
sustainable style of life, with respect to transpoparticular. The idea, as Richardson
& Bae (2004, p.255) express it, is that: “Highensiées may help to reduce automobile
dependence by facilitating shifts to other modeg. ansit, bicycling or walking).”
However, as the same authors point out: “To thergxhat motorized modes dominate,

higher densities mean more congestion and sloaeeltspeeds.” Furthermore “There

°" An additional consideration, not present in théewaase, is the value of goods in transit. See e.g
McCann & Schefer (2004, p.184) “As the demand flivéry speed increases, the associated opportunity
costs of lead-times also increase, and the avénagatory levels maintained will fall.”
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is a disconnect between the increasing emphag®lies to make metropolitan areas
denser and the overwhelming empirical evidencertiadt US metropolitan areas are
becoming less dense ... The experiences of Westeop&@and many other parts of the
world are similar.” Richardson & Bae are therefsceptical about the supposed
sustainability benefits of urban compactri&ssommenting on the well-known work of
Newmanet al (1999) correlating automobile dependency negatiwath density across
46 cities around the worly they observe “The negative relationship between
automobile use and compactness is much more congiiccross-sectional terms. But
the rate of growth in automobile ownership in Ewemd Asia is much faster than in
the USA ... The differential is much higher than t&nexplained by the acceleration of
decentralization trends in these countries, salgiéiaere are other forces at work

besides urban form.”

Richardson & Bae’s conclusion is perhaps too negaiihey rather downplay the
potential role of public transport arising from asility to provide low cost, high
capacity transit where the density of demand iigeantly high (despite noting (p.257)
that “in Central and Inner London in the UK, 60.8%commuting trips are by public
transit.”) The obverse is equally compelling: loengity settlement renders public
transport less and less viable, for reasons eptadhlogous to those applying to water
distribution, as identified i€hapter V, i.e. higher infrastructure requirements and
longer distances per unit of output. Looked atfithe supply side, we find much to
support a more positive view of higher densitiedméttedly, generalizing from our
water supply findings omits some factors imporiarthe transport context. First there
is congestion: as cities expand, whether by dexagifin or suburbanization, traffic on
the existing transport infrastructure intensifiesding to deterioration in service. This
leads to a second issue: To ease congestion thamag more capacity or a step change
in transport technology (e.g. rail or metro). Eitlhway, the investment required is large
and there is no automatic mechanism to providedtnand considerations might also
qualify a conclusion in favour of high density |edist for some types of infrastructure —

for example, a high income elasticity of demanddersonal space could favour a more

% Richardson & Bae also note that although urbanpemimess is usually measured in terms of
population densities, other measures exist sucadigs of the urbanised area, median radial distéihe
distance beyond which one half of the metropoljgapulation lives) and the compactness index of
Bertaud & Malpezzi (1998).

% Who find (p.628) a coefficient of -0.744 when “Maliransportation cost per passenger kilometer” is
regressed against “Urban density (persons/ha)”.
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dispersed pattern of settlement even if this entagher costs for infrastructure

services®.

b. Assessing economies of scale in aviation sergce

The work taken up for comment here does not conitseh with the economics of
airports, only with the aviation services operdietveen airports, the number and
location of which is exogenous. Thus it is concdméh the assessment of economies
of scale in that part of the activity which is amgdus to water distribution. As with
much work in the transport field, output in thiseas measured as a composite of

guantity and distance, as we have done with wasgnitzltion.

The literature starts with an article by Caeesl (1984) entitled “Economies of density
versus Economies of scale”. The approach takemcisirsctly summarized by the
authors (p.472):

“The purpose of this article is to explore the appaparadox of small air
carriers with a purported unit cost disadvantagaepeting successfully against
the large trunk carriers. We do this by develo@ngodel of costs for airline
services ... Our model of airline costs is novehattit includes two dimensions
of airline size — the size of each carrier's sewnetwork and the magnitude of
passengers and freight transportation servicesgedvThis allows us to make
the crucial distinction betweerturns to densitythe variation in unit costs
caused by increasing transportation services wametwork of given size) and
returns to scaldthe variation in unit costs with respect to pngjpmal changes
in both network size and the provision of transgiooh services).”

Using panel data from the US for 1970-1981, Catesdfind substantial returns to
density for air carriers of all sizes but constattirns to scale (in the sense defined

above) for both trunk and local airlines.

Since then, as Basso & Jara-Diaz (2006), obsert¢: (p

“For more than 20 years, the cost structure ofsgpart industries in general, and
the airline industry in particular, has been anatiythrough the calculation of
two indices: returns to density (RTD) and retuimsdale (RTS), which were
originally proposed by Cave al (1984).”

However, Basso & Jara-Diaz go on to argue that “RihD RTS should be replaced
with three concepts: a corrected version of ecoeerof density ...; the multioutput

degree of economies of scale ...; and the degreeownioenies of spatial scope ...”

190 Although in practice this trade-off may be obscliny average cost pricing and/or the free or
subsidised provision of some infrastructure.
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In developing their critique of the standard applp@asso & Jara-Diaz note (p.1) that
the output of a transport firm is a vector of flobetween many origin-destination pairs

of the formY :{yij}. They go on to note (p.5) that in practice thgdasize ofY

precludes its direct use in empirical work. Instéasl necessary “to estimate cost
functions using aggregate output descriptiofs { i }, which represents outputs and
attributessuch as ton-kilometers, seat-kilometers, aver@gartte or load factor.”

Now, “when a network size variabld, is included in the estimation, empirical studies
of transport industries distinguish between twooemts ofscale returns to density
(RTD) and returns to scale (RTS). In the formeis éissumed that the network is fixed
when output increases; it is said that traffic dgriacreases. In the latter, though, both

output and network size increase, keeping tra#icsity unchanged.”

As regards the measurement of RTD in this way, 8&s3ara-Diaz point out that there
is an implicit assumption not only that the netwsike does not change but also that
the route structure is unchanged (i.e. that thgirdestination pairs served remain the
same). They propose that the term RTD be resenratiit case. It then measures
whether the average cost increases more or lessrthmoportion to an increase in
flows along existing links. For the case wherertbvork size remains the same but
route structure changes (because, for examplecdrbes more economic to operate
different links when flows increase), they sugdhstterm “multioutput degree of

economies of scale (S)”.

Turning to RTS (as defined by Caves), Basso & Iasa-argue that an increase in
network size necessarily implies a change in thmaber of underlying origin-
destination pairs, which should be examined thraughope analysis. For this purpose,
they therefore propose a different measure whiek tall “economies of spatial scope
(SC)".

It is time to relate this work back to the assesgméscale effects in water distribution.
First, the airline case confirms that such assessim@ot straightforward when a
product is distributed through a network and themore than one scale attribute to
consider (e.g. passengers carried, number of psamteed and trip length in the case of
airlines; volume of water distributed, number abperties and size of service area in
the case of water distribution). The answer wiltedtiaccording to which attribute is the

focus of attention. Next, we note the similarityveeens,, the elasticity of distribution
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cost with respect to average water consumptionRard in Basso & Jara-Diaz ’s
definition. Both assess the effect of more inte@sige of an existing network. There is
less similarity in their other measures. Ttglras no obvious parallel in water
distribution, although it is possible to imaginsituation in which a water company
might re-organise its distribution network in respe to higher demand, by (for
example) investing in a ring main for a large setiknt, which would be somewhat
analogous to an airline changing its route strictliheirSCdoes not quite correspond
either toey, the elasticity of distribution cost with respezinumber of properties, or to
ea, the elasticity of distribution cost with respézisize of service area; it could
however be seen as a composite of the two siramg to assess the effect of an
increase in network size (as measured for examptaimber of points served).

In fact, one could go further and argue that altfioBasso & Jara-Diaz have dealt with
one source of ambiguity, there remains ambiguityarding network size. A case can be
made for separating scale economies (or disecospm@esociated with number of
points served (cf. number of connections in watgpsy) from scale economies
associated with stage length or network milesgefvice area or length of mains in
water supply). The general lesson to emerge fraswibrk is that measuring transport
output as a composite of quantity and distancelesabwider range of scale effects to
be investigated, a lesson relevant to the caseatdndistribution and to other activities

where there is a spatial aspect to the deliveseofices.

6. Implications for urban economics

The central question to be addressed here, inghedf the results for urban water
supply, is how far the urban infrastructure carctesidered to be a factor favouring
agglomeration. There is an ambiguity in the tergflameration”: it can mean either
the processby which activity becomes more concentrated ircepar it can mean the
outcomeof that process. Taking the latter meaning fitsg not difficult to suppose that
if a large settlement is well-endowed with infrasture, new residents will be able to
make use of it at rather low marginal cost. In g&#ing, infrastructure is indeed a
“shareable input” (Eberts & McMillen (1999), p.14Fa@vouring agglomeration,
although sharing is not costless, because of bigtan or access costs.

It is less easy to show that infrastructure conteb positively to thprocessof

agglomeration, creating a cumulative interactiorexgby city growth leads to more

174



infrastructure which in turn attracts more growth mechanism, in the words of
Duranton & Puga (2004) “whereby different activstgubject to small non-convexities
gather in the same location to form a city”. Thelpem lies in the weakness, or lack of
automaticity, in the response of infrastructurgitowth, due largely to the fact that
infrastructure investments tend to be large aniVisidle. There are plenty of examples
of cities attracting incomers, at least partly lba strength of the various public facilities
on offer. Often however this results in the exigtinfrastructure being overwhelmed,
leading to deterioration rather than expansioniemmtovement®®. In consequence, it is
not uncommon to observe a cycle whereby city grawthtinues well beyond the
capacity of the existing infrastructure (drivendaubt by the other agglomeration
forces considered by Duranton & Puga), leading ggesto a period when growth is
checked. It then takes a massive effort to ren@wrtfiastructure (which may be
accompanied by, or spurred by, a step change iimééagy), paving the way for a new
phase of growth. The mechanisms involved are aspatlitical as economic. It may
perhaps be the difficulty of modelling this kindgrocess in a satisfactory way that

explains the limited attention given by urban th&srto infrastructure.

What is clear is that economies of scale in thelpecton of infrastructure services are
not the only factor at work. The spatial aspecthwts impact on distribution and access
costs, is also important. In this research, we tiagd to bring this aspect into focus by
considering four contrasting urban growth scenaxhbaracterised as (dgnsification

(b) dispersion (c) suburbanisationand (d)constant densityThe results have been
documented elsewhere in this thesis — particulartyhapter VI — and need not be
repeated here. The general conclusion from thikvsathat scale effects in
infrastructure may depend as much on density aszeper se While high density
settlement has the potential to permit both laogdesproduction and low cost
distribution, more dispersed settlement patterad te higher (per capita) costs of
distribution and access. It follows that the gehprasumption in urban economics that
infrastructure services are always characterisegcbypomies of scale and therefore
conducive to agglomeration, may not be corrects Baggests that there should be
more direct consideration of density effects irdsta of urbanisation economies (by

101«Eyen leading cities have been brought to thekboihnon-functionality in the not too distant pagt
failure to address problems as basic as wasteshipir quality or security. The stench from theames
had to become so bad that Parliament was suspéedecd a plan to improve London’s sewerage was
adopted in 1858; and it took the death toll ofsheogs in the 1940s to stimulate action in the fofitine
Clean Air Act.” Wenban-Smith (2000)
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including density as an independent variable, din population and area, or by using

some measure of sprawl as a proxy for density).

7. Conclusions

Much of the man-made urban infrastructure can ka as belonging to one of two
broad types:

* Area-type: Provides services within a defined area (e.djtias, transport
systems). In such cases, getting the service 1@ uselves distribution costs;

» Point-type: Provides services at a specific point (e.g. hatgpischools, offices,
shops, museums, theatres, etc). In such casesgtinealent consideration is the
cost to users of accessing the facility.

Either way, there is potential for there to beaa&-off between economies of scale in
production and diseconomies in distribution (oress; and whereas economies of
scale in production and density economies woulddmelucive to agglomeration,
diseconomies in distribution would act in the oppeodirection. It is indeed precisely
the interaction between these effects, i.e. ecoeswii scale, distribution costs and
density effects, that this research has aimeduttiddte, using water supply to provide

illustration and quantification.

A number of conclusions have emerged about theogpte methodologies to use
when the aim, as here, is to estimate scale efiieetater supply at settlement level.

» First, the quasi-fixed character of much of theitedyinvested in the water
industry justifies the use of variable cost modefish capital treated in effect as
a control variable. Indeed, in the case of watsirithution, the lack of much
choice of technology justifies the adoption of ahtef-type production
function, when no capital term is required.

e Secondly, the non-separability of water productiod water distribution means
that treating water supply as a single activitisisbscuring the distinctive
characteristics of water distribution. Equallymiaty not be valid to assume cost
minimization at the production stage if (as is Ifiehere is interaction with
distribution costs. There is merit therefore inrakang water production and
water supply separately, even if this means a sdraealumsy procedure to
analyse their interaction.

e Thirdly, the measurement of distribution outputdeeto capture in some way

the spatial aspect of distribution. @hapter Il , a measure of distribution
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output PO) as the product of quantity consum€ = w.N and the average
distance to propertieg) is developed. Conceptually, this is similar te tise of
tonne-kms or passenger-miles in transport studlies.useful insights offered by
this measure have been explore€hapter V. In fact, an output measure of
this kind may be preferable to a simple quantityasuee in other studies of
utilities, when distribution as well as productiare under consideration.

» It follows that assessment of scale effects requimere than one elasticity to be
considered. We draw particular attention to:
a.ew — the elasticity of distribution cost with respeziconsumption per
property;
b. ey — the elasticity of distribution cost with respaxinumbers of properties;
C. ea — the elasticity of distribution cost with respezsize of distribution area.

In this research, water supply has been seeniageoést, not just for its own sake, but
also as a model for a wider range of types of urb&astructure which, while
characterized by economies of scale in producttsg involve distributing additional
output over wider areas (or enabling additionalstmners to access the production
facility — as with hospitals). The focus has therefbeen on effects at settlement level,

giving particular attention to the spatial aspects.

The objective then of the empirical work on watesduction and distribution brought
together inChapter VI has been to throw light on the determinants ofscas
settlement level. This focus is different from tf@aind in the mainstream utilities
literature, where the objective usually is to stuehative efficiency, although there are
similarities in the methods used. In fact, it hasmfound that settlement level effects
are hard to discern where, as in England & Walesemcompanies are mostly rather
large, serving areas comprising numerous citi@gnscand villages. To overcome this
problem, use has been made of a considerable arabomdre detailed information
provided in confidence for the purposes of thigaesh by one large company
(‘BWC’), which has enabled a much clearer picturtooal effects to emerge. Further
evidence has come from a 1996 survey of US wall@ragt by the AWWA. Water
utilities in the USA are generally quite small,esftserving a single community, and so
rather suitable for studying settlement level gfe€&ome insight has also come from
information in the June Returns to Ofwat by the lf@navater only companies (WOCSs)

in England & Wales. Although quite large by intdronal standards, these companies
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mostly serve areas centred on a single large tevgn Bristol, Cambridge, Folkestone,

Portsmouth) and so also have some potential td yeslults relevant to this research.

At the outset, it had been anticipated that whilen®mies of scale in water production
would be confirmed, diseconomies would be foundiater distribution. It would

follow that in urban water supply systems, a traffdsetween these effects would be at
work, qualifying the popular view that infrastructuservices, such as water supply, are
characterized only by economies of scale. In faohore complicated story has

emerged, in which density plays as important aaslsize.

It is conventional wisdom that there are econorofescale in water production. The
evidence irChapter IV confirms that this is indeed the case for wakattnent works
(WTWSs), even when water acquisition is includedhweturns to scale of the order of
1.25 on a full cost basis (and probably highemjoerating costs). However, it is
important to recognize that this finding applieplaint level. When two or more works
are operated (for example, because the size ofsasilknited by the capacity of the
water sources; or because the communities it saneewidely separated), these scale
economies will no longer be very evident. Moreover borehole supplies, economies
of scale are hard to discern, even at plant &g benefits of large scale production
can therefore only be reaped where circumstanaesifpthe operation of large WTWSs,
typically where there is a large population andeasdo high capacity water resources.
Birmingham, for example, which has a populatiomedr 1 million and access to water
from the Elan Valley is mostly supplied by a singlege WTW (the Frankley works)

leading to relatively low water supply costs foattlity.

For water distribution, as has been widely recogphie.g. Stone & Webster
Consultants (2004)), the concept of scale has mhare one dimension. The modeling
and empirical estimation i@hapter V indicates that two aspects are particularly
important: the volume of water distributed and soneasure of the size of the service
area. The volume of water is the product of numbémoperties and usage per
property (and leakage) but if usage per propergsdmt vary much from place to place,
estimation of the volume scale effect will be mtich same whether volume or
numbers of properties is used. For the servicemessure, the more obvious
possibilities include the actual area and lengtmains. As the former will often

include areas of unserviced land, the latter isepable. However, better still would be
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a measure which can capture the spatial distribudfgroperties and this is what our
measurey aims to do. This measure is derived by treatimgise areas as monocentric
settlements of a size determined by the observegteof mains and property density
for each area. This produces a measure of thegeéiatance to properties, which can
be applied flexibly to a wide range of actual dinas. Although an approximation, it
provides a versatile tool with which to represémt $patial aspect of distribution.
Indeed it would appear to have the potential toded more widely in urban studies.

Armed with this tool, the results summarizediable 5.7are obtainedThey indicate
economies of scala distribution with respect to volume but disecomes with respect
to average distance to properties. The implicatfonslistribution costs then depend on
how these influences balance out. While there aseswhen there will be a trade-off
between economies of scale in production and dismoges in distribution, there will
be other cases when volume economies in distrib@sowell as production will
predominate. To explore these effects, comparisande made between contrasting

hypothetical cases.

The results of this kind of exercise can be clesélgn inTable 6.4 Here four types of
comparison between settlements are set up, lafgldénsification (b) dispersion (c)
suburbanizatiopand (d)constant densityin each case assuming a single WTW of the
appropriate size. Now, as numbers of propertiesnareased in each scenario (leading
to higher volumes, given constant usage per prppéhte key difference is how density
Is affected.

« With (a)densification because the urban boundary does not change erfyro
numbers increase, density increases in parallehaosolume economies
predominate in distribution as well as productieor example, unit water
supply costs for a town doubled in size to 50,0@perties occupying 2,250 Ha
(density 22.2 properties/Ha) will, according togbealculations, be 16.2%
lower than for a town of 25,000 properties occugyime same area (density
11.1 properties/Ha), about half of the reductiomicwy from lower unit water
production costs and half from lower unit distribatcosts.

» With (b) dispersion the number of properties does not increase,adllere is
no volume effect, but the more dispersed pattessetifement means lower
density and an increasing average distance to grepeand hence higher
distribution costs. For example, unit water supgagts for a town of 18,000
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properties spread out over 2,090 Ha (density &pgaties/Ha) will be 10.8%
higher than for a town of 18,000 properties occagynly 735 Ha (density 24.5
properties/Ha), all due to a 23.4% increase in disiribution costs.

* With (c) suburbanizationthe number of properties increases but becaese th
increase is into less dense peripheral areas, gevelensity falls and average
distance to properties increases, albeit to al@sdent than with (b). In this
case, volume economies (in both production andibligion) are more or less
balanced by average distance diseconomies. Form&aumit supply costs for a
town which has grown to 50,000 properties occupyiner 20,000 Ha (density
2.4 properties/Ha) will be much the same as forstmae town when it was only
15,000 properties occupying 985 Ha (density 15ap@rties/Ha) with the 25%
reduction in unit production cost due to higherwne largely offset by a similar
increase in unit distribution cost (the distandeafoutweighing the volume
effect in distribution here).

* With (d) constant densitythe number of properties increases in line with t
increase in area so that density is unchangeduwgththe average distance to
properties does increase. In this case, volumeogoms (in both production and
distribution) outweigh the average distance efféot.example, unit supply
costs for a town of 50,000 properties occupyin@8,Ba (density 10
properties/Ha) will be 16.7% lower than for a toefril5,000 properties
occupying 1,500 Ha (also 10 properties/Ha),abagtettyuarters of the reduction
coming from lower unit production costs and onertgrrom lower unit

distribution costs.

These examples are enough to illustrate the rahgierts that might be observed, but,
it might be asked, which are particularly relevahtn thinking about urban
infrastructure? In studies of agglomeration, tasnmon to use population as the
measure of size. One lesson from these examplleatig may not be sufficient to look
at numbers alone. Whereas increase in size throegsification would, it seems, bring
economies of scale (in water supply at least), wifwositive influence on
agglomeration, as would (to a lesser extent) cohskansity expansion, increase in size
through suburbanization would be roughly neutraiast terms. To get the full picture,
it would appear necessary to take density expligitio account, not just size.
Moreover, it would be misleading to regard urbageaarof similar size, as measured by
population, as equivalent from an agglomeratiospective, if they have very different
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densities. As the ‘dispersion’ example suggestgetalensity towns or cities are likely
to have higher distribution (and access) costsdPiatrently, agglomeration by
densification would have real cost advantagesegstlup to the point where congestion

costs become appreciable) whereas suburbanizatatuwot.

Another way to look at the matter is to compareewatipply costs as between a small
town and a large one. Even if they have the samsityethe ‘constant density’
calculations point to lower costs in the latterthis effect generalizes to other types of
infrastructure, it suggests an important reason latge settlements might over time
prosper more than small ones; and if the largen®aéso denser, the advantage
becomes greater still. Of course, infrastructurgare not the only consideration but
if, for example, people have a preference for sodiiving, these calculations indicate
that there is likely to be a cost penalty (whetbrenot this is visited on suburbanites

through tariffs and connection charges).

It has not been possible in this chapter to go béymme pointers to the application of
our water supply findings to a wider range of urbd@rastructure. It is likely that
distribution costs are less significant in the aafsether utilities, although capital
investment in distribution systems is important.i/in general lower distribution
costs can be expected to favour agglomeration tgneing the area that can be
economically served, high capital costs will sijuire that settlements be dense as
well as relatively large if the necessary investtae@me to be viable. At the same time,
we have pointed isection 3above to some developments, such as small sewage
treatment works and local power generation, whiely melp small settlements. The
scope for application to Point-type infrastructugech as hospitals, appears good. There
has been a tendency to disregard access costsm thses but the methods we have
developed for water distribution costs could reale applied — the effect, it appears,
given that health authorities (like water companies/e to take the existing pattern of

settlement as given, would be to moderate enthusiasover-large facilities.
Application to transport is less obvious. Whilerthare some suggestive similarities,

notably when the spatial aspect of transport ndtsvix under consideration, transport

also raises issues which go beyond those exammidniksi thesis. An important instance

181



is congestion, which hardly arises in the caseatEwsupply®? but is of considerable
importance in transport. At the same time, the obldensity in facilitating the
provision of low cost, high capacity transit hasgblels in water supply, as does the
difficulty of maintaining viable public transporthere density is low, for reasons
entirely analogous to those applying to water ttigtron, as identified itChapter V,

I.e. higher infrastructure requirements and lordistances per unit of output.

Demand considerations might qualify these conchssiat least for some types of
infrastructure — for example, a high income elasticf demand for personal space
could favour a more dispersed pattern of settleraean if this entails higher costs for

infrastructure servicé®

What is clear is that economies of scale in pradadre not the only factor at work.
The spatial aspect with its impact on distributaod access costs is also important. In
this research, we have tried to bring this asp#otfocus by considering four
contrasting urban growth scenarios, characteriséd)densification (b) dispersion (c)
suburbanisationand (d)constant densityThe results have been discusse@lapter
VI. The general conclusion emerging from this worth&t scale effects in
infrastructure may depend as much on density aszeper se High density settlement
has the potential to permit both large scale prbdn@nd low cost distribution but
more dispersed settlement patterns lead to higieercapita) costs of distribution and
access. This suggests that there should be mae donsideration of density effects in
studies of urbanisation economies (by includingsttgras an independent variable, or

both population and area, or by using some meadiggraw! as a proxy for density).

192 The drop in pressure which can occur at timeseakpdemand for water is perhaps the nearest
equivalent.

193 Although in practice this trade-off may be obscliny average cost pricing and/or the free or
subsidised provision of some infrastructure.
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Appendix A

USING THE OFWAT DATA FOR WATER SUPPLY (ENGLAND &
WALES)

Each year, the water companies submit 43 tablegaimation to Ofwat to assist in the
discharge of its regulatory duties. About half th&ables relate to the companies’
sewerage and sewage treatment functions, whileogwenmarise information from
later more detailed tables. Of the tables relatingater supply, those that have been

drawn on in this research are briefly describedwel

Table 7: Non-financial measures — Water properéied population

This table gives information for the reporting yegagether with 5 previous years and
projections for the next 2 years. The first linpads the number afew properties
connected during the year. The next 10 lines givaralysis otonnected properties
by billing status (measured or unmeasured) andhendtousehold or non-household.
Finally, 5 lines analyse theonnected populationby billing status.

Table 8: Non-financial measures — Water metering lange users

This table gives information for the reporting yegagether with 5 previous years. The
first 9 lines give information abotbusehold meter installationsthe next 3 lines give
additional information about meter optants. Theagrimg 6 lines analyseon-
household consumptiorby the amount of water taken, using 3 size categor
<100Ml/year; 100-250Ml/year; >250Ml/year.

Table 10: Non-financial measures — Water delivered

This table gives information for the reporting ygagether with 5 previous years and
projections for the next 2 years. The first 6 ligése volume ofwvater delivered by
billing status (household/non-household; measuredéasured). The next 26 lines give
a detailed analysis of the components of watevdedd (seéppendix D for a
diagrammatic summary of how these components redagach other). The key figures
for this research are:

Line 29:Total leakage

Line 30:Distribution input ;

Line 31: Bulk supply imports;

Line 32: Bulk supply exports;
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Line 33: Water treated at own works to own cust@nme

Table 11: Non-financial measures — Water mainsvégti

This table gives information for the reporting yegagether with 5 previous years. The
first line givestotal length of mainsat the start of the year; the next 8 lines report
changes during the year (including information dbenewals, relining, pipes replaced
and bursts per 1000km) leading to total length aim at end-year (line 21). The next 5
lines report information abodistribution zone studies while the last 8 lines report
other water service activities such as refurbishment work on agueducts, ressraod

water treatment works.

Table 12: Non-financial measures — Water explanatactors

This table gives information for the reporting yeaty. The first 4 lines covesource
types (impounding reservoirs, river abstractions, bolet@and total) giving in cols 1
and 2 the number of each type of source and thgoption of distribution input from
each. Bulk imports are indicated in col. 3. Thetr&hknes reporaiverage pumping
head (resource, distribution and total). The next édéinndicate the number of plants
and the proportion of distribution input by fiteatment types(simple disinfection,
W1 — W4); the 7 line gives theotal number of treatment works. The next 11 lines
indicate the number of plants and the proportiodistribution input by nineapacity
size bandg < 1Ml/day; 1 — 2.5Ml/day; 2.5 - 5Ml/day; 5 - 10May; 10 - 25Ml/day; 25
- 50Ml/day; 50 - 100Ml/day; 100 - 175Ml/day; > 175nhy).

Table 21: Regulatory accounts (CCA) — Water senAaivity costing analysis

This table gives information for the reporting yeaty. It gives an analysis tdtal

operating costs The information given in this table can be sumipeat as:

Type of cost Water Water Total
resources and | distribution
treatment
|. Direct costs \ \ \
Il. Other operating expenditure \
lll. Reactive and planned () () ()
maintenance (incl in I and Il above)
IV. Capital maintenance \ \ \
V. Other expenditure and adjustments N
VI. Total operating costs \

Thus, “Direct costs” and “Capital maintenance” allecated between “Water resources

and treatment” and “Water distribution” but othé&reents of total operating costs are
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not. As an indication of the magnitudes, the figuie@r Bournemouth & West Hants for
2003 are shown below. This shows that for this camyparound 75% of total operating
costs could be allocated. The main items not aléstare in “Other operating
expenditure” and include customer services (inting), scientific services and local

authority rates.

Type of cost Water Water Total %
resources distribution
and
treatment
I. Direct costs 4.082 4.402 8.484| 41.7
Il. Other operating expenditure 4478 22.0
IV. Capital maintenance 3.889 2.868 6.92% 34.1
V. Other expenditure and 0.446 2.2
adjustments
VI. Total operating costs 20.333 100

The total for Direct costs is made up of the following items:
1. Employment costs;
Power,
Agencies;
Hired & contracted services;
Associated companies;
Materials & consumables;
Environment Agency charges (Water resources &rtreat only);

Bulk supply imports (Water resources & treatmeriypn

© 0o N o g b~ WD

Other direct costs;
10.General & support expenditure.

Some of these items are potentially of interesh@ir own right.

There is a complication withCapital maintenancé linked to the lumpiness of this
type of expenditure and the depreciation policyifidrastructure assets adopted by
water companies (due to change after 2005 as i oésuchange in accounting
standards). In consequence, capital maintenamadg up of three components:
A. Infrastructure renewals expenditure;
B. Movement in infrastructure accruals/pre-paymenti¢vitan be + or -);

C. CCA depreciation allocated.
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As regards A and B, “The depreciation charge finastructure assets is the estimated
level of annual expenditure required to maintamdlperating capability of the network,
which is based on the group’s independently cedifisset management plaf{'Thus

A + or — B is intended to provide a measure ofdbst of maintaining the operating
capability of the existing network and enters tbeoaints in lieu of a depreciation
charge. The issue mainly affects distribution assHte third component (C) is normal

depreciation on non-infrastructure assets.

Table 25: Regulatory accounts (CCA) — Analysisxaff assets by asset type
This table gives information for the reporting yeaty. The first 4 columns of the table
(further columns report similar information for senage service assets) divaater
service assetito:

* Water service infrastructure assets;

« Water service operational assets;

e Water service other tangible assets;

* Water service total
The first 6 lines then provide a reconciliationveeén the gross replacement cost value
of assets at the year-end with the start-year yahwelving an RPI adjustment,
disposals and additions. The remainder of the tgiltles an analysis of the depreciation
charge for the year (except for infrastructure tsssesee note on Table 21, “Capital
maintenance” above), leading to the net book vdueon-infrastructure assets at year

end.

It is worth quoting here the definitions of “inftascture assets” and “operational
assets”, which indicate that the former includeetsseelated to water acquisition (e.g.
dams and reservoirs) as well as water mains, \ilinddatter also include some water
acquisition assets (e.g. boreholes):

“Infrastructure assetscover the following: underground systems of mand sewers,

impounding and pumped raw storage reservoirs, dslodge pipelines and sea
outfalls.”

“Operational assetscover the following: intake works, pumping staptreatment

works, boreholes, operational land, offices, depetskshops, etc ...”

194 Ynited Utilities Annual Report '05, p.60 (Note )g financial statements). Other companies’
depreciation policies for infrastructure assetssatestantively the same.
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In consequence, the information on operating dosis Table 21 cannot consistently
be linked with the information on fixed assetshisttable (although an approximate re-
allocation can be made — S&éppendix C).

Annex to Appendix A

Data used in Chapters IV and V, and Appendix E

For ease of reference variables are listed headpimabetic order, rather than in order of
appearance in the text or grouped by equationsépdrately for water treatment and
water distribution (which results in some itemsigeduplicated).

a. Water treatment
AQP = Average quantity treated in a works (Ml/day)
AQP = QP/TN (see below) — may be for boreholes\&idVs separately.

BHoron = Proportion of borehole water input to works
From JR Table 12, col 2.

FCP = Financing costs, water resources and treatni€m/year)
Obtained by multiplying regulatory capital vallle, by allowed rate of return.

CMP = Capital maintenance, water resources and tireent (Em/year)
From JR Table 21, col 1, lines 25-27.

K, = Regulatory capital value attributable to watesources and treatment (£Em)
For derivation seAppendix C.

PHR = Resource pumping head (_metres)
From JR table 12, col 4, line 6.

pi_= Proportion of output from works in the ith sizand
From JR table 12, col 1, lines 21-30.

QDI = Water put into distribution (Ml/day)
From JR Table 10, line 30 (“Distribution input”).

QP = Total water produced (Ml/day)

This is generally taken to be equal to “Distribatioput” (JR table 10, line 30), as it
appears that bulk imports or exports in England &é&¥ are generally of untreated
water.

SP = Proportion of surface water treated
From JR table 12, cols 2 and 3, lines 1 and 2“(ngpounding reservoirs” and “River
abstractions”, including any bulk imports from eittsource).

TCP = Total water resource and treatment costs (Em)
This total is made up of “Direct costs” (JR table 2ol 1, line 12) and “Capital
maintenance” (JR table 21, col 1, lines 25-27).
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TN = number of treatment works (NO)
From JR table 12, col 2, line 31.

UVCP = Unit variable cost, water resources and treant (E/MI)
UVCP = VCPI/QT (see below/above)

UTCP = Unit total cost, water resources and treatnE/Ml)
UTCP = TCP/QT (see below/above)

VCP = Water resource and treatment variable cofts/year)
From JR Table 21, col 1, line 12 (“Direct costamndtional expenditure”).

W4D = Proportion of water receiving level 4 treatmbe
From JR Table 12, col 1, line 13.

b. Water distribution

CCD = Capital costs, water distribution (Em)

Total of CMD (see below) and FCD (regulatory cdpredue of assets attributable to
distribution — sedppendix C — times allowed rate of return).

CMD = Capital maintenance, water distribution (Emmdy)
From JR Table 21, col 2, lines 25-27.

K, = Regulatory capital value of assets attributatnedistribution (Em)
For derivation seAppendix C.

L = Leakage (Ml/day)
From JR Table 10, line 29 (“Total leakage”)

M = Length of water mains (km)
From JR Table 11, line 1.

PHD = Distribution pumping head (metres)
From JR Table 12, col 4, line 6 (“Average pumpimgdh — distribution”).
And APHD = z PHD, / k, wherek is the number of companies.

k

N = Number of properties ("000)
This is the sum of “Household properties” (JR Tahléne 15) and “Non-household
properties” (JR Table 7, line 19). It thus omitsoid properties”.

QC = Volume of water reaching customers (Ml/day)
Approximated as Distribution Input (JR Table 108gli30)lessTotal Leakage (JR Table
10, line 29).

QDI = Water put into distribution (Ml/day)
From JR Table 10, line 30 (“Distribution input”).

UCCD = Unit capital cost, water distribution (£/MI)
UCCD = CCD/QC (see above)
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UTCD = Unit total cost, water distribution (£/MI)
UTCD = TCD/QC (see above)

UVCD = Unit variable cost, water distribution (E/Ml
UVCD = VCD/QC (see below/above)

VCD = Water distribution variable costs (Em/year)
From JR Table 21, col 2, line 12.

w = Water consumed per property (litres/propertyypa
w = QC x 1,000,000/(N x 1,000)
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Appendix B

ESTIMATING SCALE EFFECTS FOR UTILITIES: A
SELECTIVE REVIEW OF THE LITERATURE

1. Introduction

Utilities (electricity and water supply, telecomne$;) constitute an important part of
the urban infrastructure. Gaining an understandirtge cost characteristics of utilities
can therefore make a useful contribution to url@mnemics. A key feature of the
situation is that utility services are deliveredbtigh networks so that the economics of
distribution need to be considered in conjunctidthhe economics of productit.
Schmalensee (1978) seems to have been amongdth® fiive systematic
consideration to the economics of distribution tigio a network. We therefore start in
Section 2with a summary of his contribution. Unfortunatetyjoes not lend itself
readily to empirical testing. More useful is thepegach first developed in the context of
electricity supply, using cost functions. The cdnitions of Nerlove (1963), Roberts
(1986) and Thompson (1997) to this literature hezdfore reviewed next fBection 3
We note that despite making important advances;hiheacterization of the distribution

stage of electricity supply remains weak.

The economics of water supply has not generatatha bcademic literature. However,
the trickle of articles has increased somewhagaemnt years, particularly in the context
of the regulation of privatised utilities. In thisore recent work (from the mid-1980s),
much of which closely follows the methodologies eleped for electricity, the use of
flexible form cost functions to investigate econemof scale has become standard.
Section 4reviews the work of Kim & Clark (1988), Garcia &hdmas (2001), Stone &
Webster Consultants (2004), Saal & Parker (2008)Tanres & Morrison Paul (2006),
which is in this traditionSection 5then reviews some other contributions to the
literature which appear relevant to our concerimesg include Clark & Stevie (1981),
which is an attempt to apply Schmalensee’s apprdheleconometric models
developed by the UK water regulator, the Officé\édter Services (Ofwat) to assess the
relative efficiency of the water companies in Emgl& Wales; Duncombe & Yinger’s

(1993) analysis of returns to scale in fire pratectservices; and the “Public Facilities

195t is another example of the general problem o&timn and pricing in a spatial economy, as disediss
by Fujita & Thisse (2002, Ch.2).
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Location” literature. In our judgement, the workimved in Sections 4 and 5 is little
more successful in elucidating the economics oewdistribution than was the work in
Section 3 in respect of electricity distributiom&ly, Section 6seeks to draw out
lessons from the reviewed literature to inform énapirical work which constitutes the
core of this thesis and which is reporteimapters Il to VI. In particular, it
concludes that to get a clearer picture of the ecoos of urban water supply, it is
necessary to examine water production and watetldifon separately even though
this means adopting somewlaat hocmethodologies to bring the two stages of water
supply together. It is important also to keep imanihat the objective of this research
are different from those in the mainstream utitigerature, in that the focus is on
settlement (not company) level effects.

2. Schmalensee’s approach

Schmalensee (1978) expressed concern (p.271) thatliagrammatic discussions of
utility regulation often employ everywhere decligilong-run average cost curves ...
[but] ... When services are to be delivered to custenocated at many points, cost
must in general depend on the endliigribution of demands over space.” To analyse
the implications of this observation, Schmalenswestucts a simple model in which
utility services are distributed to a circular urkarea from a central point (the model
considers only distribution costs, ignoring prodlutt. Demand per unit area, or
demand densifys assumed to be a bounded non-negative funaj{on,of the distance
r from the centre. Total demand for services bydhmstomers living betweerand

r+or is 2zrq(r)or and the total service flow across the circle diuar is given by:

Q(r)=f2nq(r)dr, 0>r>R (B.1)

The long run cost of transmitting a total serviaaflQ a small distance across a circle
of radiusr is c(r,Q)or. This transmission cost function completely sumses the
relevant technology (thereby abstracting, as Scohinsale remarks, from “a host of
engineering problems and choices that confrontacitilities in real urban areas”). The
total cost of distributing utility services in tiaeea that would be incurred by a single

firm can then be obtained as:

TC :Tc[r,Q(r)]dr ......... (B.2)

Schmalensee then shows that global strict concatitiye transmission cost functiag),

is a sufficient condition for natural monopoly irstlibution (distribution cost

191



minimized when all distribution is carried out biyeofirm, implying economies of scale

with respect to volume distributed) and also devigertain necessary conditions.

For present purposes, we simply note that whetteetransmission cost function is
concave or not is an empirical matter, and thepears not to be any reason why it
should necessarily be so. It would seem to be sacg$o examine some actual
networks to learn more. Unfortunately, Schmalerssspécification does not easily lend
itself to empirical investigation as the cost fuotc(r,Q) is not readily observable.
Thus, in practice, other approaches have beeninsadpirical work on utilities. A
number of relevant contributions are reviewed belstarting with electricity as this is
where the dominant approach using cost functiorspi@neered

3. Use of cost functions in analysis of electricityupply

a. Nerlove (1963)

In a pioneering study, Nerlove (1963) analysedatfogluction costs of 145 US
electricity generating companies. According to G003, p.125%° this was among
the first major applications of statistical cosaisis, and also the first to show how the
fundamental theory of duality between productiod aost functions could be used to
frame an econometric model. The focus of the pajasrthe measurement of economies
of scale in electricity generation, for which puspd\erlove used a Cobb-Douglas
production function, specified as:

Q=a ,K™“L"F™e" (B.3)
whereQ is output and the inputs are capitg),(labour () and fuel F) andg; is an error
term to capture unmeasured differences across.fimihkis formulation, economies of

scale would be indicated by the sum of the codfits orK, L andF being greater than
1.

Because rates were set by state commissions ansl\iiere required to meet the
demand forthcoming at the regulated rates, Nerdogaed that output (as well as factor
prices) could be viewed as exogenous to the firemde the firm’s objective could be
taken as cost minimization subject to the productiomction, which leads to the cost
function:

INC=4,+B,InQ+ B InP +B, InP_ +5. InP. +u,  ............ (B.4)

1% The exposition here follows Greene closely.
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This can be estimated subject to the restriciyn+ 5, + S =1. Economies of scale

will be indicated byg, =1/(a +a +a;)<l.

Nerlove’s results were consistent with economiescale in electricity generation but
these appeared to diminish as the size of firme@eed. An amended specification
including a term in (I)? improved the fit, implying a U-shaped cost curuetsthat
economies of scale would be exhausted somewhéhe imiddle of the range of outputs

for Nerlove’s sample of firms.

Nerlove’s work was updated by Christensen & Grd@8&6), using the same data but a
translog functional form, and simultaneously estintathe factor demands and the cost
function. Their results were broadly similar to Mee’s. They also redid the study
using a sample of 123 firms from 1970, again withilar results. In the latter sample,
however, Greene reports (p.127), “it appearedrtiaaty firms had expanded rapidly
enough to exhaust the available economies of &cale.

From the perspective of the present research, whigeamportant work laid the
methodological foundations for most subsequentstigation of electricity supply

costs, it is noteworthy that it left out of congiaigon the possible influence of
distribution costs on the results. Nerlove was avedrthe issue but said (p.169) “ ... the
problem of transmission and its effects on rettionscale has not been incorporated in
the analysis, which relates only to fw®ductionof electricity.” However, in a

prescient, and subsequently somewhat overlooke@®gip to his article, he worked
out that “ ... because of transmission losses andxpenses of maintaining and
operating an extensive transmission network, a firay operate a number of plants at
outputs in the range of increasing returns to saateyet be in the region of decreasing

returns when considered as a unit.”

b. Roberts (1986)

Roberts (1986) follows the practice pioneered byisiénsen & Greene of specifying a
cost function in flexible (translog) form, togetheith cost share equations, thereby
avoiding importing unnecessary restrictions viadesumption of a specific production

function.
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Roberts’ starting point is a transformation funotfor electricity productiomnd
delivery represented by:

T(Ks;,Ms,Ep, Ky,Mp, Q=0 ... (B.5)
whereQ is electricity suppliedc andKp are generating capital and distribution
capital respectivelygp is purchased electricitiylc andMp are generating materials and

distribution materials respectivel.

He then argues (p.379) that “empirical analysithedf production process can be
simplified, without greatly restricting the aspeotsnterest, by assuming that
production occurs in two stages. First, the germrabhputs and purchased power are
used to produce the quantity of KwHs which the fisili supply. Second, these KwHs
are then combined with transmission and distrilutiguts to produce deliveries ...”
I.e. the transformation function can be written as:

T{E (Kg.Mg,Ep),Kp,Mp, Q=0 ... (B.6)
Roberts continues (p.379-80) “... the firm can nowigsved as making its input
decisions in two stages. First, it chooses quastts, Mg, andEp to minimize the cost
of producing the KwH input;. This gives rise to a cost function for the Kwhbur

CI (PKG!PMG|PEP|E| ) .......... (B?)

Then in the second stage, the firm chodSemnd the other inputs to minimize the cost
of producing deliveries. And (p.380) “Because théskveries are geographically
dispersed, the characteristics of the firm’s senarea, particularly its size in square
miles (&) and number of customemd)( can affect the cost-minimising choice of ...
inputs. Since the firm is required to serve alltoogers within its specified service area,
these two characteristics act as exogenous camistial he firm’s total cost of

supplying electricity can then be represented by:
C(R,Pp.Pp. QAN (B.8)

Among the various advantages Roberts reasonabiy<lar this cost model are that it

enables three distinct measures of economies t&f g&rche identified, viz:

9770 simplify the exposition, some arguments (eugl purchases) included in Roberts’ specification
have been omitted here and output is not sub-divid® bulk and retail sales.
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1. R, :i, whereg, =6|LC, applicable when there is an increased
£ ? 9InQ

demand for power from a fixed number of customes fixed service

area, calledéconomies of output densityy Roberts;

1 dlnC ) )
2. = , wheres, = ———, applicable when more power is
Reo £o +Ex N TN N pp p

delivered to a fixed service area as it become®mensely populated,
while output per customer remains fixed, calleddhomies of customer
density;

3. Rg= ;, wheres, = M applicable when the size of the
EqgtEY TE, dln A

service area increases while holding customer tleasd output per

customer constant, called¢onomies of size

Roberts’ work does indeed throw interesting newutlign the economics of the
distribution stage of electricity supply but, adlwe argued below, the first stage cost-

minimisation assumption behind (B.7) is open tostioa.

c. Thompson (1997)

The same issue emerges more strongly in the tatdy &y Thompson (1997) of cost
efficiency in the electric utility industry. Thomgs's work seems to have been
motivated by concern whether a regulator-drivendrmwards separating vertically
integrated electric utilities into a power genayatunit and one or more regulated
power delivery (transmission and distribution) amitas economically justified. The
paper explicitly presents itself as a developmémaberts’ work.

Thus Thompson proceeds directly to postulate & potaer procurement and delivery
cost model of the form:

TCy (We, Wi , W o, Wir s Wep, Yy YL, SSNGE) (B.9)
Thompson comments (p.288) that this specificatmntains the implicit assumption
that the generation function of the vertically gmated firm is characterized by a
linearly homogeneous production process. This iasptionstant unit costs for generated
power ...” and he cites “recent evidence” that “agerbong-run power supply costs

may be constant for power supplied by the majaritglectric utility firms”.
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Thompson goes on to note that hypotheses concettmerapility to separately analyze
the vertically integrated electric utility as inagment power supply, transmission and
distribution service providers can be tested uiingcost model by comparing it with
one incorporating separability, such as:

TC{Cs(W:),Cp (W5, Wip, Y, SSN), Cr (Wi, Wir, YL YR ) e (B.10)
Here the cost of power suppl@d) is dependent only on the market price of power —
this follows from Thompson’s assumption of constamit costs for generated power;
distribution costs@p) are assumed to be a function of distribution lalend capital
prices, low voltage service volumes, the numberustomers and service territory
characteristics; and the cost of transmission ser{@y) is a function of its own capital

and labour input prices and both low and high \g#taervice volume.

Thompson adopts a translog form of the cost fundiboestimate his models using a
sample of all major investor-owned electric u@giin the US for the years 1977, 1982,
1987 and 1992. This gave a sample of 83 firms &3i71and 1982, and 85 firms for
1987 and 1992.

Among the findings, Thompson reports (p.293): “Beenomies of output densftyare
substantial, and rise considerably over the stlpd. On average, a 1 percent
proportional increase in power sales ... all elsestimae, increases total costs by 0.70
per cent. This results in the average cost ofabiwvity decreasing by 0.30 per cent.” At
first sight, this might appear difficult to recoled with the assumption, noted above, of
constant unit costs in power generation. Howeveés,quite plausible that the marginal
cost of supplying additional electricity to exigiinustomers through the existing
network is little more than the cost of generatiamplying economies of scale in
distribution in this case. He also reports (p.283} “economies of customer dendity
measuring the impact on costs of a proportionaki@ee in sales volume and the
number of customers ... are small.” Taken with thevjmrus result, this implies
diseconomies of customer numbers. The further effiesize of service area is found by
Thompson to be very small but as with customer rambt implies a further

diseconomy, leading overall teturns to sizéRg)* not significantly different from 1.

198 A5 defined by Roberts — see p.4 above.
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On the question of separability, Thompson calcsléig likelihood values for the
unrestricted model and for two restricted versidtes observes (p.294):

“... the hypothesis of separability of either thetdlBition system or power supply
from the remaining utility services is stronglyaefed in each of the time periods.
This finding supports the comprehensive approaaidctric utility cost analysis. It
would appear that an inter-stage production tecgyand the beneficial use of
common inputs is illustrative of the verticallyagfrated electric utility. These
findings imply that the sum of the costs of theedited production stages would
exceed the total cost of vertically integrated fservice.”

However, Thompson’s specification does not enalnteth test whether separability
might also be rejected because economies of staledctricity production get traded

off against diseconomies in distribution.

d. Is the assumption of cost minimization at the fst (production) stage
acceptable?

It is assumed by Roberts (and Thompson) that &égtproduction is separable (in the
formal economic sens&j from electricity distribution. This is what enablthem to
assume that the costs of electricity generatiom floduction stage) are minimized prior
to being input into the distribution stage — anddeeto represent the input electricity in
the cost function by a single pric®& However, if there are scale economies in the
production stage but diseconomies of scale inidigion, this assumption is
inappropriate. Transferring attention from electyito water supply, the point can be

simply illustrated by reference to the diagram§igure B.1 below:

() (b)

Figure B.1: Water supply: Should this area be senaby (a) one treatment works
or (b) two (or more) treatment works?

In diagram (@), water is distributed over the whsdevice area from a single treatment
works: This is the solution that would be choseecibnomies of scale in production

were the only consideration, and is the solutioplied if separability is assumed.

199 see Chambers (1988) pp.41-48 on separabilityddymtion functions and pp.110-119 on separability
in cost functions.

10 A similar assumption is made by Duncombe & Yin(393) in their two stage specification of a cost
function for fire protection.
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However, if there are sufficiently large diseconesmof scale in distribution, the
combined costs of production and distribution mayrbnimized by opting for two (or
more) treatment works, as in diagram (b), becausdigher costs of production in
smaller works may be more than offset by savingdistribution costs — particularly if,
for example, the works are located near urbanesesthts and the rest of the service
area is only sparsely populated. Of course, whethegiis the case or not is an empirical
matter but as it is a key part of the hypothesiadavestigated in this research, this
potentially important element of the situation vai# missed if one proceeds to try to
estimate scale economies in water supply with afcostion specification

incorporating Roberts’ assumption of separability.

With this observation in mind, work specificallyramerned with water supply can now

be reviewed.

4. Use of cost functions in analysis of water suppl

a. Kim & Clark (1988)

Kim & Clark’s initial characterisation of water sply seemed to provide welcome
confirmation that there is much to be said for eixamg water distribution separately
from water acquisition and treatment (althoughrthadicle gives little attention to water
acquisition). They state:

“Many engineering cost studies have pointed totprally unexhausted economies

in water treatment. In this regard, as far as pd&ge is concerned, the dominant view
has been that ‘biggest is also best’. Howeverpgyortant factor limiting the growth
of plant size in water supply is market size otribsition system which might offset
economies of plant size. The problem then involvésade-off of scale economies in
production versus diseconomies in distribution,clhaffects the choice of the
optimal size, location and distribution pattern®né or more plants. The trade-off
between plant size and distribution diseconomigs gbes to the heart of the matter
of determining an optimal service area.”

However, instead of then pursuing this perceptiotiheir specification of the cost

function for water supply, they put their main erapis on viewing water supply as a
multi-product activity with two outputs: residertsupply and non-residential supply.
As both involve treatmeraind distribution, the distinctive economics of distriton are

obscured.

Kim & Clark’s postulated translog multi-product tdsnction includes on the right
hand side variables to represent the two outpagsitiprices for labour, energy and

capital and two “operating variables” service dis@and capacity utilization. Their
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introduction of the service distance variable stdke into account the spatial variation
in demand” (p.481). Service distance is definedrrearlier paper by Kim (1985) as
“the total number of miles of pipe in the utilitgrsice area™. It is therefore through
this variable that distribution costs must get pitkip. There is no attempt to account

for leakage and the output variables are quantigtéd rather than quantity delivered.

In their empirical implementation, using 1973 EPa&alfor 60 US water utilities, Kim
& Clark find a marked difference in scale effecésb@tween residential and non-
residential supply, with rising average and margooats for residential supply but
falling costs (over most of the range) for non-desitial. They comment “This implies
diseconomies of scale associated with supplyingmtatresidential customers ... [but]
... Substantial economies of scale for non-residewader supply.” (p.492). They also
note that “marginal and average incremental castsekidential customers are
uniformly greater than those for non-residentiagdtomers throughout the range of
output. This is in accord with prior expectatiodse to a larger distribution network
(service lines and connections), higher systeneksand the large number of smaller
customer accounts associated with supplying wategdidential customers” (p.493).
They further note that the degree of overall sealmhomies varies with the level of
output, with small utilities showing rather markecbnomies of scale, large utilities
moderate diseconomies of scale and the averagg atibre or less constant returns to

scale.

They then turn their attention to the question Wwhetconomies in the treatment of
water may be offset by diseconomies in the distidouof water. This is assessed by
examining the effect of the service distance véeialm scale economies, which is

shown inTable B.1below:

Utility size
Returns to Scale | Small Average Large
(1/g)
With distance fixed| 1.99609 1.26939 1.15210
With distance 1.33296 0.99226 0.87503
varying

Table B.1: Effect of distance on overall scale ecomies
(Kim & Clark (1988), Table 4, p.499)

11 Kim & Clark (1988) service distance is statede “the distance from the treatment plant to the
service area” but as the mean value of this vaiah539.5 miles, it seems clear that this is a mis
statement.

199



Kim & Clark comment: “As is clear from the tabldijlities experience economies of
scale in the treatment of delivered water, as eXéatgpby their values greater than one
with fixed distance. However, we can immediately g8 pronounced effects of
distance in the determination of overall scale ecoies. The scale economies achieved
in water treatment are by and large lost in th&ibistion of water” (p.499). They go on
to note that service area and distance are loosklied to size of utility, and show that
although large utilities enjoy considerable ecoresmof scale in the treatment of water
relative to small utilities, they also suffer fraaubstantial diseconomies due to the size
of the area being served. Kim & Clark’s work thesds support to the idea that there is
a trade-off between economies of scale in prodnciud diseconomies of scale in
distribution.

b. Garcia & Thomas (2001)

Like Kim & Clark, Garcia & Thomas (2001) view watsupply as a multi-product
activity but their two products are water delivetedustomers (whether residential or
non-residential) and water lost through leakagiéndistribution system. This unusual
approach is justified on the grounds that wateragars, in responding to increases in
demand can choose between increasing productioutting back on leakage. It can
also be seen as recognising to some extent thealigé economics of distribution. It
would seem more natural however to regard leakagm#d of distribution costs. Garcia
& Thomas are nevertheless correct that leakage castbe optimised having regard to
supply costs on the one hand and repair costseoattet*2

Garcia & Thomas suggest that municipal water suppRrance has five main
functions: Production and treatment; transfer;lgtay; pressurisation; and distribution.
They comment (p.9) that: “It is difficult to provedan adequate representation of the
water supply technology by means of a represemtatility cost function, as the
technical environment within which utilities opexas very different. Water utilities
have first to be distinguished depending on thgif the resource: groundwater or
surface water. Groundwater use implies higheridgland pumping costs, whereas
treatment costs are usually higher with surfaceew&ifferences in average costs are
also found depending on the distribution procesghe size of the utility area,

population per mile of water pipeline, and so onefefore, it is necessary to deal with

121n England & Wales, this is made explicit in guida issued by Ofwat on the “Economic Level of
Leakage” (ELL) — Ofwat (2002, revised 2003).
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such heterogeneity by incorporating in the costfimm, along with prices and outputs,
variables that represent capital stock (productiod treatment stations, storage
facilities, pumping stations and pipelines) andtecal environment (number of

municipalities and customers served by the utility)

In developing a specification, Garcia & Thomas arthat in this case capital stock is a
guasi-fixed input in the sense that its modificatio the short-run is either not feasible
or is prohibitively costly. Their cost functiontiserefore a short-run one of the general

form:

Cerly,w,,w;K,2) (B.11)

Wherey is a vector of outputs (water delivered to cust@aneater lost in distribution),
W, IS a vector of variable input prices (labour, &lety, materials)w is the price of
capital,K is a vector of the elements of the (fixed) capstack (network length,
production capacity, storage and pumping capaaitgy is a vector of “technical
variables” (number of metered connections, numbeommunities served). Garcia &
Thomas then put some emphasis on analysing “retamestwork density”, arguing that
“the inclusion of variables such as the numberustemers and the number of
municipalities serviced by a single utility in tbase of a district allows a distinction to
be made between economies of density and econafnsesle, that reflect the different
ways production may increase” (p.12). They theméefconomies of production
densityas arising when average variable costs decrease prioduction increases, for a
given network size and a given number of custortiersdemand per customer
increases). In contragiconomies of customer denstyse when new customers are
connected to the existing network, demand per austeemaining constant; and they
develop in addition a long run version of this meado address the situation when
adding new customers to the existing network regutonsequential adjustments, such
as additional pumping and storage capacity. Theyal@onsider the effect on costs of
an expansion of the service area although theyydo &assess the effect of combining
existing operations into larger water districts.

For estimation purposes, (B.11) is specified aamstog cost function, with cost share
equations added to complete the system to be d@stimanplementation then follows
using a 2 stage GMM procedure, leading to the egiim of 66 parameters. Among the

conclusions reported are:
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1. There are cost advantages not to minimise netwatkmosses, because the
labour and material cost involved in repairs is\gigantly higher than the
energy cost associated with increasing production;

2. Elasticity of production density (short run) deelinfrom about 1.4 for utilities
with a low volume delivered per customer to abaQtfar utilities with a high
volume delivered per customer. That is to sayglaee, on this measure, scale
economies at low volumes but constant returnsdtesat high volumes;

3. Elasticity of customer density (short run) declifresn about 1.2 for utilities
with a low density of customers per km of netwarkabout 0.9 for utilities with
a high density of customers per km of network. Tihathere are economies of
scale on this measure at low customer densitieaditdt high customer
densities;

4. On returns to scale, “merging local communitiea wwvater district of up to 5
communities seems to be profitable, whereas theiganerging a higher
number of communities is not clear. Moreover, éngph water district seems to

be less profitable for local communities with loapplation density” (p.27).

While these conclusions seem broadly plausibls,pbssible to wonder whether the
sophistication of the econometric methods deplagedally justified. In particular, the
variation between the years 1995, 1996 and 19%97eifrrench data is likely to be small
so that it may come close to repeating essentiaflysame data for the 55 utilities three
times, casting some doubt on the reported reswith only 55 data points, it would not
be possible to estimate 66 parameters). No attbagpbeen made to distinguish
between utilities using different proportions obgnd and surface water; and the
capture of distribution effects through numbersarfnections and numbers of
communities served seems inadequate. Neverthalghgis innovative treatment of

distribution losses, this is a useful additionhe literature on the economics of water

supply.

c. Stone & Webster Consultants (2004)

In a report for Ofwat on economies of scale inwlaer industry in England and Wales,
Stone & Webster Consultants (2004) — hereinafteWS&also adopt a multi-product
framework for their analysis, specifying a transtmgt function for their main results.
Their task was complicated by the need to apply #ralysis to combined water and
sewerage companies (WaSCs) as well as companigsaavin water supply only
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(water only companies, or WoCs) — the work of KinCéark and Garcia & Thomas
reported above related to water only companied3A and France respectively.
Evidently, the case for viewing WaSCs as multi-picicoperations is strong. Water
supply and sewerage each have their own operatsigras, only coming together in
the premises of customers where clean water becdimgafter use; sewers also often
carry rainfall run-off and fulfil other drainagerfations. There may however be some
commonality in functions such as the repair andhteaiance of underground pipes and
in overhead functions such as billing and researhk.question whether or how strong
are economies of scope is thus highly pertinemhfaoregulatory point of view and

justifies the use of a multi-product specificatioranalysing WaSCs.

Apart from the issue of economies of scope, S&Wettbat (p.10): “The concept of
scale in the context of water service provision&asimber of dimensions. Production
may be measured in terms of the volumes of watgémastewater delivered and
collected, in terms of the number of connectionpapulation served or in terms of the
supply area covered. Water companies with a siradale, as measured by some
physical measure such as the number of connecbgeipies, may have very different
cost characteristics because of differences inlémsity of those connections. This
means thaéconomies of densityust be considered simultaneously with econonfies o

scale ...”

S&W also note that the standard cost function assuimat companies are free to adjust
in the long run the level of all factor inputs tasere that costs are minimised but that
this is not very appropriate in the water compamntext because the technology used
in water services can be indivisible, with verydaservice life, and there are legal
obligations to meet quality standards or connestaiaers to network systems. They
therefore argue (following Garcia & Thomas and athéat it may be more
appropriate to treat capital as a quasi-fixed inpbeir cost function is therefore
basically the same as (B.11), with the justificat{pp.14-15): “ This variable cost
function satisfies the same properties as the tandunction, without imposing the
assumption that quasi-fixed inputs such as capéaé been optimally chosen by the
firm. Hence, from an empirical viewpoint, estimatiof the variable cost function will
yield the same economically relevant informationtamed in the underlying
production technology, but without the risk of msigecification because the level of
observed capital inputs have not been optimallgmieined ... The variable cost
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function will reflect the same information undergitechnological relationships that
govern the relationship between costs and outpuithe.modelling of variable costs
therefore provides a way of distinguishing betwskeart-runandlong-runeconomies
of scale.” S&W also follow Garcia & Thomas in thdefinition ofeconomies of

production densitgndeconomies of customer density

S&W'’s system of equations to be estimated thentiareslog cost function of the

general form:

InC = C(InW, InK, InY, InZ,D,t) ... (B.12)
together with input cost share equations:
S=S(nw, InK, InY, InZ,t) (B.13)

WhereC is variable costd)V is a vector of variable input pricds,is a vector of quasi-
fixed capital inputsY is a vector of outputg, is a vector of “hedonic variables”
(environmental and operating characteristibsis a company dummy ards a time
trend.

In their analysis of water supply, S&W take thenpipal outputs to be volumes of water
delivered and number of properties for water supidbywever, they felt that additional
aspects needed to be considered. S&W addressdaythttopting a graduated
approach, starting with a simple output model dnsh ttesting for improvements in
model significance (using a Chi test) as additisaalables were introduced. The

results are summarised below:

Outputs specified Chi test (short run Chi test (long run
model) model)

I. Base model — water delivered 27.88 8.61

only

[l. Water delivered + water 1.61 4.40

connections

lll. As above + distribution losses 1.39 2.80

IVa. As above + water quality 0.28 0.53

hedonics

IVb. As above + metering 0.19 0.30

hedonics

[Source: Adapted from Stone & Webster Consulta?2®94), Tables 9 and 11.]

Table B.2: Model significance of different version®f S & W’s model

S&W conclude that the model specification is immdwy adopting a multi-product

approach. The base model (1), they suggest, prexadémates of scale economies

which are comparable to the estimatesainomies of production densityGarcia &
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Thomas. Model Il in which connected propertiesdeatas an additional output

provides estimates of scale economies based omeblam both production and

customers served. (Using numbers of connected grepean be seen as a move

towards recognising the different characteristiowater distribution.) In model Il they

follow Garcia & Thomas in treating distribution f&s as another output. Finally, a

number of “hedonic” variables are introduced totoalrfor “differences in service

guality and characteristics of the operating emnent for companies”. These hedonic

variables cover compliance with drinking water sfamls, water pressure, supply

interruptions, % of properties metered, averagepugihead and % of water from

river sources. Generally, S&W conclude that itpprapriate and necessary to include

hedonic variables in the estimated cost functions.

S&W'’s results are summarized Tiable B.3 (for WaSCs, covering both water and

sewerage operations) amdble B.4 (for WOCs, covering just water supply). S&W’s

scale parameter is defined so that a value grdaarone indicates economies of scale;

a value less than one indicates diseconomies &f.sca

Short run Long run

Economies of scale Economies of scale

Parameter S.E. Parameter S.E.

I. Base model (outputs only) 1.01 0.06 0.93 0.18

[I. Base model + operating 0.91 0.05 0.80 0.19
hedonics

[ll. Base model + connections 0.76 0.10 0.77 0.17

V. Base model + connections 0.67 0.07 0.62 0.16

+ operating hedonics

Table B.3: S&W'’s estimates of short and long run eanomies of scale for water
supply and sewerage operations of WaSCs (Adaptedaim Stone & Webster
Consultants (2004), Tables 8 and 10, pp. 40-41)

Short run Long run
Economies of scale Economies of scale

Parameter S.E. Parameter S.E.
I. Base model (water delivered 1.42 0.08 1.25 0.09
only)
Il. Base model + connections 1.10 0.08 1.13 0.06
[Il. Base model + connections 1.09 0.08 1.11 0.07
+ distribution losses
IV. As lll + water quality 1.04 0.08 1.05 0.07
hedonics
V. As IV + metering hedonics 1.04 0.10 1.06 0.11

Table B.4: S&W'’s estimates of short and long run emnomies of scale for water
supply operations of WOCs (Adapted from Stone & Webter Consultants (2004),

Tables 9 and 11, pp. 40-41)
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The most striking feature of these results is théifmg of significant diseconomies of
scale for the combined water and sewerage opesatioWaSCs in the preferred model
— Model IV inTable B.3 For WOCs, the preferred model — Model VTiable B.4—
produces a result (for water supply only) whichas significantly different from
constant returns to scale. It is also noticealde dldding “connections” as an
explanatory variable leads to a sharp drop in ghienated scale parameter for both
WaSCs and WOCs, which can perhaps be interpretednas kind oflisesconomy

associated with numbers of connections (and/orityeMs

At the same time, it does not appear that S&W'sigigation allows directly for the
possible effects on distribution costs of differesian population densities, since the
size of the supply area (or some proxy for it, sastength of mains) does not feature in
the analysis — indeed, the inclusion of a compaegiiic dummy variable in S&W’s
specification has probably removed any such efflsb the large size of the typical
water company means that scale effects at a moa¢lkvel, such as urban settlements
(which are the focus of interest in this reseasri)not apparent. Nor does it appear that
analysis at this level of aggregation allows arngriaction between economies of scale
in production and possible diseconomies in distidsuto be identified. Nevertheless,
this study is by far the most rigorous investigatid scale economies in the water

industry of England & Wales yet to appear.

d. Saal & Parker (2005)

David Saal has written extensively about perforneaagsessment in the water industry
in England & Wales post-privatisation and he isading authority on the subject. He
was in fact also involved in the Stone & Webst@oré cited above. The reason for
including this particular reference here is to degtention to a couple of additional

issues relevant to the research reported in tesgh

Saal & Parker note that Ofwat’s own assessmeriteofdlative performance of
companie$ employs a set of cross sectional models at thetiftmlevel (water
distribution, water treatment, etc.) which are thggregated in order to generate
separate assessments of a company’s performamaean operations and sewerage

operations. This means that Ofwat has implicitipuzsed that the water operations of a

113 Ofwat’s econometric models are discussed belosedation 5 (b)of this Appendix.
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WaSC are fully separable from its sewerage operati@cause it has assessed the water

operations of both WaSCs and WoCs against joirgiiyretted common frontiers.

At the same time, Ofwat and other regulators hé&nesva interest in alternative
approaches, such as the panel based assessmeantsydatone & Webster. In this
paper, Saal & Parker explore the potential for gisippanel input distance function
stochastic frontier mod¥f' to assess the overall water operations performahlbeth

WaSCs and WoCs in a single model.

It is assumed that technology can be representeditanslog input distance function.
Output is modelled as two multiple outputs, watg@ied and number of connections.
“Such a specification is appropriate if we consithett there are distinct output
characteristics associated with the physical volomgater supply, as opposed to the
provision of connections to the water network. Mwer, the input requirements of
providing a new network connection are substantdifferent from the input
requirements of delivering additional water to aistng customer” argue Saal &
Parker. This specification also goes some way tdsveistinguishing between water
treatment and distribution. The inputs are spettifis: (i) “fixed physical capital stock
based on the modern equivalent asset (MEA) estimati the replacement cost of
water operations net tangible fixed assets, asigedvin each water company’s annual
regulatory accounts”; and (ii) “variable input usag. measured as a company’s total
water service opex costs as reported in the regylaiccounts, ... deflated using the
ONS producer price index for materials and fuechased in the collection,
purification and distribution of water industryri bddition, three variables are included
to account for the potential impact of exogenousraging characteristics: (i) network
density measured as the total water populatioresigper kilometre of water mains; (ii)
average pumping head as reported in Ofwat’s regylaeturns; and (iii) a water
quality index, defined as the average percentagadi company’s water supply zones
that are compliant with nine key water quality paeters drawn from the Drinking
Water Inspectorate’s annual reports on water qd&litThese exogenous variables
were tested in logged and squared logged formarspiecification.

114 See Knox Lovell & Schmidt (1988) for a generatdutuction to stochastic frontier methods. Saal,
Parker & Weyman-Jones (2004) demonstrate how s@athads can be adapted to assess the company
level performance of English & Welsh WaSCs.

115 This index was developed by Saal & Parker in eadublications.
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Saal & Parker’s data covers the 11 years 1993 @3,20uring which time the number of
WoCs declined from 20 to 12, while the number ofS&a remained stable at 10. They
note that “WaSCs have statistically lower densitgl guality compliance than the
WoCs”. They suggest that the difference in density be explained by the fact that
WoCs tend to be concentrated in relatively urb&asmhile the WaSCs have
responsibility for many rural parts of England alidles as well as urban areas; the
difference in quality compliance may relate to fégacy of public ownership.

The results of this study are of considerable eégerHere, we focus on two aspects.
First, a dummy for WaSCs carried a significant tiegacoefficient “suggesting that
ceteris paribusthe input requirements for a WaSC are substanhajher than for a
WoC, thereby suggesting a systematic differencerdmmt these types of companies.”
Saal & Parker conclude that “it is in fact inappiafe to assume that the underlying
frontier for WoCs and WaSCs is the same.” “Therefavhile this model clearly
demonstrates the potential for employing panelh&tstic frontier techniques in
assessing water operations performance, it alsgestigthat it is inappropriate to jointly
assess the performance of both WaSC and WoC apesatiithin this framework ...
Moreover, as previous research ... has demonstratediastial cost interactions
between water and sewerage operations, the inapg@pssumption of separability
between WaSC water and sewerage operations in eadelrmay at least partially
explain why the WaSC and WoC frontiers for wategraions are different from one

another.”

The second aspect of interest is the influenceeatily. Saal & Parker find a positive
coefficient onin(density)implying that as density increases, input requéets decline.
And this is the case for WaSCs and WoCs separasalyell. However, the coefficient
on the square dh(density)is negative so that the overall elasticity of inpu
requirements with respect to density declines igmtade and becomes positive for the
7 observations in the sample with density more #2% higher than the average
sample firm. Saal & Parker comment: “These reshksefore suggest that increased
density reduces input requirements, but the benefiteduced customer dispersion are
eventually offset by higher input requirements hags associated with greater input
requirements in heavily urbanised areas.” But tieeedifference between WoCs and
WaSCs in this respect. The coefficient on the sgoéin(density)is negative for the
latter but positive for the former. “This suggettat for WoCs, increases in density
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always result in reduced input requirements, winey relate to the WoCs higher
average density, or alternatively may suggestdbsits associated with distribution are
significantly more important for the WoCs.” Repnetsgions by some of the larger
WaSCs to Ofwat about the need to take into accenhigher costs of working in large

conurbations (e.g. higher labour costs and corm®stnay point to another explanation.

e. Torres & Morrison Paul (2006)

In this recent study, the authors focus on theisogimce of “output density” picking up
the earlier remark by Schmalensee (14*&hat for network utilities “cost must in
general depend on the entthstribution of demands over space”. Commenting on the
scope for consolidation of the very numerous se@thmunity water systems in the
US, they observe (p. 105):

“ ... any consolidation policies ... must recognise tha resulting firms will

[not only] produce larger water volumes but wik@lhave to deliver water to
more customers through larger service areas. Shtdtey must take into account
potentially significant cost trade-offs involvingater production and the
network size, which depend on output density redatid customer numbers and
service area size.”

They then proceed to develop and empirically im@etra cost structure model of the
US water utility industry.

They propose a short run transformation (produgtionction of the general form:
t(Y,V,X,2) e, (B.14)
whereY is a vector of outputs (retail and wholesale wakéis a vector of variable

inputs (e.g. labor, electricity and purchased Watgris a vector of quasi-fixed inputs
(e.g. storage and treatment capacity — this is wizdes the approach short run) &nd
Is a vector of technical/environmental charactess(This leads to the short run cost

function:
VC(Y,P, X,Z2) (B.15)

whereP is a vector of the variable input prices. The atglcomment (p. 106): “In
essence, this cost function describes the inpubtsater utilities producing at the
frontier of the production possibility set, givemost run capital (quasi-fixed) input
constraints and assuming that firms choose thepasé@ombination of variable inputs
to produce the observefi. They thus avoid assuming that the number oresoél

existing works is optimised. From this short rustdoinction, the vector of cost-

118 Seesection 2above.
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minimising variable input levels is captured by teetor of derivatives of the cost

function with respect to the input prices.

One innovation in this study is to make output eyahmus (whereas most studies in this
field take output to be exogenous, i.e. water cangsaare obliged to supply whatever
is demanded) by adding to the system of equations, the idgntit

Y, =GS+ X,, Y, —loss ... (B.16)

whereY; andY,, are retail and wholesale water respectiv@lis groundwater plus

surface water extracted, alg, is purchased water.

Of particular interest here is Torres & MorrisoruPatreatment of output density. They
remark (p.108) that “ ... output density ... dependslmae main variables: output,
number of customers and service area size. A stdmd@asure of scale economies ...
actually measures volume ... economies ... — the ogsact of an increase in output
given the existing network. A full measure of ecomes of scale or size requires
recognising that increasing ‘scale’ involves algpansion of the network, and thus
depends on a balance of cost associated with wali@me, connections and distance.”
The implications become clearer when the variouasukes of scale economies are
defined.

Economies of volume scadee defined as :

. -0VCY, ,ovCY,
<Y 9y, VvC aY, VC

............. (B.17)

The double term is necessitated by the decisidre&t retail and wholesale water as
multiple products — presumably because it is guaiteid that although the two kinds of
water are indistinguishable in the treatment plmdre may be a systematic difference
in distribution costs. Related to this is a defontof economies of scope.

Economies of vertical network expansimreasure the combined effect of higher volume
and more customers, with the demand per custontetha@size of the service area held
constant, and are defined as:

n contrast, Saal & Parker (2005) for example stalensidering that water companies have a
statutory obligation to meet demand for water aawlesage services, it is appropriate to assume that
outputs are exogenous and inputs are endogendes than the other way round.” It seems that Torres
& Morrison Paul’s alternative approach did not haveig impact on the results but it did correct som
regularity conditions (CJ Morrison Paul, persor@hmunication)
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Eoyn =&y TEN (B.18)
where

VC(Y,P,X,Z) N
£y = — B.19
N 3N Ve (B.19)

HereN is number of customer connections, which is a comept ofZ.

Economies of horizontal network expansfjonspatial densitythen measure the
combined effect of higher volume and larger seraiaa, with numbers of customers
held constant, and are defined as:
Eoys =&y TE (B.20)
where
_9VC(Y,P,X,Z) Sa
s 0S¢ VC

and hereSais service area size, also a componemt of

........... (B.21)

Finally, economies of siz@revail if a combined measure of volume, custonmsity,
and spatial density economies, constructed by gdtie cost effects from marginal
increases in both customer numbers and serviceseme# economies of volume ...
falls short of one.(p. 111)” That is, if

Egpe=Ecy T EN TES<L (B.22)

Size
Before examining Torres & Morrison Paul’'s empiricasults, some comments can be
made on these measures. Although water treatmdnwater distribution have not been
analysed separately in their model, volume econsseem likely to arise mainly at the
treatment stage while economies (or diseconomi@sdd to customer numbers or
service area are more likely to relate to the ithstron stage. Their approach can thus
be seen as going some way towards isolating tierelift economics of production
from those of distribution. This is an importargstorward if there are indeed
“potentially significant cost trade-offs involvingater production and network size”.
However, bearing in mind that their results retata cross-section of US water
systems, we need to ask what kinds of comparis@meaaningful and interesting. To
be sure, one useful comparison is between systdnth wiffer only in size, that is,
volume, number of customers and service area wvaltyel same proportion so that

demand density is constarat;,, will help with that kind of comparison. A second
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comparison might be between service areas of gigida but different demand density:
here ., (if the difference is entirely in consumption peel) ore..,, (if the difference
is in numbers of similar customers) will be usefmother interesting comparison
would be between systems which differ in size ofise area but have the same

number of customers and consumption per customethét £. would seem more
relevant thare.,s, as the latter implies that consumption per customses as the size

of the service area increases. There is also aartar conceptual difference between
the measures, which is evident if we think in teohthe unit cost of water supply.

With £., a value less than 1 implies economies of scatlearsense of a unit cost that
falls with increase in volume; however, with), and & a value less than 0 is needed if

unit cost (per gallon of water consumed) is toath increases in numbers of

customers or size of service area — positive vahpl/ diseconomies.

Bearing these points in mind, we can turn to To&éddorrison Paul’s results. The data
consist of 255 observations from a 1996 survey ootadl by the American Water
Works Association (AWWA). A generalized Leontiefaglratic form is specified for the
cost function, which is estimated using full infation maximum likelihood methods,
achieving an overall Rof 0.96. The values obtained for scale and dersionomies

are summarized in thEable B.5below.

Measure Sample Small Medium Medium- Large
mean (675 Mgal) | (1794 large (5962 | (29590
(8778 Mgal) Mgal) Mgal)
Mgal)

Volume (&) 0.58 (*) 0.33 (* 0.46 (*) 0.53 (*) 0.61 (*)

Service area 0.16 * 0.16 * 0.17* 0.15* 0.30 *

(£cs)

Customer Nos| 0.49* 0.49 * 0.53 * 0.51* 0.54 *

(£cn)

Spatial density  0.74 (*) 0.49 (*) 0.63 (*) 0.68 (*) 0.91

(£cvs)

Customer 1.07 0.82 (*) 0.99 1.04 1.15

density Ecyy)

Size (Eq,e) 1.23 (% 0.98 1.16 1.20 (%) 1.45 (*)

Table B5: Estimates of scale and density economits 255 US water systems
(adapted from Torres & Morrison Paul (2006, p.115)

These results are well summarized by Torres & MomiPaul p. 116):
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“At the sample mean of the data, estimasgd is 0.58, indicating that the average

water utility is realizing increasing returns tdwme. When divided into small,
medium, medium-large and large utilities, the eates indicate significant
(statistically and in magnitude) increasing retuimsolume for all firms that rise
according to size4., = 0.33, 0.46, 0.53, and 0.61 respectively). Tlestienates

suggest a flattening of the average cost curvéafger firms, broadly consistent
with an L-shaped cost curve in terms of volume. he €stimated economics of
vertical and horizontal expansion, or customer gpatial density, show that both
counteract economies of volume by shifting the coste up.c.,, and &g are

positive and statistically significant overall afad all size firms, but the former is
much higher than the latter. The number of custertiers ceteris paribushas a
stronger influence on costs than breadth of théisearea over all sizes of utilities.
In other words, the costs from additional customieofding constant service area
size and volume (e.g. connection costs, electromsts to pump water, and cost
associated with more complicated networks), sedatively higher than the costs
associated with marginal increases in service sigea(e.g. costs associated with
longer pipelines), given the number of customers@oduction volume. This
difference in costs is, however, less prominerthenlarger systems.”

While this article is undoubtedly a useful conttibua to the literature, bringing out
more clearly than before the effect of demand dgmsi costs, there is a possible
gualification as regards the effect of size of s@narea. Torres & Morrison Paul
considered including length of pipes in the vedbquasi-fixed inputs but decided
against when they found that pipeline length wesngfly correlated with service area
size. Therefore, as only variable costs are modéleinot clear how the extra (capital)
costs of the longer pipes required by larger seraieas can be reflecteddr, which
may therefore be underestimated. On this, Torrdéo&ison Paul comment (p.111,
Footnote 13) “ ... if [pipeline length is] included a level the estimates are not robust
due to multi-collinearity. If included as a ratiigeline length per customer), network

size is in some sense controlled for, causingsheestimates to have a downward, and
the . estimates an upward trend over the size of firfhB€ question here is whether

the short run specification of the production/dosiction used can adequately represent
differences in the capital invested in systemsiibéigint sizes and densities.

5. Other approaches

a. Clark & Stevie (1981)

There is an earlier thread in the literature inalitthe distribution cost function is
estimated directly from a consideration of the ptalday-out of the network rather
than indirectly from an assumed production functi®m & Clark (1988, p.479) argue

that such approaches suffer from severe shortcaning
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“These studies excluded input prices completelgnftbeir cost function
specification, a restriction which implicitly assameither that input prices are
identical for all water supply firms or else thater supply technologies are
characterised by zero input substitution.”

However, if in fact there is very little substitbthty available in practicE® then the
criticism loses force and there may be merit iexamining these earlier approaches.
Indeed, the same Clark in Clark & Stevie (1981)dsuon Schmalensee’s approach to
develop “an analytical model representing the obslistributing water supply services
in a single urban area”, which explicitly includiéise relationship of transmission costs
to the problem of serving spatially distributed @em.” Their model includes
production as well as distribution. Clark & Steset out their approach as follows (p.
18):

“Physically, it is possible to separate the watgry system into two
components: (1) the treatment plant, and (2) thieatg (transmission and
distribution) systems ... Each of these componergsatdifferent cost function.
The unit costs associated with treatment facilidiesusually assumed to
decrease as the quantity of service provided isesddowever, the delivery
system is more directly affected by the charadies®f the area being served.
The cost trade-offs between the two componentsdetkrmine the least-cost
service area ... The purpose of this paper is to ex@some of the trade-offs
that may exist between the economies of scalerfmyzing water and the
diseconomies of transporting it to a point of use.”

The key relationships of Clark & Stevie’s model:are
Cyor =C,+C, (B.23)

where:Cror = annual cost of water supply;
Ct = annual cost of water treatment;

Cp = annual cost of water transmission and distrdyuti

Normally, Cy andCp will be a function of the volume of water produc€d Clark and
Stevie next develop a relationship betw€eandd (the radius of the service area,
assumed at this stage to be circular).
Q=c.pA (B.24)
Where:Q = total annual water use for the afga
¢ = annual per capita water use;

p = population density.

181t has been suggested, only half in jest, thabtilg alternative to distributing water throughetwork
of pipes would be to form a chain of men with buskéJoking aside, it is of course the case thahamy
developing countries, people must walk to fetchewatometimes from a considerable distance.)
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Population density is taken to decline exponentiaith distance from the centre, so
that p = Ke™" whereK is density at the centre ahds a measure of the rate at which

density declines with distance -Aifis small, density falls off slowly; if large, detys

falls off rapidly; if zero, density is uniform ovée service aré&. It then follows that:

h-e®@+d) (B.25)

In cases where the service area is not a fullesid can be replaced Wy(angle in
radians) to obtain a better approximation to thea@eography. Next, Clark & Stevie
adopt a simple form for the relationship betweetewacquisition/treatment costs and
volume, reflecting their empirical evidence on scatonomies in water treatment:
C=AQ" (a«<1) (B.26)

Whence, using (B.23ET = A(é;:f [1— e 1+ Ad)]j ...... (B.27)

For the transmission/distribution component of sp€ilark & Stevie propose (based on
an analysis of data from the pipe network of ontewatility) an expression for the cost
of supplying a quantit@®, to a point in the service area of the form:
C=B(QY . (B.28)

To obtain the total cost of distribution, this exg@en is then integrated over the whole
service are’ yielding:
BH cK

B
Clark & Stevie now have all the elements in plaxedmputeCror by adding (B.27)

C, = h-e? @+ pad)| (B.29)

and (B.29), and to obtain an expression for urst by dividing the resulting sum gy
from (B.24). The resulting expressions are quite glarated, and not easy to interpret,
and it does not seem necessary to set them outHhenesver, the simulations run by

Clark & Stevie using their results are of consitidanterest.

Reproduced below is their table showing calculaiohcost/distance relationships
using the expressions for treatment and distrilnutioit costs derived above, and

parameters based on data from one US water utility.

119 This formulation is not unusual — see, for exampi®asquale & Wheaton (1996), p.63 “The variation
in population density with distance from the celntity is often summarised through the estimatiéa o
population density gradient ... The standard spettifin is the negative exponential ...” They estimate
values of —0.09 and —0.11 for the Boston metropolérea in 1990 and 1970 respectively.

120 This step, although mathematically correct, isroequestion as not satisfactorily aggregating the
relevant distribution costs because it impliesCEsk & Stevie themselves note, that “all transmoisof
services is strictly outward from the center arat thteral flows are never necessary”.
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Q d Treatment | Distribution Total Marginal
m gal/yr miles unit cost unit cost unit cost Cost

($/m gal) ($/m gal) ($/m gal) ($/m gal)
8808.47 2 63.50 125.45 188.95 188.95
30172.25 4 47.84 128.91 176.75 171.72
58332.44 6 41.11 132.31 173.42 169.80
89416.04 8 37.26 135.64 172.90 171.94
120893.44 10 34.77 138.89 173.66 175.80
151181.43 12 33.02 142.05 175.07 180.71
179354.48 14 31.75 145.10 176.85 186.30
204936.20 16 30.79 148.03 178.82 192.64
227749.76 18 30.05 150.83 180.88 199.42
247811.79 20 29.48 153.50 182.98 206.88

Assumptions per capita water use, ¢ = 0.054750 m gal/persmefficient of dispersiori, = 0.12;
population density at centre, K = 15,000 personsiig. The process generating this table starts thith
settlement radius, d. Given the central densityaid the coefficient of dispersidn, this implies a
certain population. Multiplying population by peapita water use, ¢, then gives total water use, Q.
Calculation of treatment and distribution unit cotften follows.

Table B.6: Water treatment and distribution costs & modelled by Clark & Stevie
(1981, p. 28)

As can be seen, treatment unit cost is decreasimgg surprisingly given the functional

form of (B.24). Distribution unit cost however iscreasing, something which is not
obvious from (B.27) — it turns on the sign[ibf— e P (1+ ,BAd)]. The effect is due to the

increasing distances over which water is beingitisied as settlement size increases
and the greater dispersion (lower density) of théher out (suburban) population. In
the example, the distribution cost effect domindtegond d = 6 miles, leading to
overall increasing unit costs beyond this sizeetfiement. Clark & Stevie comment
(p.25) “A problem that plagues most utility managisrdetermining the most efficient
size for a utility service area ... Water utility naayers tend to assume unlimited
economies of scale for water treatment and delisgsgems. This often leads to water

utilities that have service areas larger than tbstrefficient size.”

They go on to use their relationships to analysasg where it is preferable for an
outlying community to provide its own works rathlean connect to an existing system.
This example, while demonstrating the possibilitguch an effect, falls short of
establishing it as a general result, despite tkeofislata from a real utility. This is
because it rests on a number of rather specifimggsons, which may not be generally
valid. In addition, although Clark & Stevie refer‘total costs”, it is not clear how far
capital costs have been taken into account (cértamdistinction is made between

capital and operating costs). There is also thstgurewhether the distribution cost

216



function has been correctly specified (f@®tnote 12(. A further question relates to
the treatment of leakage: by taking the quantitwafer produced to be the same as the
guantity used@ in both cases), there is an implicit assumptiat thstribution losses

are zero. In practice leakage is often large -eglpi 20% or more of water put into
distribution — and therefore a significant factdri@h ought if possible to be allowed for

in the distribution cost function.

Notwithstanding these reservations, there is madsetsaid for Clark & Stevie’s
approach, particularly in analysing distributiorstsoseparately from
acquisition/treatment costs. Nor does the failaseqompared with Kim & Clark (1988)
or Garcia & Thomas (2001), for example) to allowifgout substitutability appear a
serious drawback, given the very limited opporiesifor making different technology
choices in most urban water supply situationsatt, fit is arguable that the bringing
into play of flexible functional forms may be usiagledgehammer to crack a nut. At
the least it would seem worth checking whether semgpproaches would not

adequately capture the essentials of the situation.

b. Ofwat’'s econometric models
Interestingly, in its work to compare the efficigraf water companies, Ofwat (2004,
Appendix, pp.44-52) does not use a single comprahemodel. Instead, it subdivides
water and sewerage functions into a number of cowms and then derives
relationships between each element of expenditwlevarious explanatory factors. In
the case of water supply, this process resultseocoBiometric models:

Operating expenditure — water distribution

Operating expenditure — water resources and tegdgtm

Operating expenditure — water power

Operating expenditure — business activities

Capital maintenance — water distribution infraste

Capital maintenance — water distribution non-istfiracture

Capital maintenance — water management and general

Capital maintenance — water resources and treatmen

The stages of the process used to derive theselsriedxplained as follows:
Step 1 Expert review of potential drivers
Step 2 Data collection and validation
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Step 3 Identification of atypical expenditure and exdepal items?*

Step 4 Produce revised data for statistical analysis

Step 5 Generate plausible conceptual models to limtistteal analysis

Step 6 Statistical analysis to generate robust relatiggssbetween expenditure and
explanatory factors

Step 7 Expert review of the statistical models.

In practice, steps 5-7 may go through a numbetecdtions. There then follow 4 more
steps leading from preliminary assessment of kadagfficiency through further review
of special factors specific to individual companiesinal judgements on relative

efficiency.

The resulting models have a distinctly ad hoc &l the theoretical basis for the
specifications chosen is unclear. However, givendiffficulty in finding good statistical
relationships at company level based on theoretmasiderations, one can have some
sympathy with the approach taken by Ofwat. It sbaklevant that Ofwat’s objective is
simply to make efficiency comparisons, not to elsthlpropositions about the

economics of urban water supply.

Against this background, the Ofwat models dealinty water distribution and water
resources and treatment are set out below, togeitlesome comments on the

specifications adopted.

I. Operating expenditure — water distribution model

Modelled cost Ln(distribution functional R=0.261
expenditurdesspower /
resident population)

Constant -5.203
(S.E =0.160)
Explanatory variable Length of main > 300mm|/ 5.165
length of main (S.E=1.943)

In this model, distribution expenditure per heathmdelled as a function of the
proportion of mains over 300mm in diameter. Powgreaditure is excluded as it is
modelled separately — see below. The rationaléhfsrmodel is not easy to discern: the

number of properties served does not feature ghgon for a log specification of

1211n 2005/06, an additional step was added herensitier company specific special factors.”
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expenditure per head is not clear and the choiexjpanatory variable is puzzling. The

explanatory power of the model is only modest.

ii. Operating expenditure — water resources anctn@ent model

Modelled cost Resources and treatment R*=0.274
functional expenditurtess
powerlessEnvironment
Agency charges / resident
population
Constant 1.485

(S.E=1.927)

Explanatory variables Number of sources / 16.770
distribution input (S.E =6.268)
Proportion of supplies from 5.124
rivers?? (S.E = 2.449)

In this model resources and treatment expenditereégsident person is modelled as a
function of the inverse of average supply per seamd the proportion of supplies from
rivers. Power costs and EA charges are excluded.dficulty in this area is that the
expenditure figures include both water acquisittosts and treatment costs, making it
difficult to disentangle their separate effectswdoer the positive coefficient on
number of sources / distribution input can perHapsterpreted as indicating
economies of scale in treatment works, as morecesumplies more treatment works
and smaller scale operations on average; the cagftion proportion of supplies from
rivers then picks up the higher costs of treatiagrrwaters. It is not clear why in
modelling resource and treatment expenditure Ohaatnot made use of the data in the
June returns on numbers and size of treatment vam#ton type of treatment, which,

on the face of it, should give a more direct relaghip between expenditure and output.
The explanatory power of this relationship is agawmdest.

iii. Operating expenditure — water power model

Modelled cost Ln(power expenditure) R 0.989
Constant -9.081
(S.E =0.245)
Explanatory variable Ln(Distribution input x 0.940
average pumping head) (S.E =0.023)

The reason for modelling power expenditure seplgragevident in the good fit for this

relationship. It appears that power expendituggresty well fully explained by pumping

122 Changed to proportion of supplies from borehate20d05/06 report.
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costs, with a 1% increase in (distribution inpuwerage pumping head) resulting in an
increase of costs of a little under 1%. Pumpindschere include pumping from source
to treatment works and distribution pumping. Altbbhtsome power costs are incurred
within treatment works, these too are related éovilumes being treated. One question
is why the relationship should be log-linear rattem linear. It would be of some
interest to try to check whether the distance ewdch water is pumped has any effect
in addition to the pumping head effect.

iv. Capital maintenance expenditure — water disuiion infrastructure model

Modelled cost Ln(annual average water R*=0.496
distribution infrastructure
expenditure / length of
main)
Constant -4.802
(S.E =0.542)
Explanatory variable Ln(Total number of 0.888
connected properties per (S.E =0.200)
length of main / total length
of main)

While this relationship performs moderately wdlette are again some puzzling
features. Number of connected properties dividetebgth of main provides a measure
of property density and the relationship can berpreted as evidence of density
economies. But the explanatory variable is twiceddid by length of main so
complicating interpretation. If one started witle tfiew that water infrastructure capital
maintenance costs are likely to be affected (padyt) by total length of main and the
number of connected properties and (negatively)roperty density, the model would

be specified differently to throw light on the segie effect of each variable.

v. Capital maintenance expenditure — water distritmn non-infrastructure model

Modelled cost Ln(annual average water R*=0.338
distribution non-

infrastructure expenditure
pumping station capacity)

Constant -6.433
(S.E =0.533)
Explanatory variable Ln(Water service reservair 0.664
and water tower storage (S.E =0.207)
capacity / pumping station
capacity)
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This relationship makes use of data from the JugteriRs which is not publicly
available. It is interesting in suggesting consathée economies of scale in this aspect of
water supply, such that a 1% increase in resestordge capacity leads to an increase

of only 0.664% in the relevant capital maintenacosts.

vi. Capital maintenance expenditure — water resoescand treatment model

For this aspect of Ofwat’s efficiency comparisamsinit cost approach has been
adopted. Each company’s average annual expendituweter resources and treatment
capital maintenance is divided by total connectegherties and then compared with the
weighted average industry cost of 8.471. The usmohected properties rather than
treatment capacity as the divisor seems surpraitgcomparison with the industry
average would appear to make no allowance forréifiees in costs attributable to
differences in the number and size of communiteggexd by a company — a large
number of small communities being presumably mapeesive to service than a small

number of large ones.

c. Duncombe & Yinger (1993)

In an original contribution to the literature onlgbia production, Duncombe & Yinger
develop a new analysis of returns to scale usitgpastage procedure. They consider
that the notion of scale in public production Hagé fundamental dimensions: the
quality of the services provided, the level of atyi by the government agency and the
number of people served. With multiple productigyuath dimension, economies of
scope, must also be considered. Building on theeajuinal framework developed by
Bradfordet al (1969), they make a distinction between the disectices provided by a
government and the outcome of interest to voténstie case of fire protection, for
example, voters care about the saving of livesprogerty, not about the number of fire

companies available, per se.”

Duncombe & Yinger therefore divide the public protion process into two stages.
“The first stage of the process is similar to prctcn for a private firm. Local
governments produce an intermediate out@utyith a standard production function:
cG=f(L,K,2) (B.30)
WherelL is labor K is capital equipment or facilities, a@ds other factor inputs.
Assuming cost minimisation, the associated firagstcost function is:
TC =¢c(G, W) (B.31)
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WhereW represents a vector of factor prices.” Note thatassumption of cost
minimisation here implies the separability of teiage of production from the next
stage.

The government activitie§3, are then viewed as “an intermediate output in the
production of the final output or service outconfienterest to votersS. The distinction
betweenG andSis important because exogenous ‘environmentatbfadnfluence the
transformation ofs into S. Two communities of the same size may utilisesthime
technology and level of resources for fire protactifor example, but experience
significant differences in property losses and atigs owing to differences in the
harshness of their fire-fighting environment.”

Following Bradfordet al (1969), the second stage of the production procasde
represented as

S=h(G, N, E) (B.32)
WhereN is the jurisdiction’s population artelirepresents a vector of environmental cost
factors. This equation indicates the level of goweent activity,G, required to produce
a given level of public serviceS,taking into account the impact of population amel t
environment. Duncombe & Yinger explain that popolais included in the final
output function here to allow for the possibilitf/“oongestion” in the provision of

public services and that it is found to play a amiole to other environmental factors.

It may be noted at this point that this formulatadrthe second stage of production does
not allow for possible additional inputslof K or Z at this stage. The inclusion of
population as a quasi-environmental factor derft@® Duncombe & Yinger’'s view

that the product under consideration is basica(lgamuelsonian) pure public good but
that beyond some point additional population indbevice area may impinge on the
availability or quality of the service to existingsidents, and it is in this rather
specialised sense that they use the term conge$ti@approach is therefore not
suitable to be adopted without modification to,,ghg provision of utility services
although the idea of dividing supply into two stege.g. water treatment and water

distribution, each with its own distinctive prodact function is attractive.

Duncombe & Yinger go on to propose a cost functutinch combines the two stages of
production:
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TC=c[h(S,N,E), W, E] i (B.33)
WhereE' is a sub-set of environmental variables that afector substitution. Based
on this relationship, they go on to derive therethmeasures of returns to scale in

public production.

Service quality is measured by the final governnmeriput,S, which represents the
service effectiveness of interest to voters. Averegst, i.e. cost per unit of quality is
measured by C/S Duncombe & Yinger then defirreturns to quality scalas the
change inT C/Swhich results from a change $holding populationN, and
environmental factors€;, constant. This derivative is:
0(TC/S) _ (0TC/0G)(0G/0S) - (TC/S) _ MCq — ACq
0S S S
whereMCs andACs are the marginal and average costs of produgifigpus,

increasing returns to quality scale exi¥i€ < AC, i.e. if the average cost curve is

downward sloping. This can also be expressed stiely form:

o(TCl/s) S _ (OTCEJ(G_G§j ~1=66,-1 ... (B.35)
0S TC/S 0G TC)A0S G

Economies to quality scale thus exist if the pradid®; ando, is less then unity.

Duncombe & Yinger comment (p. 53) that “The firgtlrese elasticitie®};, which we

call the *first stage’ or ‘technical returns to Ecais the notion most closely associated
with the definition of returns to scale in privaeduction. It represents the technical
relationship between inputs and the intermediatpuiwf government. This
interpretation is possible because of the duaktyveen production and cost functions:
0, equals the inverse of the elasticity®fvith respect to the scale of inputs. Increasing
(decreasing) technical returns to scale imply thas less than (greater than) one. The
second elasticityj,, measures what we call the ‘second stage retarssale’, i.e. the
relationship between the intermediate and the fm#but of government. This effect
captures the influence of the production environimemn the translation db into Sand

is likely to vary with community characteristicso@munities with a harsh environment
require mores to obtain a givels, i.e. they have a highég, than do communities with
a favourable environment. They are less likelyefare to face increasing returns to
guality scale, even if all communities have the saechnical returns to scale.”
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In a similar way, Duncombe & Yinger defineturns to population scalas the
derivative ofTC/Nwith respect tdN, controlling forSandE:
O(TC/N) _ (dTC/0G)(0G/0N) - (TC/N) _ MC, - AC,
oN S N
Economies (diseconomies) to population scale é@xisé per capita cost curve is

... (B.36)

downward (upward) sloping. This result can als@kgressed in elasticity form:

O(TC/N) N {amgj(a_eﬁ

N TC/N 3G T¢ | aN Gj—lzeﬂg -1 (B.37)
Economies (diseconomies) to population scale @xisis expression is less than
(greater than) zero. As Duncombe & Yinger expl@nd4-55): “As with returns to
quality scale, the first elasticitg;, is technical returns to scale. In this case, vawne

the other elasticity)s, captures the relationship between governmentigcénd
population; that is, it measures congestion inpifeeision of public services.” They go
on to say: “ ... congestion has been introducedlotal expenditure research through a
‘congestion function’ of the forr® = (G)(N¥), where g = 0 for a pure public good and g
=1 for a private good. While the congestion parame), may differ between public
services, it has been assumed to be the samd tmmamunities. In fact, however, the
impact of another person on the amounGafeeded to maintain a given level®iay
depend otk. In fire protection, for example, the impact ob#rer person on the level

of fire protection activity required to maintaircartain standard of service quality may
depend on the existing condition of buildings ia tommunity. Because fires may
spread from one unit to another, the cost of asgwicertain quality of fire service for a
new household is likely to be higher in communitsth poor building condition than

in communities with good building condition. Thysyblicness' itself may depend on
the environment, and we model the relationship betw andN to reflect this
possibility.” In a further comment, Duncombe & Yarggo on to observe that “ ... two
public services may face the same technical retirssale but have different returns to
population scale because of differences in cong@séind they proceed to make a
contrast between police protection (a public gaow) garbage collection (generally
regarded as a private good). Although both mayleixbonstant technical returns to
scale, the former is more likely to show increagieigirns to population scale because

of a lower0s.

While Duncombe & Yinger’s distinction between theete different dimensions of

returns to scale in public production is undoubtediiminating, this particular part of
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their discussion strikes one as rather laboureditlagir focus on ‘congestion’ (as they
define it) is potentially misleading. What it dagst seem to address is some much more
obvious and possibly rather important differencesammunities’ environments which
are likely to affect the amount & needed to maintain a given level®fFor example,
what about population density, which could eitrerdur increasing returns to
population scale (because it is easier to seraiggelnumbers of people if they are close
together) or the opposite (if high density leadsdogested transport infrastructure
making it more difficult for police or fire servisdo get to incidents)? Or what about
geography? A community situated in a mountainoustieerwise fragmented area will
be more costly to service than one on a flat platiner things equal. In short,
Duncombe & Yinger do not appear to recognise trsdtidution or access costs may
play a part in what they describe as ‘congestiontonsequence, their findings on
returns to population scale have probably missedhaortant aspect of the problem.
This is somewhat surprising, as at a couple oftpamtheir article their findings might
have alerted them to the issue: a footnote on $8%5 “The results of Craig (1987)
show low congestion in the case of police servibasthe results of Ladd and Yinger
(1989), which apply to very large cities, suggestese congestion for police services,
and hence diseconomies to population scale”; anal @8 commenting on their fire
service results, they say: “The coefficient on gapon density [a variable introduced
as a proxy for the risk that fires will spreadhiegative, suggesting that reductions in
fire response time with greater population densitiweigh the increased potential for

fires spreading between units.”

Duncombe & Yinger go on to estimate their modehggiata on 188 fire departments
in New York State for the years 1984-86. To obtrestimating equation, they need to
specify both the first-stage cost function (B.3t)l édhe second-stage production
function (B.32). They assume that second-stagengto scale can be modelled as
6, = 1+ A E"). Thus the final output function is of the form:

S=G ®"EINTE™Y (B.38)
or

G = SEMEBINIAE praE) (B.39)

To place as few restrictions on production techgyplas possible, they employ a
translog cost function. They assume that the doSt@an be described by a translog

cost function for two factors of production, lalb@nd capital equipment (including
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facilities). The standard translog cost functiomisdified by substituting (B.39) fda.
This form makes it possible to estimate all the¢hparameters of returns to scale of
interest9,, 62, andds. In addition Duncombe & Yinger investigate whethiegre are
economies of scope between the two primary aawibf fire departments, fire
suppression (reducing fire damage once a fires3tarid fire prevention (preventing a
fire from starting), using a multi-product translogst function of the same general

form.

Duncombe & Yinger employ a number of ingenious desito assemble suitable data
and to control for possible bias. Their findinggegards returns to scale are
summarised iffable B.7below:

Single-product Multi-product
Cost model Cost model

Economies of quality scale
Technical economies of scale
(dInTC/3InG =8,) 0.28 0.73
Second-stage returns to scale
(0InG/0dInS=6,)
Economies of quality scale -0.69 .0.22
(@In(TC/S)/dInS=6,6, -1)

1.11 1.08

Economies of population scale

Technical economies of scale
(0InNTC/0InG =86,)) 0.28 0.73

Congestion elasticity

(0InG/dInN =6,) 3.84 1.51
Economies of population scale 0.06 0.10
(0In(TC/N)/dInN =6,6, -1)
Economies of scope N/A -0.13

Table B.7: Duncombe & Yinger’'s estimates of returngo scale in fire protection in
New York State(Duncombe & Yinger (1993, p.68)

Although Duncombe & Yinger acknowledge that mosthafir coefficients are not
statistically significant, they generally have thected sign and are mostly of a
plausible magnitude. Overall, the effort involvediying to disentangle the different
dimensions of returns to scale appears to be \atelic

d. Public facilities location
Here we encounter a rather different approachedihd of problem addressed in this
research. The intellectual foundations of this apph are found in operations research,

more specifically in the use of linear programmiagolve location problems.
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One early contribution is Bos (1965) in his mongdran the spatial distribution of
economic activity. Interestingly, his analysis fglnradows the kind of new economic
geography developed in the wake of Krugman (198&3$. summarises his findings as
follows (p.89):

“The analysis has been based on three assumptions:

1. Agricultural production and population are spreadra given area,

2. The production of non-agricultural industries isuidcterised by indivisibilities

leading to economies of scale;

3. Transport of goods and services gives rise to p@mation costs.

These three elements are sufficient to explainribatagricultural production is

concentrated in production units of various sizes that the number of production

units is not the same for all industries.”
Bos also extended the analysis to try to investigatypothesis of Tinbergen
concerning the hierarchy of production centreg]ifig that both the type of industry
and transport costs could affect this hierarchyweber, Bos found the technical
demands of the analysis very challenging: (pp.91FBE problems which have been
studied have, in principle, all been very simpld have omitted various features of
reality. Even these highly simplified problems héeen shown to have no single
solutions and to require very complex methods afyais.” (Bos made use of a mixed
integer linear programming model but was only d@bleun illustrative numerical
examples as “no method of solution for determirangoptimum dispersion was

available.”)

Perhaps Bos was too ambitious in the scope ofritidgem he tried to solve. More
fruitful has been the use of linear programmingttady more limited problems such as
the location of a facility in a partial equilibriufiramework. A useful survey can be
found in Thisse & Zoller (1983) and a textbook treent of the subject is provided by
Love et al (1988).

Thisse & Zoller note in their introduction how tt#ficulty of identifying which
services are truly public has led to a shift oémtiton from activities to facilities, i.e.
from services to infrastructure. They comment {g. 1. the few pieces of theory
which have been devoted to the locational anabyfsmuiblic services deal directly with

facilities. In so doing, the fact has been exgiaiecognised that the public outputs are
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not everywhere equally available in most real calsesther wordsspace introduces
some types of exclusi¢hmpurities”) in public goodsand, therefore, a public-space
theory is needed.” Such a theory, they suggest|/dvaeed to bring together elements
of hitherto somewhat separate fields: public gaants product differentiation theory
from economics; central place theory from geograping locational decision analysis
from operations research. The key points that BndsZoller take from these disparate

fields are:

a. User benefits are either location dependent oaxcst dependent (and

therefore the services concerned are not pureqgbbds);

b. Product differentiation, combined with differengegastes or incomes,
results in a partitioning of consumers by the faes they patronise,
with economies of scale in production implying r@ité system of

facilities;

c. Central place theory recognises the fundamentaétodf between
increasing returns to scale and transportatiorsctstated differently, a
decrease in the number of facilities provides angaw the installation

costs, but leads to an increase in the travel §pss3;

d. Operations research type location models proviaethhod of solving
quite complex problems, involving (for example) Aorear transport
costs, fixed and variable production costs, alti&ragrice policies, and
a variable number of plants. However, the profiximasation or cost-
minimisation objective commonly used in these med®iplies a rather

simplistic (utilitarian) social utility function.

We focus here on point (d), which is examined ineraetail by Hanseet al (1983)

and, later, by Lovet al (1988). Hansert alremark (p.223): “We are concerned
exclusively withpublic servicegpolice and fire protection, postal service, ereay
medical care, social services, education, recneatovices, parks, libraries, wastewater
treatment, solid waste disposal, etc) ... We focusarmices which are made available
at somdacilities ... Two categories of services are distinguistieéd services — that is
to say, services consumed at the facilities whesg are supplied — artklivered
services — which are used at the places whereatteeggemanded.” They go on to note

that in modelling these situations, both the olbjest (e.g. minimisation of access or
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delivery cost, or minimisation of the combined cofinstallation and travel) and the
constraints (e.g. on the location of facilitiess tapacity of facilities, the number of
facilities, the extent to which demand is satisfi@gailable budget, etc) can vary
considerably from case to case. In a single fgdibtation problem, demand is located
at a number of fixed points and the problem idrid the best location from which to
service these requirements. More commonly with ipiggrvices, the location of several
facilities and the assignment of users to thosiitias needs to be determined

simultaneously.

We turn to Loveet al (1988) to get a feel for this more complex prohl&&ihen the
locations of several new facilities are to be dateed simultaneously with the
allocation of flow between each new facility ané #xisting facilities, the problem is
referred to as kbcation-allocationproblem.” Possible sites for the new facilitiesynba
fixed points (the finite model) or any point withendefined space (the continuous
model). In an interesting illustration (from theiqoof view of this research), Lot al
(p.3) set out the elements of a large farm watpplsuproblem as follows:

“The existing facilities are points of end use tloe water, such as livestock barns,
irrigation systems, or houses. The new facilitiesthe deep wells to be drilled. If a
new system is to be designed, the relevant questicm How many wells should
there be? Where should they be located? Which sobseers should each well
serve? An extreme design is to locate a well ab @aer location. In this case,
piping costs are minimised but the drilling costynba prohibitive. Another
configuration is to have one large well. A singlelMminimises drilling costs but
piping and pumping costs may be prohibitive. Using well would entail solving a
single facility location problem. When two wellsatonsidered, drilling costs are
increased, but piping and pumping costs are redudezlallocation question is thus
introduced. Where should the two wells be locatadita which set of users should
each one be connected? If the two well problembeasolved, then a three well
problem can be considered, and so on, until the sasomical number of wells
has been found.”

Other problems that can be addressed using simg#nods include:

* The location of emergency service facilities suslabulance bases or fire
stations, where it may be desirable to minimisentiaimum distance from the

new facility to any of the points served;

» The location of abnoxious facilities (such as ggebdumps or sewage works),

SO as to minimise nuisance to existing inhabitants;
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e The location and number of radio or TV transmitterensure adequate

coverage over a defined area.

In general, the solution to such problems involesminimisation of a weighted
distance function involving existing and new faais (where the weights may be, for
example, costs per km), subject to constraints/oherifrom the nature of the problem.
Love et alcomment (p.144) that set up in this way, the mobthas a non-linear
objective function that is neither concave nor agwand generally contains maogal
minima. This means standard non-linear programraiggrithms may fail to produce a
global minimiser.” Moreover, they add, not all Itica-allocation problems can be
adequately represented in this way (p.144): “Amttregprominent factors that may
impair the use of the model are the following: Teguirements ... may depend on the
new facility locations. Transport costs may notblequately expressed as weights
times distances. The total cost may involve otigriicant components besides
transportation costs. There may be flows betweeméw facilities. Finally, it may be
more appropriate to maximise profit.” Neverthelgéksye are problems for which the
location-allocation model is applicable, includithg large farm water supply problem
outlined above.

How useful, in the context of this research, miglation decision analysis be?
Unfortunately, less than might at first sight appteabe the case. Although the method
is able to throw light on situations where thera tsade-off between production costs
and distribution costs (as in the large farm watgply example), and the issue of
multiple local minima has affinities with the quiest of non-separability between water
supply and water distribution (s8ection 6(c)below), it is at heart a highly specifiex
anteappraisal tool, with rather demanding informatiequirements, and it would not
be appropriate to assume that the observed orgamsd water treatment works and

distribution networks was the outcome of locati@cidions reached using this method.

6. Lessons from the literature surveyed

All the literature surveyed can be seen as wregtiirone way or another with the
implications of Schmalensee’s (1978) observatian: thWhen services are delivered to
customers located at many points, cost must inrgedepend on the entire distribution
of demands over space.” This lies at the heath@ktonomics of distribution, and is

what distinguishes it from the economics of produrct
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a. Is there a trade-off between production and distbution?

In several of the references reviewed here, theipiisy of a trade-off between
production and distribution is mentioned — e.g.ldlex (1963), Clark & Stevie (1981),
Thisse & Zoller (1983), Kim & Clark (1988), and Tes & Morrison Paul (2006).
However, only Clark & Stevie attempt to investigties trade-off in a systematic way
and their approach is open to criticism asaddoc It seems likely that in general there

is a trade-off but there is plenty of scope fdpibe further explored.

b. Measuring scale economies in distribution

Duncombe & Yinger (1993) have pointed out thatrtbon of scale in public
production has more than one dimension. In thaohsof fire protection services, they
identify three fundamental aspects: the qualitthefservices provided, the level of
activity by the government agency and the numbgeobple served. With multiple
products, they observe, a fourth dimension, ecoasmi scope, must also be
considered. It would be possible to adapt thesaside apply to water distribution as
follows:

* Quality of serviceln water distribution this includes reliabilitgdequate
pressure, etc as well as minimizing deterioratibwater quality in the
distribution system. In the UK all companies megistantially the same (high)
standards so that differences in standards aramiohportant factor in cost
analysi$®>. However, it remains the case that the cost daity these
standards may vary from company to company beaafusavironmental
factors, such as soil conditions, softness or hesslof water supplies and
hilliness of the terrain.

* Level of activity This can be taken to be the volume of water ipiat i
distribution, with the economies of scale in wateatment investigated in
Chapter IV being equivalent to the ‘first stage’ or ‘techrioaturns to scale’
identified by Duncombe & Yinger.

* Number of people servedHere we see a need to extend Duncombe & Yinger’'s
framework to recognize that the size of the areaeskand the distribution of
properties within it as well as the number of peaplthe area affect distribution

123 However, Stone & Webster Consultants’ (2004) firgsi (p.24) “suggest that improvements in output
quality, as well as the significant costs that hae@en borne in order to bring about these improvesne
must be accounted for to properly assess econarhssle and scope in the water industry”.
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costs. The costs of serving a dense populationbeitiifferent from the costs of
serving the same population spread less densetyadaeger area.

* Economies of scop@lthough some authors have portrayed water sugplg
multi-product activity, by distinguishing betweeassrdential and non-residential
supply (Kim & Clark (1988)), or between water deligd to customers and
water lost through leakage (Garcia & Thomas (2Q04¢)see this as an
unnecessary complication in the present context.tf@ other hand, treating the
water supply and sewerage activities of compatiassdo both as distinct

products would seem entirely justified.)

A better starting point however is provided by Ridig1986) analysis of scale
economies in electricity production and deliverggsection 3(b)above). Roberts

proposes a cost function for a firm’s total cosspplying electricity in the form:
C(R,Pp.Pp.QAN) (B.40)

WhereP, is the price of input electricityxp is the price of distribution capital afgp
is the price of distribution material®,is the quantity of electricity supplied,is
service area and the number of customers. Among the various adgast&oberts
reasonably claims for his cost model are thataiées three distinct measures of
economies of scale to be identified, viz:

1. Economies of output densi, = i whereg,, ZZ:L(S' applicable when
n

€q

there is an increased demand for power from a fimgdber of customers in a
fixed service area;

_dInC

2. Economies of customer densiRy,, = N TSN
n

, Wheres

Eq &y
applicable when more power is delivered to a figedrice area as it becomes
more densely populated, while output per customerains fixed;

3. Economies of sizBg :;, whereg , =6|LC, applicable when
Eo tEN TEL olnA

the size of the service area increases while hgldirstomer density and output
per customer constant.
Note, however, that Roberts’ cost function incogtes both the production and
distribution of electricity and assumes constatirres to scale in electricity production,

which seems questionable.
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Roberts’ approach is further developed by Torrddd@&rison Paul (2006) in their
treatment of output density in US water supply @s&ion 4(e)above). They remark
(p.108) that “ ... output density ... depends on thmaeén variables: output, number of
customers and service area size. A standard meafsscale economies ... actually
measures volume ... economies ... — the cost impaan @icrease in output given the
existing network. A full measure of economies dale®r size requires recognising that
increasing ‘scale’ involves also expansion of taework, and thus depends on a
balance of cost associated with water volume, cctiores and distance.” The

implications become clearer when the various messoir scale economies are defined.

The starting point is a short run cost function:
VC(Y,P, X,Z)
WhereY is a vector of outputs (wholesale watéy, and retail watery,, are

distinguished)P is a vector of variable input prices (e.g. labalectricity, purchased

water), X is a vector of guasi-fixed inputs (e.g. storage @medtment capacity — this is
what makes the approach short run) Znsl a vector of technical and environmental
characteristics.

1. Economies of volume scadee then defined as:

. -0VCY, ,ovCY,
Y9y, VvC aY, VC

....... (B.41)

This is the inverse of RobertRs. The double term is necessitated by the decision to
treat retail and wholesale water as multiple préslugelated to this is a definition of
economies of scope, which need not concern us here.
2. Economies of vertical network expansimoaasure the combined effect of higher
volume and more customers, with the demand peomestand the size of the service
area held constant, and are defined as:

Ecvn = Ecy T Een
where

OVC(Y,P,X,Z) N
£y = — B.42
N 3N Ve (B.42)

HereN is number of customer connections, which is a aomept ofZ. This is the

inverse of RobertdRep.
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3. Economies of horizontal network expansfonspatial densitythen measure the
combined effect of higher volume and larger seraie@a, with numbers of customers
held constant, and are defined as:

gCYS = ‘SCY + gCS
where

. ovC(Y, P,X,Z) Sa (B.43)
s oo Ve e .

and hereSais service area, also a componenZof his is not a measure used by

Roberts — and indeed one might ask in what circantgts volume would increase with
area if the number of customers has not incredsedlly,
4. Economies of siz@.111) “prevail if a combined measure of volumastomer
density, and spatial density economies, construayeatiding the cost effects from
marginal increases in both customer numbers amicsesirea size to economies of
volume ... falls short of one.” That is, if

gSize = gCY + gCN + gCS < 1

This is the inverse of RobertRs.

As with Roberts’ measures, those used by Torresofrigbn Paul incorporate the
effects of both the production stage and the tstion stage of water supply but they
do not assume constant returns to scale in wabeluption.

Whatever the precise measures used, it is cleait isamportant to bring out in any
analysis of distribution the different cost effeofs/olume expansion, increase in
number of connections and increase in service arghin any discussion about scale

effects, to be clear about which dimension, or disi@ns, are under consideration.

c. Separating distribution from production using production/cost functions
A key issue in the economic analysis of water sypohow best to bring out the
distinctive features of water distribution. Amoings$e using production and/or cost
functions, two broad approaches can be identifietié literature:
(a) Model water supply as a single activity butlude variables intended to pick up
distribution effects, such as miles of pipes (KinCéark (1988)), number of
connections (Stone & Webster (2004)), or serviea &forres & Morrison Paul
(2006)). It would also be possible to use some asig of these, such as

connections/mile of pipe or connections/servicaare. measures of density,
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although this is not done directly in the studiesntioned. The main problem with
this approach is that it may fail to expose fulig distinctive economics of the
distribution stage.
(b) Develop a two stage model of production andbypeither based on network
costs (Clark & Stevie (1981)) or on a two stagedpation function — e.g. Roberts
(1986) and Thompson (1997) for electricity supfplyncombe & Yinger (1993) for
fire protection, with distribution effects beingelctly identified in the second stage.
The main problem here is how to deal with the situmaif the two stages are not
separable (in the formal economic seffde)

Evidently, some care is needed in developing aymtah or cost function specification

for estimating scale economies in water supply.

d. Specifying functional form

Having selected an approach, the question of spatdn arises. Whereas in early
empirical work on industrial production, the stagtiipoint might have been a
specification of the production function (commottig Cobb-Douglas) from which a
cost function would then be derivVéd recent work has tended to specify the production
function only in a very general form, proceedingrthio a flexible form (e.g. translog)
specification of the cost function. The dualityweén the cost function and the
production function still allows the parametersraérest to be estimated, while the
flexible form specification avoids unnecessarilgtretive assumptions about the form
of the production function (such as the impliednieBon of the Cobb-Douglas that all
elasticities of substitution are equal to 1), leavihe data (as it were) to speak for itself.
The arguments for using a flexible form cost fumetare indeed attractive. There are,
however, some counter-arguments, some generaltagglication, some specific to

application to water supply.

As regards the general limitations of flexible fofumctions, Chambers (1988) draws
attention,inter alia, to two (see pp.174-179): (a) “Perhaps more ssriban the above
is the fact that generalized quadratic forms (#hg.generalised Leontief, the translog,
and the quadratic mean of orgidrare very inflexible in representing separable
technologies.” (b) “Even if flexible forms are nasstrictive, their ability to approximate

arbitrary technologies is limited. The notions ppeoximation relied upon are local in

124 Seesection 3(d)for a fuller discussion.
125 see for example Nerlove’s study of economies afesin the US electric power industry, as described
by Greene (2003), pp.124-127.

235



nature: either a point approximation to the functigradient and Hessian or a second-

order Taylor series expansion. Neither are trubpgl, and approximations based on

them cannot be exact for a wide range of obsematicChambers concludes:

“The best way of interpreting these caveats anddimns is that the main
attraction of flexible forms does not lie in thability to closely approximate
arbitrary technologies. They simply do not have firioperty. Therefore, it is
probably counterproductive to think of a genenagdr form in terms of
approximating the unknown, but true, structure hegtit seems more
productive to recognize that estimation requiresgbecification of some
functional form. In a classical statistical sersgecifying a functional form in
empirical analysis is tantamount to an assumptanthe underlying
technologies are wholly consistent with that fofitherefore, the most likely
contribution of the flexible forms lies not in th@pproximation properties but
in the fact that they apparently place far fewstrietions prior to estimation
than the more traditional Leontief, Cobb-Douglas] £ES technologies. In
most instances, they let measures like the elgsti€isize and elasticities of
substitution depend on the data. Hence, they canaaioss the sample and
need not be parametric as they are for the modéitaal forms. [But] ... one
should not expect more of them than they are cepafgiving.”

As regards application to water supply, if the enurt characteristics of water

distribution are rather different from those of eradicquisition and treatment, trying to

represent both activities in a single function, thiee flexible or not, may obscure

features of interest. If the two activities areatezl separately, the question then arises

how to bring them together. The algebra involvedambining two flexible form

specifications is daunting, and adoption of somg#er specification may be necessary

for reasons of tractability.

e. Other issues

A number of other more detailed points emerge ftioensurveyed literature:

Multiple outputs How important is it to distinguish between difat types of

outputs, e.g. residential/non-residential (Kim &a{(1988)), water
supply/sewerage (Stone & Webster (2004), Saal &d?4R005))?

Treatment of leakag&hould this be treated as an output (Garcia &iéd®
(2001), Stone & Webster (2004)) or as part of distion cost?

Effect of densityls the favourable effect of increasing densityersed at
very high densities (Saal & Parker (2005))? Shalgdsity be modeled as
declining away from urban centers (Clark & Stewi8g§1))?

Treatment of capital costslow should the long-lasting nature of most water

assets be reflected in the analysis — by treatingesassets as quasi-fixed
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(Torres & Morrison Paul (2006)) or by making sepeushort run and long
run estimates (Stone & Webster (2004))?

2 Aggregation problemsThe theoretical models tend to assume a system
consisting of a treatment works with associatettidigtion system.
However, particularly in England & Wales, water ganies serve quite
large areas encompassing many largely indepengsteinss. There is thus a
guestion about how to adapt the models, or the tataflect this reality.

This review of the literature has thus producedlzstantial list of issues that need to be

confronted, if not overcome, in developing our capproach irChapter Ill .
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Appendix C

ASSET VALUES FOR WATER COMPANIES IN ENGLAND &

WALES

Two different asset values for water companiesasetiable from Ofwat data:

Requlatory Capital Value (RCVThis is a value established by Ofwat,

deriving from the companies’ opening balance shatpsivatisation,
adjusted year by year subsequently for new investiiadter depreciation)
and a “capital efficiency” factor. The resulting R@rovides the base for
the rate of return on capital allowed by Ofwattsxquinquennial price
reviews. This value covers all the companies’ @iy that are subject to
Ofwat regulation and is not further sub-dividedif¢.g.) a water supply
RCV and a sewerage RCV. In the June Returns, QR@&3a), RCV is
included in Table C (line 8) of the Board Overvisgction. It also features
in Ofwat’s annual report on the companies’ finahperformance — e.g.
Ofwat (2003c), Table 9, p.28.

Gross Replacement Cost (GRC) (also sometimes eeftoras Modern

Equivalent Asset (MEA) value)-or water service assets, this is reported in

the first four columns of Table 25 of the June R&tya similar analysis for
the sewerage assets of WaSCs appears in furthenoslof Table 25). Each
year the opening balance is adjusted for inflattbgposals and additions
during the year, and any adjustments arising filoencurrent Asset
Management Plan. Depreciation is then subtractgiveothe end-year
balance. This value provides the base for capigahtenance charges (incl.
depreciation) as recorded in Table 21 of the JugtarRs. The GRC value of
water supply assets is sub-divided between:

o Water service infrastructure assets;

o Water service operational assets; and

o0 Water service other tangible assets.

The definitions of “infrastructure assets” and “od®nal assets” in the
Ofwat guidance notes state:

“Infrastructure assetscover the following: underground systems of mains

and sewers, impounding and pumped raw storagevmserdams, sludge
pipelines and sea outfalls.”
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“Operational assetscover the following: intake works, pumping statpn

treatment works, boreholes, operational land, effjalepots, workshops, etc
Thus the former include some assets related torvaatpiisition (e.g. dams
and reservoirs) although the majority relate toawdistribution (e.g. mains),

while the latter relate almost entirely to wateguaisition and treatment:

As GRC values are typically five or more timesagé as RCV, there is a real question
which to use in economic analysis of water compativities, when a capital value is
required. Fortunately, despite the big differencealues, the two measures are closely
correlated (Se€igure C.1), so that when all that is required is an indexayital value
which is consistent across companies, as in afgostion, either can be used.

Similarly, the cost of capital (allowed rate ofuet plus capital maintenance) can be

expressed as a percentage of either value.

RCV vs GRC
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Figure C.1: RCV relative to GRC asset values for wir companies in England &

Wales

As RCV is used by Ofwat in determining allowed sabé return, it seems preferable to
use RCV in the cost functions analysecimapters IV andV. However, this requires a
method to estimate the proportion of RCV attriblgab water production and water
distribution respectively (and excluding the pdttilautable to sewerage and sewage
treatment in the case of WaSCs). For this purpmse]location based on GRC values
was developed. The steps in the allocation proaeststed below and the resulting
figures are set out ihable C.1
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« Step 1 Take GRC value of Water Operational Assets andaadallocation
of Water Infrastructure Assets attributable to wat®@duction, based on
infrastructure renewals expenditure as recordelRifTable 21. This gives
the GRC value of assets used in water produc@).

« Step 2 Take GRC value of Water Infrastructure Assets sufatract the
amount allocated in Step 1 to water productionsTves the GRC value of
assets used in water distributidgBKp).

« Step 3 (For WaSCs) Take the GRC value of Sewerage and&e
Treatment Assets3Ks).

« Step 4 Take RCV figures (for all services) from JR Bo&rderview, Table

C and calculate amounts attributable to water prtdo and distribution as:

K_T=&.RCV
TotalGRC

0 K_D:&_R Vv
TotalGRC

The return on the regulatory value of capital ergptbby the water companies in 2002-
2003, taken from Ofwat (2003c), Table 9, p.28,iv&q in the table below:
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Company

Regulatory capital value

Return on capital

(Em) employed (%)
WaSCs
Anglian 3935.7 4.9
Dwr Cymru (Welsh 2246.4 4.6
Water)
Northumbrian 2112.9 4.7
Severn Trent 4270.9 6.4
South West 1550.9 6.3
Southern 2132.1 6.0
Thames 4668.8 6.5
United Utilities (N West 4948.0 5.5
Water)
Wessex 1416.4 6.9
Yorkshire 2837.4 6.3
WOCs
Bournemouth & W Hants 96.2 6.3
Bristol 176.0 7.9
Cambridge 41.3 9.2
Dee Valley 43.3 7.0
Folkestone & Dover 43.7 9.5
Mid Kent 159.9 5.9
Portsmouth 90.1 8.7
South East 422.6 6.9
South Staffs 138.7 8.5
Sutton & E Surrey 104.6 10.1
Tendring Hundred 50.7 8.0
Three Valleys 519.9 6.2

References

Ofwat (2003a)Water Company June Returns for 2002-2003

Ofwat (2003c)inancial performance and expenditure of the watmnpanies in
England & Wales, 2002-2003 report
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Company Gross Replacement Cost (Em) Regulatory Capital Vaki
Accro (Em)
Water Water Other S&ST Total Water Infr GKt GKp Total K_T K_D
Op Infr water Assets (all Adjustment (all
Assets | Assets | assets services) services)
WOCS
BWH 177 414 7 0 598 0 177 414 95.99 28.41 66.45
BRL 473 1243 5 0 1721 128 601 1115 183.13 63.95 118.65
CAM 52 262 14 0 328 0 52 262 41.89 6.64 33.46
DVW 96 207 6 0 309 3 99 204 44.5 14.26 29.38
FLK 56 154 4 0 214 0 56 154 46.98 12.29 33.81
MKT 168 542 19 0 729 24 192 518 166.29 43.80 118.16
PRT 133 484 7 0 624 0 133 484 91.14 19.43 70.69
MSE 666 1644 24 0 2334 52 718 1592 434.77 133.75 296.55
SST 240 1035 41 0 1316 4 244 1031 146.37 27.14 114.67
SES 199 483 14 0 696 0 199 483 110.63 31.63 76.77
THD 68 141 7 0 216 0 68 141 51.06 16.07 33.33
TVN 813 2295 43 0 3151 0 813 2295 526.06 135.73 383.15
WASCS
ANH 1394 4715 266 13123 19498 20 1414 4695 | 4032.26 292.42 970.94
WSH 1268 4812 113 7988 14181 110 1378 4702 | 2362.26 229.55 783.26
YKY 1843 6637 150 11266 19896 2328 4171 4309 [ 2957.12 619.93 640.44
NES 1627 4563 105 6130 12425 312 1939 4251 [ 2171.06 338.81 742.79
SWT 695 2174 59 3896 6824 121 816 2053 | 1630.32 194.95 490.48
SVT 1749 6480 248 16874 25351 308 2057 6172 | 4396.96 356.77 | 1070.49
SRN 854 2570 114 9726 13264 544 1398 2026 | 2191.84 231.02 334.79
T™MS 2555 7053 161 31277 41046 356 2911 6697 | 4777.62 338.83 779.51
NWT 2719 11006 295 23596 37616 2259 4978 8747 | 5156.59 682.41 | 1199.08
WSX 499 2020 31 7163 9713 38 537 1982 1474.4 81.51 300.86

Table C.1: Derivation of capital values for water ompanies in England & Wales, 2002-2003
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Appendix D

COMPONENTS OF WATER DELIVERED

Distribution input (100%)
Distribution system Customers installations
Water delivered and billed Unbilled water
Measured Measured Unmeasured Unmeasured | Taken legally| Taken
Households Non-households Households Non-households  (0.6%) illegally
(8.3%) (41.7%) (37.8%) (0.9%) (0.0%)
Billed measured (50.0%) Billed unmeasured (38.6%)
Water not delivered Water delivered to customers (89.3%)
Distribution | Distribution | Underground Plumbing Customer use
system losses supply pipe losses
operational use (10.0%) losses
(0.7%) Total leakage (14.1%) Consumption (84.6%)

[Source Adapted from Ofwat guidance notes relating tol&dl® of the June Returns. The % figures are téaken Table 10 of the Bournemouth &
West Hants Water Co June Return for 2003 and sHmuteégarded as indicative rather than represeathti
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Appendix E

COMPANY LEVEL ESTIMATES OF RETURNS TO SCALE IN
WATER PRODUCTION (ENGLAND & WALEYS)

a. Introduction

Although not directly relevant to the purposeshi$ thesis as it is unlikely that a
company level analysis will throw much light ontkhent level effects, it is of some
interest to use the methods describe@Gapter IV to estimate returns to scale at
company level for the water companies in England/&es which report to Ofwat.

This is what is done in this Appendix: Note that #nalysis here is for water production

only; distribution is not included.

b. Data issues

The source for the data on the water companiesigtalad & Wales is described in
Appendix A. For the analyses reported in this Appendix, é@t2002/3 were
assembled covering the water supply operationseol® WoCs and the 10 WaSCs that
made June Returns to Ofwat in 2003. Some basicefsgean be found in the tables in
Chapter Il together with a key to the company acronyihables E.1AandE.1B

below show the data used in the regressions. bettablesyCPis variable cost of

production,CMP is capital maintenance coBCP is financing cost® andTCPis total
cost.K_P is the regulatory value of each company’s assetd s water production —

the derivation of these figures is set ouRppendix C. Note also that although there
are some imports and exports of bulk water betveeempanies, these are mainly of
untreated water, so that the quantity put intoridistion by each compan®@pl) is a
good measure of the quantity treated by that compEme other variables in the tables
are number of treatment workBN), proportion of surface wate8p), resource
pumping headHR) and proportion of water treated to leveM4P).

126 Taken here to be equal to the return on capitpleyed for each company as reported in the Ofwat
financial performance report for 2002/03 (#gmendix C) times the regulatory value of water

production assets forl(_P ).
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Com | VCP | CMP | FCP | TCP K_p QDI T SP PHR | W4P
p?zr;y (Em) | (Em) | (Em) | £000 (Em) (Ml/d) | N | (prop) | (m) | prop
BWH 4082 | 3889 |1811| 9782 | 2875| 1576| 7| 0.838) 45.0 0.834
BRL | 12679 | 8.832 |5.067 | 26578 | 6414 | 291.3 | 23| 0.868 354 0.991
CAM 1.635 | 0.386 | 0.638 | 2.659 6.94 | 73.2 | 14| 0.000f 304 0.061
DVW 128
2.909 1.718 | 1.018 | 5.645| 1454| 695 | 9 | 0.936 | 72.8 | 0.370
FLK 2343 | 1.600|1.190| 5133| 1253 | 495 | 18| 0.000f 919 0.420
MKT 6.004 | 2.851|2.653| 11508 | 4497 | 140.7 | 29| 0.115] 39.5 0.118
PRT 3.888 | 1.135|1.710| 6.733| 1965| 177.2 | 20| 0.130] 33.7 0.000
MSE | 12.089| 5.710|9.325| 27.124 | 135.14 | 355.2 | 65| 0.302] 425 0.547
SST 7.756 | 5.592 | 2381 | 15729 | =28.01| 330.9 | 29| 0.574] 48.0 0.648
SES 7.013 | 3.304|3.260| 13577 | 3228 | 159.9 | 11| 0.145 779 0.937
THD 1.627 | 1.212|1.329| 4.168| 16.61| 30.1 2| 0.139] 74.0 0.139
TVW | 19.831 | 25502 | 8.532 | 53.865| 137.61| 796.0 | 99| 0448 174 0.616
Table E.1A: Key data for WoCs used in this Appendix
Com | VCP | CMP | FCP | TCP K_p QDI TN SP PH W4P
pany’ | (Em) | (Em) | (Em) | (Em) (Em) (MI/d) (prop) (R) prop
m
ANH | 3566 | 46.09 | 14.52 | 96.27 206.4 | 1150 | 143| 0.488 91.2 0.640
WSH | 39.19 | 32.25 | 10.64 | 82.08 231.4 | 883 105| 0.963| 79.8 0.125
YKY | 39.91 | 5347 |29.36 | 122.74 | 624.6 | 1299 90 | 0.787| 99.0 0.352
NNE | 4437 | 21.85 | 23.01 | 89.23 359.6 | 1201 67 | 0.897| 47.6 0.439
SWT | 16.90 | 11.02 | 12.39 | 40.31 196.6 | 447 40 | 0.897| 43.4 0.446
SVT 56.00 | 55.10 | 21.62 | 132.72 | 360.3 | 1958 | 173| 0.680] 56.3 0.47p
SRN | 16.03 | 28.78 | 15.15 | 59.96 233.0| 595 102 | 0.296| 28.3 0.459
TMS | 53.60 | 6420 | 18.71 | 136.51 | 340.2 | 2804 99 | 0.781] 37.8 0.862
NWT | 42.84 | 61.89 |50.15 | 154.87 | 726.8| 1952 | 137| 0.915 33.6 0.27f
WSX | 9.20 11.05 | 5.15 | 25.40 81.8| 368 119| 0.260 28.8 0.166

Table E.1B: Key data for WaSCs used in this Appendi

c. Specification and results

Based on (4.8) i€hapter IV, the specification adopted here is:

INVCP=a, +a,InQP+a,(InQP)2 +a,InK, +a, In(L+ SP) +a, In PHR+ a, In(1+W4P)
... (E.1)

The results obtained are shownTiable E.2

127 Eor key to company acronyms, Skables 3.1Aand3.1Bin Chapter Il .
128 The June Return gives 11 but it was found th&ttBese relate to supplies from another company.
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Coefficents All companies 10 WaSCs 12 WOCs
With without With without With without
(InQPY (InQPY (InQPY
ap (Const) | -3.996*** | -3.279***| -23.71** | -2,.966** | -3.384 -3.245*
S.E. 1.135 0.510 5.394 0.777 1.936 1.375
a1 (INQP) 0.820 0.592%** | 7 226*** 0.723 0.621 0.547**
S.E. 0.336 0.096 1.688 0.162 0.680 0.162
a2 (INQP)* -0.020 Dropped| -0.460** Dropped -0.008 Dropped
S.E. 0.028 0.119 0.074
az(In K_p ) | 0.279** | 0.279** | -0.270* -0.044 0.387** | 0.380**
S.E. 0.086 0.085 0.099 0.168 0.133 0.110
a4 (IN1+SP -0.133 0.142 1.021*** 0.826 -0.051 -0.047
S.E. 0.234 0.230 0.225 0.463 0.320 0.291
as (INPHR) 0.247** 0.223** 0.075 0.308* 0.181 0.192
S.E. 0.104 0.096 0.088 0.137 0.262 0.224
g 0.186 0.211 0.126 -0.039 0.315 0.306
(In1+wW4B
S.E. 0.229 0.222 0.227 0.472 0.459 0.413
R’ 0.9809 0.9802 0.9939 0.9634 0.9718 0.9718

Table E.2: Regression results, water production, @fat data, using (E.1)
(Significance levels: *** = 1%; ** = 5%; * = 10%; r elative to 1 fora,)

Looking at the first (“All companies”) columns @&ble E.2 there is some evidence of
scale economies in that the coefficient o@fs less than 1 (but not significant), while

the coefficient on IrIK_P is also less than 1 (and significantly so). Dropptime (IrQP)?
term gives a much stronger indication: using thati@nships fronChapter 1V,
section 1 (a)for returns to scale givd®TS = 1.69 andRTS = 1.22. However, these

values seem very high. Pumping head is found te basignificant effect on costs but

surface water proportion and treatment to levelafygarently do not.

To test for difference between WaSCs and WoCs, & \lanmy was tried but found

not to be significant. However, running (E.1) foaBCs and WoCs separately produced
the rather striking differences shown in the secamd third pairs of columns dfable

E.2. Of course, the number of degrees of freedomeasdhegressions has become
extremely small, but the results nevertheless gdedandicate some important difference
between WaSCs and WoCs. Whereas the coefficien®Wé&&s are roughly as might be
expected, those for WaSCs look distinctly odd (#redimplied returns to scale are

again high, e.g. if the (@P)? term is dropped, then for WOGT S = 1.83 andRTS =

1.13 while for WaSCRTS = 1.38 andRTS = 1.44). With WaSCs there is also a switch

in the sign on I ,, . It is not obvious why this should be so. One s is a
systematic difference in accounting treatment &pital assets as between WoCs and
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WaSCs although adherence to Ofwat guidance shdwi@te this. Another possibility
is that the controls do not adequately deal withfitt that WoCs are about twice as
reliant as WaSCs on groundwater from boreholes (6d&tpared with 33%%° To test
whether average works size might have an effect) (ias re-run with an additional

term in IATN (number of worksy° but this was found not to be significant (although

positive), either for all companies or for WaSCd &vioCs separately.

An alternative specification, based on (4.2Cmapter 1V, treating water production
capital as variable rather than quasi-fixed, is:

INTCP=a,+a,InQP+a,(INQP)* +a,In(d+1) +a,In(1+ SP

(E.2)
+a,InPHR+ a4 In(1+W4P)

Here the dependent variable is the full cost olewptoduction
(TCP=VCP+CMP+ FCP) andd andrt together make up the cost of capital

(5: CKEP;T = FKEP] . The results obtained using (E.2) are showhahle E.3
P P
Coefficents All companies 10 WaSCs 12 WOCs
With without With without With without
(INQPY (INQPY (InQPY
ap (Const) -3.428* - -19.28* | -3.272** 0.888 -3.291
4.193***
S.E. 1.924 0.958 9.41 1.470 2.728 3.051
az (INQP) 0.705 0.967 6.015* 0.938 -1.691 0.799

S.E. 0.572 0.071 2.965 0.174 0.989 0.288

oz (INQP)° 0.022 Dropped -0.373 Dropped  0.260*  Dropped

SE.| 0049 0.218 0.101
as(Iné+t) | -0.307 | -0.276 | -0.129| -0.438  -0.698 -0.37L
SE| 0.322] 0307 0.375]  0.401 0.406]  0.537
a (IN1+SP | 0.134 0.127 -0.065 | -0.442 0.140 -0.070L
SE| 0401] 0.391 0.614]  0.699 0.463]  0.634
as(INPHR) | 0.268 | 0.297* | -0.024 0.190 0.419 0.164
SE| 0173] 0.157 0.178]  0.155 0.362]  0.484
o6 0.362 0.310 -0.130 | -0.357 1.017 1.116
(In1+W4P
S.E 0.456]  0.431 0.461]  0.539 0.708]  0.984
R? 0.9534 | 0.9528| 0.9738] 00482  0.9504  0.8846

Table E.3: Regression results, water production, Gfat data, using (4.12)
(Significance levels: *** = 1%; ** = 5%; * = 10%; r elative to 1 fora,)

129 Thus, among the WoCs, Cambridge (CAM) operateg lbooteholes and Portsmouth (PRT) has 19
boreholes out of 20 sources; on the other handeBtine (FLK) which also only operates boreholes ha
relatively high capital maintenance charges.

130 The number of reported works ranges from 2 for Tid273 for SVT.
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As can be seen, the coefficients obtained herenagtly not significant, and dropping

the (IMQP)? term does not improve matters. However, the rettorscale in water

production indicated now appear more reasonable Rt = 1.03 for all companies,
RTS = 1.25 for WOCs an®TS = 1.07 for WaSCs.

A summary of these results, including those when(fQP)? term is included,
evaluated aQP = 1055 Ml/day (average value for WaSCs) = 220 Ml/day

(average value for WoCs), is shownTiable E.4. A value greater than 1 suggests scale

economies, a value less than 1 diseconomies (aahlia less than 0 is invalid).

Although a rather wide range of values emergeseivalculated without the term in

(INQP)? are consistently greater than 1, suggesting kieaetprobably are economies of

scale in water production at company level in Endl& Wales.

RTSs RTS.
With | Without With | Without
(INQPY (InQPY

Using (E.1
All Cos (evaluated atQP = 1055 Ml/day) 1.47 1.69 1.06 1.22
WaSCs (evaluated aQP = 1055 Ml/day) 0.25 1.38 0.34 1.44
All Cos (evaluated atQP = 220 Ml/day) 1.40 1.69 1.01 1.22
WoCs (evaluated atQP = 220 Ml/day) 1.73 1.83 1.06 1.13
Using (E.2
All Cos (evaluated atQP = 1055 Ml/day) 1.17 1.03
WaSCs (evaluated aQP = 1055 Ml/day) 0.29 1.07
All Cos (evaluated atQP = 220 Ml/day) 1.21
WoCs (evaluated atQP = 220 Ml/day) -3.46 1.25

Table E.4: Company level returns to scale indicatedsing (4.11) and (4.12) and
Ofwat data
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Appendix F
SIMPLIFIED MODELS OF WATER DISTRIBUTION

The water distribution system of any settlementiseto be a reflection of history and
local geography rather than technical or econormptorazation, making generalization
difficult. However, by constructing simple modelsdistribution systems, some results
can be derived which can be used to help guiderarapinvestigation. Having regard
to the data to be used, the model developmentderssboth capital and operating
costs. The key questions on which the models asiguled to shed some light are how
these cost elements vary with water usage per ggemeimber of connected properties
and size of service area. To explore these questtomodel of distribution costs is
developed first for a linear settlement, and tr@rafsquare settlement. These models
indicate,inter alia, that the distribution cost per litre of water danexpected to
increase as the size of the service area incretsisis essentially because as the
service area increases, the average distance ¢weln water must be delivered also
increases. However, higher density of demand, venethe to more connected
properties per hectare or higher usage per propelitiend to offset this effect, to an

extent that depends on the relative size of thewuarcost parameters.

a. Linear settlement

T12 3 .. n

A
v

Figure F.1: The linear settlement

Figure F.1shows a linear settlement of lengthith n properties, which are equally
distributed along the settlement. Each propertpimected to a feeder pipe which runs
the length of the settlement. Water is pumped ftioenpointT and each property is

assumed to consumeunits of water per annum.

We start with annualapital costgcapital maintenangalusreturn on capital) which we
suppose to be linearly related to two componenth@tystem: the feeder pipe, with
costsm; per unit length, and the connection with aostper connected property.

Hence, annual capital costs are given in this bgse
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CMD =I.m; +nm, (F.1)

And the capital maintenance cost per unit volunmdohg by the volume of water

used,n.w) will be:

ACMD = = m, + (F.2)
_W n I’T]c ....................... .

which can be expressed in terms of property dersity n/l) as

acmo=2 e | (F.3)
w| d

From (F.3) it may be seen that in this model capitats show constant returns to scale
with respect to the number of properties conne(edsity held constant) but that
higher property density or higher usage per prgdedds to savings in this average
cost. (In the linear case, property density cay belmeasured as properties/km of
mains; in the square settlement case below, amattee measure, properties/sq.km of

service area, is also available.)

Turning tooperating costsit is likely that some part of these will also tedated to

length of pipes and number of connections — theses@re denoted lzy andc,
respectively - but in addition there will be volumetated costs, notably pumping costs.
To model pumping costs, we suppose that waterngped directly into distribution

from the point T and that pumping cospisper unit volume per unit distance of feeder

pipe.

For a linear settlement, using this technology,uahpumping costs will then be:
pf.l—.w(1+2+3+...+n)=%pf.W.I.n LB (F.4)
n

Adding in the part of operating costs relatedl amdn, and dividing byn.w then gives

an expression for average operating cost per ohinve:

l.c
AVCDZE(—f+ch+£pf.I e (FB)
wl n 2
which can be expressed in terms of property dedsaty.
1(C 1 n
AVCD=—| —+c, |[+=p; — P (o &

4 1 1
131 Using the approximatiori n= 5 n(n+1) = 5 n? for largen.
1
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From this latter expression, it can be seen thataae distribution operating cost is
increasing in the number of connected propertiéglbareasing in property density and

usage per property.

The effect of bringing capital and operating cdstgether for a linear settlement using
(F.3) and (F.6) is illustrated figures F.2 and F.3below:

AC AC

Figure F.2: Relationship between Figure F.3: Relationship between
average distribution cost and number average distribution cost and
of properties (linear settlement property density (linear settlement)

Figure F.2 shows how, in this model, increasing settlemerd gzore properties,
density and usage held constant) results in higherage water distribution costs
because more water has to be pumped over greatancés. There is thus a
diseconomy related to settlement size. This diseegymmay not be very great if
pumping costg) is low but even if pumping cost is zero, there ap scale economies,

only constant returns to scale.

Figure F.3 however shows how a more compact settlement (higioperty density)
results in savings in both mains costs and pumeasgs per unit volume. It seems

natural to call this effeaensity economie§?

132 A different definition is offered by Stone & Websi(2004) p.16 “The scale expansion of a water
service firm is most appropriately defined by tkpansion of throughput (volumes) and customers
served (connections) ... Economies of production ile(IPD) inform us as to the relationship between
costs and production, when holding the number sfaaers or connections constant. Economies of
customer density (ECD) inform us as to the relaiom between costs and scale when the number of
customers is not held constant.” This formulatiomvbver seems to miss the important effect on afsts
differences in density (properties/hectare), wbdeflating water treatment and distribution.
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Next, we may note that pumping costs can be requaéd this technology, by locating
the supply poinT within the community. In fact, pumping costs canhalved by
relocatingT to the midpoint of. We will make use of this point in the next sectiut

it does not alter the fundamentals of the situasisexpressed iigures F.2 and F.3

above.

A different perspective on pumping costs emergageisuppose that water for
distribution is pumped into a water towerTaand then fed by gravity along the feeder
pipe to then properties in the linear community. In this cgaanping costs reduce to
n.w.p — wherep; is the cost of pumping one unit of water into tiver. In this case,
average cost is unaffected by population sizegfgiven density) but there is still a

density economy as the cost of the feeder pippreasl over a larger volume of water.

In practice, pumping costs are likely to lie somevehbetween the two cases outlined
above. Most communities rely to a large extent @vity feed from water towers or
service reservoirs but the number and/or size cif $acilities is likely to be related to
the size of the community because of factors sadbss of pressure in the distribution
system, and some distribution pumping is stillljik® be required. In urban areas, the
cost of getting water to high rise buildings may &ol distribution costs.

b. Square settlement

Sy > ;)%)/Sn Si3

T U 2l

Figure F.4: The square settlement

252



For greater realism, we need a two-dimensional mexaFigure F.4shows a square
settlementThis may seem at first an odd case to investigatét follows naturally

from the linear case; nor is it particularly unrs@ét given that many urban settlements
are built on a grid pattetff (and qualitatively similar results can be obtainsihg a
circular model.) The settlement is divided intaidrigular sectors (water supply areas).
Each sector contains a main supply pipe from thietJoat the center of the settlement
and a number of “street§ along each of which runs a feeder pipe to whidperties
are connected. Each street can then be viewetiremaa settlement. If the side of the
settlement measur@g then, in each segment of the settlement the heoigthe main
supply pipe fromT will be | and the length of the longest straetProperties are
assumed to be equally distributed along each stitdbe same rats in the linear
settlement, i.en properties per lengthof street. The streets are also assumed to be at a
distancd/n apart; there are therefonestreets in each segment. (Evidently, different
assumptions could be made, which would complidaeatithmetic without affecting
the general character of the results.)

For capital coststhere are three parts of the infrastructure tester: the main supply
pipe, the feeder pipes and the connections. Caicnlahows that the total length of the
streets in each triangular sector is approximatdignd the number of propertiesns
(and the density of properties is therefofd?). If the capital cost per unit length of the
main supply pipe ism, it then follows (other symbols as in the lineettlement case)

that infrastructure costs per sector are given by:

CMD=I.m, +lnm, +n°m, ... (F.7)

Foroperating costsusing the direct pumping technology, the pumpmosts that need
to be assessed include both the cost of pumpimgpdle feeder pipes in each street and
the cost of pumping along the main supply pipe.séhean be shown to amount

respectively to approximatéefi} wi (?l)’ n? + nj P, and% p,wl.n?per sectarwherepy, is

unit pumping cost in the main supply pipe.

133 Reflected in the use of rectilinear (“Manhattaniytances as one of the standard approaches in the

facilities location literature — see, for examptanseret al (1983), p. 227-8.

: n 1
134 Using the approximatiorE n = o (2n*+3n+1 = 3 n® for largen.
1
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To allow for the likelihood that there will also le&ements of operating costs related to

the length of pipes and the number of connectifumjer terms|. c_,n.l.c, andn’c,

may be addedAdding these to pumping costs, leads to an exmeder distribution

operating costs per sector:

VCD=Ic, +lnc, +n’c, +wl [%nz + nj P +§W.I.n2 Pri e (F.8)

Putting (F.7) and (F.8) together gives an expresiiothe total cost of distribution:
TCD=I(m, +c,)+I.n(m; +c,)+n*(m, +c.)+wl .n[%n +1j p; +wl n[% nj P

(F.9)

To inform empirical work, it is helpful to adaptetlexpression (F.9) to use quantities
likely to be observed in practice. Thus the nundferoperties servedy = n ; the size
of the service ared = % and the length of mains (including both main &etler
pipes),M = I(n + 1). While bothA andM provide a measure of the area served, it is
likely in practice to be preferable to ugle(where data on length of mains is available)
because very often parts of the area measurédvialf be unoccupied or unserviced.
Further simplification is possible by treating frécesm, ¢ andp as constants and
assuming that:

(m,+c,)=(m, +c;)=a,

(m +c)=a,

Pt = Pn =03
Proceeding in this way leads to:

TCD=a,M +a,N+a,wMJN (F.10)
UsingA rather tharM, assuming no unoccupied or unserviced land) ttpsession
would be:

TCD=a,VA@L++N) +a,N +a,wNVA e (F1D)

It may be noted that (F.11) shows distribution sastthis model to be a function of
average water usage)( the number of properties servéd) @nd service ared\]. This
Is consistent with distribution output being a ftioe of these same variables, as was

found inSection 3above. However, it differs in thatN (total consumption) does not
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enter into the relationship in a simple multiplicatway and we now have a linear

combination of terms.

Some further insight can be obtained by examirtiegpartial derivatives of (F.10) with
respect to usage per propenty),(number of connected properti®§ @nd length of
mains M). The precise form of these partial derivativea consequence of the
particularities of the model but — see derivatiomhieAnnex to thisAppendix —it is
possible to make some assessment of their likelgaaf values and the implications of

these for economies of scale, as shownahle F.1below.

Elasticity Likely range Implication for economies of scale
gw O<g, <1 Economies of scale ww, givenN andM.
N O<g, <1 Economies of scale wN, givenw andM.
em O<g, <1 Economies of scale wi, givenw andN.
gs=¢en t+ &m 0<e <2 Could be economies or diseconomies
depending on values ef and gy
€ -1<¢g, <0 There are density economies

Table F.1: Signs of partial derivatives (Square sdement, using length of mains)

If the square settlement model has succeeded iaseqmting something of the real
economics of water distribution systems, thesdlegeneral effects that one might

expect to observe empirically.

As a further refinement, visual inspectionFoadure F.4 suggests that distribution costs
would be reduced if water were pumped from T* rathan T. In fact, on the same

assumptions as above, the cost of pumping alonméie supply pipe is approximately
halved (other costs are not affected). Whetherishilse most economic solution overall
will depend on the extent of economies of scaleater treatment. Unless the saving in

production costs with a single treatment plant wipacity4n’ compared with 4 plants
of capacityn? is more than this difference in pumping costs,4>e§w.l.n2 P, it will

be more economic to have 4 smaller treatment planéded at the edges of the
settlement (at points such &8) rather than one large works at a central locafltis
is an example of the kind of trade-off that we hope empirical work will throw light

on.
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Turning to the case where the water supply is puhtpea tower and then distributed by
gravity, the pumping cost simplifies tan® (water usage) »p; (unit pumping cost), so
that distribution cost is now less affected bydlse of the service area (although it
should be noted that this result takes no accdudifferences in the cost of providing

water towers for settlements of different sizes).

A further comment worth making at this point isttlable F.1shows that in the square
settlement model the elasticity of distributiontoagh respect to number of properties
en is less than 1 whereas if water distribution cestee to be modeled as commuting

costs are in Arnott (1979 would be greater than 1.

c. How close to reality is this model?

Apart from identifying the likely drivers of disbution costs, one useful outcome of the
development of this model is the derivation of estpgons as to the strength of scale
elasticities with respect to water usage per ptgpaumbers of properties and length of
mains. However, these results have been modelsdroite areas which are fully
occupied with properties at a uniform density.dality it is more likely that densities
will tend to decline away from the centre of eaettlement (with suburbanization, for
example) and that service areas may include sesetiééments with perhaps quite large
more or less unoccupied space in between settlsmégnoccupied space is reasonably
addressed by the use of length of mains in plageofiraphical area but the other
issues raise questions about how reliable a ghelenbdels will prove to be when

confronted with real data.

To examine the effect of a suburban fringe, a mediversion of the square settlement
pictured inFigure F.4 was considered. The length of the side of thereqwas
increased by a factér(k > 1), and the distance between properties andtstie the
added area was assumed td.kf , i.e. less dense than in the central square where
these distances alf@™*°. The effect on the expression for total distribnttosts
previously obtained can be derived by calculathese costs for the larger less dense
square and then substituting the previous resulise central aredhe new expression,

which can be compared with (F.9) above, is:

135 Attempts to find a more elegant representatiodeafining density, e.g. by having the distance
between streets and houses increase by a factdk)(at each step led to expressions more difficult to
interpret than (F.11).
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2 _ 2 _
TCD = Lk(m_ +c.) +|.n(k+Tklj(mf v, )+ n2(2kk—21}(mc +c,)

1 k}(n+3)+k*(n+3)-3k—-n 2 nk®+nk*-n
+§w.l.n 2 P, +5w.l.n — P,

(F.12)

Adopting the same constants as in (F.10) leads to:

. a{Lk N n(kz’ka‘lﬂ . az{nz[Zkk:— 1]} +awnl {(k +1)(n+1) - ( kl;nﬂ

............ (F.13)

Unfortunately, although the coefficient anis the new length of mains and the

coefficient ona; is the new number of properties, the coefficianti® cannot easily be
expressed in terms of these quantities. Howevenesaf the implications can be

exposed by means of numerical example.

Suburb (density = 25)

Centre (density = 50)

| 2km —— *

< 4 km >

Figure F.5: Square settlement, enlarged by additioof a lower density “suburb”

In Figure F.5, the size of the settlement depictedrigure F.4 has been enlarged by
the addition of a surrounding “suburb”. The cens@liare has side 2 km (iles 1 km),

while the enlarged area has side 4 km k=2). Property densityn(l) is taken to be 50
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properties/km in the centre and 25 properties/kthén“suburb”. Then, using (F.13),

the results shown ifiable F.2 can be obtained.

Base case (@) (b)
(Figure 3.6) Side doubled, Side doubled,
Constant density | Density halved in
“suburb”
Length of side 2 km 4km 4km
Service area A) 4x1 sq km 4x4 sq km 4x4 sq km

Property density

50 props/km

50 props/km

50 props/km

(n/1)

Centre square
Property density n.a. 50 props/km 25 props/km
(n/)

“suburb”
No of properties 4x2,500 4x10,000 4x4,375
(N) =10,000 =40,000 =16,500
Length of mains 4x51 4x202 4x127
(M) =204km =808km =508km
Density A (N/A) 400 props/sg.km 400 props/sq.kn 175 props/sq.km
Density M (N/M) 49.02 props/km 49.5 props/km 34.45 props/km
Distribution
cost/litre 0.0204/w 0.0202/w 0.029/w

o X 1/w 1/w 1/w

ap X 1.02 2.02 1.603

o3 X

Table F.2: Square settlement, effects of enlargeme(a) at constant density, (b) at
lower density

The effect of doubling the side of the square imtoease area fourfold; the effect of

halving the density measuredrdbis to reduce population density from 2,500

properties/sq.km in the centre to 625 propertiekisdn the “suburb”. The table also

brings out how these assumptions affect averageepnpdensity over the whole

settlement, measured as properties/sq.km or pregkarn of mains (the effect on the

latter is less pronounc&). The main interest of the table however lieshim ¢ffect on

distribution cost per litre in the bottom rows. Slealculates the coefficients an

(mains related cost)g, (connection related cost) ang(pumping related cost). These

effects are:

a. Enlargement at constant densitycan be seen, comparing column (aJable F.2

with the base case, that enlargement at constasttgenakes little difference to mains

and connection cost per litre, but pumping costlifreris almost doubled due to the

greater distances involved in serving the “subulo’ comparing the value of these

136 : N NM
These measures are of course linked by the |§Ieﬂ'§tt— M?
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coefficients, it should be kept in mind thatis likely to be very substantially larger

thanas.)

b. Enlargement at lower densit@omparing column (b) with the base case, it @an b

seen that mains related cost has increased by 4B&u{although the increase in
property numbers is 75%, the increase in lengtiaihs is over 150%); pumping cost
per litre is also significantly higher, althoughtiso much as in column (a).

Hence, two predictions follow:

(a) When comparing distribution costs for urban aretls gimilar density, we can
expect to find that the average cost of distribu(jearticularly operating costs)
will be higher in the area which is larger;

(b) When comparing distribution costs for areas withgh proportion of urban
land with areas with a lower proportion, we caneetpo find higher average

operating costs in the former but higher averagéalecosts in the latter.

The situation where there are several settlemargach service area is more difficult to
address. Much will depend on the actual water supghngements in each area. If each
settlement has its own supply so that there ammonaections between them, it might be
possible to subtract unoccupied (or unservicedsafi®m the service area and then
apply the models developed above to the settlemaditadually (noting that it is likely
to make a significant difference how many settletsiéimere are, and whether they are
large or smalf’’). If however, one settlement acts as a hub, simplyater to other
settlements in the area, some way of identifyiregdbsts which relate to the connecting
reticulation would need to be found. Either wayngshe raw data for service area (or
property density based on this area) is liablestonisleading. While using length of
mains rather than service area should help, adugbssibility, where the necessary
additional information can be obtained, is to devtie service area into “urban” and
“rural” components and then either (i) introduce thiban proportion of the service area
as a control variable, or (ii) test the relatiopshiising just the “urban” part of the

service area, or (iii) develop separate relatigrsfor “urban” and “rural” areas.

In the empirical work reported @hapter V, there was not sufficient time or resources
to assemble data of this kind for all the water panies which report to Ofwat.

However, it did prove possible to derive the praojoor of urban land for the 178 water

7 For example, the implications for distribution costould not be the same if there was one settlement

occupying 25% of the service area or 5 settlemesth occupying 5%.
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quality zones of one company; and in the case oidt@r utilities, the majority appear
to serve single communities so that the problemeth®y not be particularly severe.
This part of the analysis was therefore able te taks factor into account.

Annex to Appendix F
DERIVATION OF DISTRIBUTION ELASTICITIES

In Appendix F, expressions were derived for the distributionso$ a square
settlement. The expression for total distributiosts that emerged was — see (F.10):

TCD=aM +a,N+a,wM/N (AF.1)

The distribution elasticities implied by (AF.1) are

w  (TCD)

£, =—— 2L AF.2
Y TCcD' ow ( )
g =N oTCD) (AF.3)
TCD 4N
M o@co (AF.4)
M TCD' oM
Hence:
b = [, MN)= agwMN o (AF.5)
TCD (a,M +a,N +a,wM+/N)

As all the terms in this expression are positiv&llows thatO < ¢, < ], that is to say,

it implies economies of scale with respect to comstion per propertyw), for givenN
andM.

And:

1
a2N+—aSWM\/W
N (2 1 MJ: 2 (AF.6)

Ey=——<l|a,t>a
" TCD 2 °JN (@M +a,N +a,wM+/N)

Which will be less than 1 ifr,M +a,wM~/N > %aSWM\/ﬁ , which is clearly the

case. It follows thaD < £, < Jlimplying economies of scale with respect to nundje
properties ), for givenw andM.

Finally:
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a,M +O’3W|\/|\/N
(@M +a,N +a;M+N)

S0 =g s+ i)

Again, it is clear, sincer,N is positive, thaD < &,, <1 implying economies of scale

with respect to length of mainsij, for givenw andN.

However, if numbers of properties and length ofmeancrease together, for given
(e.q. if settlements of different sizes but simdansity are compared), (AF.6) and

(AF.7) could combine to produce diseconomies ofesdf for example,g,, = 04and

&, =07,thene; =¢, +¢, = 11

Using these elasticities suggests two differentsuess of density effects. If density
increases because there are more propeNjes @ given areas, applies. For
example, ife,, = 04 a 10% increase iN leads to a 4% increaseTi€D. On the other
hand, if density increases because the same nwhpewsperties are served with a
lower length of mainsg,, is the relevant measure. For example;,jf= 0.7, a 10%
reduction inM leads to a 7% reduction TrCD. Either way, there are density
economies, of about 5% in the former case, or ab%win the latter case — s€able

AF.1 below. The larger savings in the second case eaitbbuted to savings in

infrastructure costs (mainly pipes) with a smadlervice area.

Start position 10% increase inN | 10% decrease irvi
No of properties,N 100 110 100
Length of mains,M 100 100 90
Density (N/M), D 1 1.1 1.11
Total distn cost,TCD 100 1.04 93
Unit cost, TCD/N 1 0.95 0.93

Table AF.1: Evaluation of density economies i€ = 04 and £, = 0.7

This latter effect is rather clearer if (AF.1) esstated with property density (=
N/M) in place ofM. It then becomes:

TCD= alDiﬂer +a3wD£\/N ........... (AF.8)

M M

The related elasticity of distribution cost wittspect to density is:
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P TCcD oD, TCD D2
_ a,N/D,, + O'3WN\/N/ Dy _ a, + agwm
a,N/D,, +a,N +a3wN\/N/DM a, +a,D, +a3w\/ﬁ
........... (AF.9)

_ D, 9(TCD) _ D, [_a N N mj
1 3 2
DM

Which is clearly negative so thatl< &, <O0.
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Appendix G

ALTERNATIVE COST FUNCTION ESTIMATION FOR WATER
DISTRIBUTION (WITH APPLICATION TO BWC ZONES)

a. Cost function derivation

Following the standard approach based on produthieory, and assuming that the
technical options for water distribution can beresgnted by a normal production
function, cost minimisation (or profit maximisatjomwould lead to a cost function for

water distribution having the general form (&epter IV, section 1(c):

VCD=VC, (DO, pp. Ko Zp) e, (G.1)
WhereVCD s the variable cost of water distributiddQ is a measure of distribution
output,p.p is a price for variable input:K_D Is a measure of water distribution

capital® andZz, is a vector of control variables. Assuming that Wariation between
cases inp.p is small, this term can be dropped (this assumpears reasonable for
BWC zones, questionable for companies reportingfteat and very questionable for
US utilities).

Drawing on the discussion @hapter Ill , sections 4and5, DO can be expressed as a
function of average consumption per propewy, fumber of propertied\j and a
measure of the average dispersion of propergies (

DO =f(wN,@e (G.2)

Hence, (G.1) becomes:
VCD=VC{f W N,@. Ky Zo} e, (G.3)
The values f0|1<_D and the control variables included4p will be determined by the

availability of data.

Because the cost function for distribution may bagegcomplex, there is a case for
adopting a flexible form specification, such astitamslog, provided the number of
observations is sufficient to enable this to beeddhall the RHS variables of (G.3) are

treated equally, this would lead to:

138 Following Garcia & Thomas (2001), capital in tFesmulation is taken to be “quasi-fixed”.
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INVCD =4, +J,Inw+3,InN +3, Ing+J,InK, +J,InZ,

+25,(nwW)? +25,(nN)? +23,(n)? +25,(nKp)? + 2 8,(In Z,)?
2 2 2 2 2

+J,Inw.InN + 3, Inw.Ing+d,Inw.InK, +3J,Inw.InZ,

+0,INN.Ing+3,InN.InK, +J,,InN.InZ,,
+0,In@InK, +3,In@inZ, +3J,InK,.InZ,

A simpler approach is to adopt a translog speciboaor (G.2), i.e:

INnDO=a, +a,Inw+a,InN +a,In qo+%a4(lnw)2 +%as(ln N)? +%ae(lnqo)

2
+a,Inw.InN +agInwiIng+a,InN.Ing
............. (G.5)

And then substitute this into a generalised Cobhdhas specification of (G.3), giving:
INVCD = g, + B,(a, +a,Inw+a,InN +a,In ¢1+%a4(ln w)? +%a5(ln N)?
+%cr6(lnqo)2 +a,InwInN+a;InwIng+a,InN.Ing) + B,InK, +B,InZ,

........... (G.6)
which can be expressed as:
INVCD=y, +y,Inw+p, InN +y, In@+y, INK, + . InZ, +y,(Inw)? + y, (In N)?
+y,(In@)? + y, InwIn N+,  Inw.In g+ y,, In N.In )

............. (G.7)
Compared with (G.4), this eliminates a large nunddesecond order terms while still

providing a reasonable degree of flexibility in tieéationship.

From the specification (G.7), expressions for ¢ersaort and long term distribution
scale elasticities can be derived. However, beclm®dp are not independent, being
linked throught andR, the elasticities that can be derived are rathgtricted in scope
(this issue is discussed more fully@mapter V, section 2(c). Thus &,, measures the
response of costs to changes in numbers of prepeith ¢ constani(a form of

densification), whiles, measures the response of costs to changes irgavéistance

to propertiesvith N constanta form of dispersion). With this limitation in nd, the

elasticities derivable from (G.7) are:
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Short term elasticities

d(InvCD
@ &y =W=yl+2y6lnw+ygln N+y,lng
d(InVCD
(b) 5'3 :W =V, +2y7 InN +Vy Inw+y11In¢
d(InvVCD
© &, =W =V, +2)gIn@+ yInw+y,, InN
Long term elasticities
ES
(d) &y =2
R
é.S
e) ey =—N
Ol e
gs
er=—2
0 & =15
Where
_0(InVCD) _
©a(nK,) T

b. Application to data for BWC zones

The data assembled for BWC’s 184 water quality zasedescribed iAppendix H go

a long way towards providing sufficient informatitmestimate (G.7). There are

however a couple of further points to considett firs

Direct information onK_D is lacking but length of main$A) provides a good proxy. As

for control variables, information on differencasgeographical conditions (such as the

effect of topography on pumping head) is not awéddut the proportion of urban land

(UAP) in 178 zones has been obtained and would seeth vasting (at the expense of

dropping the 6 cases for whithAP was not available).

With these adjustments, (G.7) then becomes:

INVCD=y, +y,Inw+y, InN + y, In@g+ y, InM + y In(L+ UAP) + y,(Inw)* + y, (IN N)?

+y,(In@? + y, InwInN + y,  Inw.In g+ y,, InN.In 9)

(G.15)

The results obtained using this specification amwshin the first column ofable G.1

and are clearly not very satisfactory. The key doieffits are not significant, and some

of the values and signs look implausible. The consetial elasticity estimates
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presented iTable G.2below confirm this impression. The negative elaistior the
dispersion variabley| is not tenable and the long term elasticitiesjedr by the high
estimated value faik, are not acceptable eithés the second column of this table
shows, a simpler specification omitting second ox@eiables produced more plausible
results with little change in®/ROne possibility here is that the true relatiopdhétween
the variables concerned is linear rather thanitoepl because about one thirdueD
value has had to be estimated by allocation; an@bgsibility is that interaction

betweerM ande is present (dropping the term irMreversed the sign ongin

Using (G.15) Omitting second order
variables
Variable Coefficient S.E. Coefficient S.E.
Inw (y1) 4.868 5.16 0.327 0.111
INN (y2) 4.237 3.58 0.640 0.200
Ing (y3) -11.52 7.93 -0.235 0.941
INM (ys) 0.948 0.381 0.408 0.282
Ln(1+UA )(ye) 0.044 0.047 0.074 0.042
(Inw)? (y7) -0.385 0.323 - -
(INN)? (ys) -0.442 0.234 - -
(Ing)” (ye) -2.832 1.12 - -
Lnw.INN (y10) -0.039 0.341 - -
Lnw.In ¢ (y11) 0.237 0.770 - -
INN.Ing (y12) 2.267 1.01 - -
R? (d.f.) 0.9329 (166) 0.9283 (172)

Table G.1: Regression results for 178 BWC distribubn zones, using (G.15) with
and without second order variables
To check further on the plausibility of these résuihe various elasticities derived at
(G.8) to (G.14) were calculated, using mean vataews (430.6 litres/property/dayN
(17,849 properties) ang(11.355 x 100 metres). The resulting estimatestieities are
shown inTable G.2

Calculated elasticity Using (G.15) Omitting secondrder
variables

£y 0.392 0.327
En 0.854 0.640
£, -1.65 -0.235
Ex 0.948 0.408
£ 7.54 0.552
Ex 16.43 1.08

£, -31.75 -2.79

Table G.2: Calculated elasticities (G.8) — (G.14)
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As already noted, many of these values are notplansible, particularly the long term
elasticities. Howevers,, looks acceptable, and the restricted scope,ofnd &,

should be kept in mind.

b. An alternative approach
In view of the evidence above for a more lineaatiehship, this avenue needs also to
be explored. I\ppendix F, it was found that in the constant density versibthe

square settlement model, distribution costs coeldepresented as:

TCD=a,M +a,N+a,wMJN ... (G.15)

A similar expression emerged when a lower densibugb was added to the square
settlement. This suggests that distribution costsle modeled as a linear combination
of terms to pick up the separate effects of lemgtimains, numbers of properties and
pumping costs. The RHS variable in (G.15J @D (total distribution costs) but the
derivation inAppendix F indicates that a similar relationship should holdvCD
(distribution operating costs). To test whethes ihithe case, the specification (G.16)
below was run.

vCD=a,+a,M +a,N +a,PMP+a,UA ... (G.16)
WhereM is length of mains (km)\l is number of propertie®MP is a composite
measure intended to capture pumping coBtdR = (w+1)M YN, wherew is average

water usage andaverage leakage per property (litres/property/dangyiUA is the area

of urban land in each zone (in hectares).

The results obtained using (G.16) are showhahle G.3

Variable Using VCD
Coefft S.E.
M (1) -268.9 182.4
N (a2) 9.73*** 0.971
PMP (o3) 0.007*** 0.0016
UA (04) -5.61 23.1
R?/d.f. 0.8447 (173)

Table G.3: Regression results for 178 BWC zones,ing (G.16)

These results suggest a strong association betsteibution costs and number of

properties, while the coefficient on pumping cadteough numerically small is also

highly significant. The negative coefficients ondgh of mains and urban area look

puzzling although not significant (the former pgybdecause its effect has been
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absorbed in the pumping costs variable). To tastdn-linearity, terms itN? andM?

were also tried but found not to be significant.

The distribution cost data provided by BWC is fpeaating costs but the missing
capital costs can be estimated by taking distrilbutiapital maintenanc€WD) plus
return on capital@CD) for BWC as a whole and allocating this total tmes in
proportion to length of mains in each zone. Runf@®&d.5) with total distribution costs
(TCD) so calculated simply loads the extra costs dmd/k coefficient (which then
becomes strongly and significantly positive), le&vihe other coefficients unchanged.
While this is consistent with the general obseprathat capital costs are the dominant
element in infrastructure cost§ the regression adds no new information givertiag

this part of the data has been constructed.

d. Conclusions
In view of the problems encountered with the appihea described in this appendix, it
was decided to adopt instead the rather differppt@ach set out i€hapter V of the

main text.

139 For example, Speir & Stephenson (2002) in themparison of the effects of different patterns of
housing development on the costs of providing watet sewerage note that “On average, ... water
distribution and sewer collector mains within tlevelopment tracts make up 78% of costs across all
scenarios ... [and] ... water distribution makes upueimgreater proportion than wastewater collection.”
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Appendix H

PROCESSING THE BWC DISTRIBUTION SYSTEM DATA

The basic unit of BWC's distribution side is thesBict Meter Area (DMA). There are
over 3000 of these. Within each county, DMAs aruged together in Water Quality
Zones (WQ2Z), of which there are nearly 200 altogetfihe company is able to identify
which treatment works or boreholes supply watexach zone, which is important for
water quality control or in case of an interruptiorsupply. Most WQZs obtain their
water from several different sources — for secwftgupply as well as water quality
reasons — but from the distribution point of vidwy constitute reasonably coherent
units although they are not self-contained distrdusystems. Initially therefore,
WQZs were taken as the unit of analysis. For furtmalysis, some WQZs were then

grouped together to correspond better to urbarsarea

a. Data sources

Four sources of data have been used to produgeftiimation required for the BWC

distribution analysis:
a.Leakage monitoring systendata. The raw data provide weekly readings for
some 3000 DMAs. This is the source for informatonDFT (daily flow totals)
and leakage (LKG); it also includes a count of gripnumbers enabling W
(water supplied per property, in litres/prop/dagdl & (water used per property)
to be estimated; and km of mains can be calculayetividing ‘leakage (m)’ by
‘leakage (I/km)’.
b. Information ordirect costs of distribution (excl. power)oy DMA for
2002/03 (sheet 1 of an XL file), together with d hst of DMAs with property
counts for that year (sheet 2 of the same file).
c. BWC’s June Return for 2002/03 which shows distribution costs in tyear
to be made up of Direct costs (excl. power) £29 Bower £10.9m and General
& support £14.6m — making £54.5m in all.
d. The area (in sq. metres) of each DMA was obtafram ArcGIS files
provided by the company (the total area so obtaaggded closely with the area
reported by Water UK for this company). WQZ areasenthen obtained by
dissolving DMA boundaries into WQZ boundaries aattglating the resulting
polygon areas using ArcGIS. This value dividedLBy00O0 to convert from

square metres, gives the ar@ai hectares for each WQZ. To obtain the
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variableUP measuring the proportion of urban land in each WitQ4ise as a
control variable), the same boundaries were th@hexpto carry out an OS
“Strategi” land use analysis in ArcMap to determiine proportion of urban land
in each WQZ. (For this purpose, the inner and dirtet features*® for both
large and small urban areas from Strategi werd¢qulainto a map of the WQZ
boundaries, enabling the urban proportion of ea€p2\ib be calculated
following rasterisation of the resulting polygdfs) This analysis yielded an
average figure of 11.4% for the proportion of urized land*? a figure that

varied between 54% for the most urbanized count;&&o for the most rural.

b. Processing leakage monitoring system data
In connection with its leakage control activitidse company logs flows into each DMA
with flow rates being recorded at 15 minute intésvheakage is estimated by
subtracting night use by measured customers amegdtanate of night use by unmetered
households (default = 2 litres/hour/household) ftbeaminimum hourly night time
flow. This hourly rate is grossed up to a dailyerhy a “pressure adjustment factor”, the
value of which is specific to each area and varesveen about 17 and 24 to reflect the
effect of lower daytime pressures in moderatingdeg rates. In principle, the
following relationship between estimated housefoldsumption and the other
quantities should hold:
EHC =DFT -DFL-MET-LKG ... (H.1)

Where:

+ EHC = Estimated household consumptiori/(tay)***

« DFT = Daily total flow (ni/day)
« DFL = Daily flow logged customers (day)
« MET = Measured non-household daily use®(tay)

« LKG =Estimated leakage @fday) — obtained as described above.

1904The line features which form the limits of an arm@re given feature codes indicating whether they a
theouter limit or inner limit of such a classified area. For example, the dumdétrof large urban areas
are bounded by a line which has a Feature Codéd28;5islands” within this outer limit which are ho
classed as part of the urban area are boundedir®y &ith a Feature Code of 5492, representingrther
limit.” Strategi Guidance Notes.

1411 would like to acknowledge here the assistance feflow student, Alejandra Castrodad-Rodriguez,
in carrying out this analysis.

1“2 The difference between this figure and the 8.6%iakd using ONS data is presumably due, at least
in part, to the inclusion of urban areas with pagioh <5k.

1431 n? = 1,000,000 cc = 1,000 litres; so 1 Ml/day = 1,060ay.
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The raw data from this system consisted of 52 wedlservations in 24 columns for
each DMA for 2004/05 (?). Initially, some 185,0@tek of data were found on the disk.
To render this enormous volume of information maadde, some winnowing down
was clearly needed. First, the data was loaded®stwets of an Excel workbook and
the first sheet containing 18 weeks data (the weéltsstart dates betweeri and 18

of the month for all months of the year) was seédtb provide the basis for analyéfs
This first sheet had at this stage some 65,008.liHewever, some 17,000 lines relating
to some 500 temporary and invalid DMAs could alsadmoved and a further 3,000
lines could not be used because no daily flow todal been recorded for one reason or
another. The remaining observations were then tesettain an average weekly value
for each of the valid DMAs left; zone codes werdettifor each DMA and the average
values were then summed to give a total for ead8afzones. The key quantities so

obtained are summarizedTiable H.1 below:

Data item Abbreviation Units
Connected properties (all) PROPS Numbers
Connected households HHLDS Numbers
Leakage LKG mday
Daily flow total DFT m/day
Daily flow logged DFL m/day
customers

Daily flow metered MET m/day
customers

Estimated household EHC nt/day
consumption

Length of mains M km

Table H.1: Key data items obtained from BWC'’s leakge monitoring system
Examination of the data indicated that a numbesbservations at DMA level were
problematic. Some leakage figures were negativeleas some estimated household
consumption figures; others were implausibly higlpéssible explanation here could
be mains bursts, losses from which cannot be seghadistinguished). In very few
cases did the relationship (H.1) between EHC aadther quantities hold exactly — in
fact, in most cases there was a sizeable discrgpsnsome cases very large indeed.
However, it appeared in general that the value®for and LKG were quite plausible,
particularly when aggregated to zone level. In egugnce, it was decided to disregard

4 During the data processing, one week’s data foutbalf the DMAs was accidentally deleted so that
for these DMAs the average values are based oath&rrthan 18 weeks data. For a similar reason, the
data for DFL has been taken from the second seeekly data (17 weeks beginning":a.9" of each
month).
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the EHC figures, using DFT — LKG as measure of aon#ion (incl. measured

consumption) when required.

c. Processing direct costs data

The steps were
a. Match costs from sheet 1 to list of DMAS andpamby counts on sheet 2.
b. Add data from leakage monitoring system, so tieiching DMAs are
aligned. At this stage, there were 3580 lines ¢é daany incomplete.
c. Delete DMAs not in leakage monitoring systend aich have <100
properties and no recorded costs (440 cases, 3bpénties); delete DMAS
from sheet 1 which are not in sheet 2 (183 cas¥¥/kof costs); delete DMAs
for which zone is not identifiable (171 cases, 88,properties, £1,632k costs).
d. To fill gaps in ¢.150 of remaining 2786 cas@swhere leakage system data
missing, use property count from costs data toutatie DFT and leakage
assuming averag® andw for relevant zone; (ii) calculate km mains using

property count and average km/property for relevanie.

d. Additional processing
Comparison of the totals for these 2786 DMAs wihfigjures gives:

Item JR figure Total of 2786 Difference (%)
DMAs

Direct costs (excl. £29.0m £26.4m -9.0%
power)

Properties 3,279,000 3,284,202 +0.2%
Water supplied 1958 Ml/day 1818 Ml/day -7.2%
Km mains 45,674km 39,087km -14.4%
Area 19,745 sq ki 19,124 sq km -3.1%

In general, it seems likely that these differenzags largely be attributed to industrial

supplies. Where these appear in the leakage mmngtsystem, the records are often

incomplete and inconsistent. Establishing precisdigt is going on here would be very

time-consuming, it was therefore decided to onetrtissing amounts from the

analysis, on the argument that the remaining in&tion should give a reasonable

assessment of distribution costs for non-indussugplies.

%5 However, Water UK gives BWC a gross area of 21 &5Rm incl a WOC of 1,507 sq km, a net area

of 20,143 sq km.
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It remained to allocate costs of power, generapetpand capital maintenance to
zones. In the Ofwat econometric models, power crgt€losely related to volumes
supplied. Power costs are therefore allocatedopagtion to DFT. For lack of a better
basis, general and support costs are allocatepopion to numbers of properties.
Capital maintenance is allocated in proportioretogth of mains. In all three cases,
allowance is made for the amounts attributablé¢oamitted mainly industrial supplies:
thus the amount of power costs allocated to thetiiled DMAs is £10.9m x 1818/1598
= £10.122m; the amount of general and support @dlstsated is £14.6m x 26.4/29.0 =
£13.310m; and the amount of capital maintenancoeatkd is £76.6m x 39,087/45,674
= £65.553m.
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URBAN AREAS: AREA/LAMBDA/DENSITY

TABLE
Radius Area Do A= A= A= A= A= A= A= A= A= A=
100m Ha Prop/Ha 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
5 78.53982 30 29.02 28.07 27.16 26.28 25.44 24.62 23.84 23.08 22.35 21.65
6 113.0973 30 28.83 27.70 26.63 25.61 24.62 23.69 22.79 21.93 21.10 20.32
7 153.938 30 28.64 27.34 26.11 24.95 23.84 22.79 21.79 20.84 19.94 19.08
8 201.0619 30 28.45 26.98 25.61 24.31 23.08 21.93 20.84 19.81 18.84 17.93
9 254.469 30 28.26 26.63 25.11 23.69 22.35 21.10 19.94 18.84 17.81 16.85
10 314.1593 30 28.07 26.28 24.62 23.08 21.65 20.32 19.08 17.93 16.85 15.85
11 380.1327 30 27.89 2594 24.15 22.50 20.97 19.56 18.26 17.06 15.95 14.92
12 452.3893 30 27.70 25.61 23.69 21.93 20.32 18.84 17.49 16.25 15.11 14.06
13 530.9292 30 27.52 25.27 23.23 21.37 19.69 18.15 16.75 15.47 14.31 13.25
14 615.7522 30 27.34 24.95 22.79 20.84 19.08 17.49 16.05 14.75 13.57 12.49
15 706.8583 30 27.16 24.62 22.35 20.32 18.49 16.85 15.38 14.06 12.87 11.79
16 804.2477 30 26.98 24.31 21.93 19.81 17.93 16.25 14.75 13.41 12.21 11.13
17 907.9203 30 26.81 23.99 21.51 19.32 17.38 15.66 14.14 12.79 11.59 10.52
18 1017.876 30 26.63 23.69 21.10 18.84 16.85 15.11 13.57 12.21 11.01 9.95
19 1134.115 30 26.46 23.38 20.71 18.38 16.34 14.57 13.02 11.66 10.46 9.41
20 1256.637 30 26.28 23.08 20.32 17.93 15.85 14.06 12.49 11.13 9.95 8.91
21 1385.442 30 26.11 22.79 19.94 17.49 15.38 13.57 12.00 10.64 9.46 8.44
22 1520.531 30 25.94 22.50 19.56 17.06 14.92 13.09 11.52 10.17 9.01 8.00
23 1661.903 30 25.77 22.21 19.20 16.65 14.48 12.64 11.07 9.73 8.58 7.59
24 1809.557 30 25.61 21.93 18.84 16.25 14.06 12.21 10.64 9.31 8.17 7.20
25 1963.495 30 25.44 21.65 18.49 15.85 13.65 11.79 10.23 8.91 7.79 6.84
26 2123.717 30 25.27 21.37 18.15 15.47 13.25 11.39 9.84 8.53 7.43 6.50
27 2290.221 30 25.11 21.10 17.81 15.11 12.87 11.01 9.46 8.17 7.09 6.18
28 2463.009 30 24.95 20.84 17.49 14.75 12.49 10.64 9.11 7.83 6.77 5.88
29 2642.079 30 24.78 20.58 17.17 14.40 12.14 10.29 8.77 7.51 6.47 5.60
30 2827.433 30 24.62 20.32 16.85 14.06 11.79 9.95 8.44 7.20 6.18 5.34
31 3019.071 30 24.46 20.06 16.55 13.73 11.46 9.62 8.13 6.91 5.91 5.09
32 3216.991 30 24.31 19.81 16.25 13.41 11.13 9.31 7.83 6.64 5.66 4.86
33 3421.194 30 24.15 19.56 15.95 13.09 10.82 9.01 7.55 6.37 5.42 4.64
34 3631.681 30 2399 19.32 15.66 12.79 10.52 8.72 7.28 6.12 5.19 4.43
35 3848.451 30 23.84 19.08 15.38 12.49 10.23 8.44 7.02 5.88 4,97 423

Appendix I: Average density of a circular settlemenwith radius R whose density declines at a rate from the centre where density is 30
properties/Ha (Extracted from full table, approx 4times as large)
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