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Abstract

A large number of criminological theories predict a link between crime and
the labour market. This thesis takes predictions from those theories and tests them
empirically. Using a large range of data and quantitative techniques, this work
considers which factors are most associated with crime, while at the same time
addressing issues of methodology and interpretation.

The thesis consists of seven Chapters. The first introduces the issues
surrounding crime and the labour market, describes the theories which inform the
research and discuss the existing empirical work in the area. Sections also describe the
data and methodological debates of concern in this field.

The empirical analysis, which forms the body of the thesis, follows from this
introduction in five inter-related Chapters. The first two deal with establishing which
variables are most associated with crime, which data are most useful and which
methodological techniques are most appropriate. They cover cross-sectional analysis,
as well as area level longitudinal data at police force area level and Local Authority
level over time. The results point to clear methodological advantages of using area
level data and find the most robust correlate of crime to be low wages.

The following Chapter uses these findings to frame an analysis of police force
area level data in England and Wales. It examines the effect on crime of a substantial
pay increase awarded to low wage workers with the introduction of the National
Minimum Wage into the UK labour market in April 1999. By comparing crime rates
in areas before and after the introduction of the Minimum Wage, it finds that crime
fell (in relative terms) in areas where the introduction of the Minimum Wage had the
greatest impact.

Having consistently found the labour market, and in particular low wages, to
be linked to crime, the final two empirical Chapters address issues of gender and age,
two of the most important demographic determinants of crime. The first examines the
effect of increasing female labour force participation on crime, and finds that rising
female employment is positively associated with crimes done by males. Results
indicate that this is because increasing female labour supply forces male wages down.
Particularly affected are the wages of the low skilled males who are already low paid
and are more likely to be on the margins of crime. The second of these Chapters
focuses on youth crime and finds that, although labour market variables matter, other
variables such as education, truancy and parental involvement with the police matter
more.

The final Chapter draws the material together, offers concluding comments,
places the findings within a policy context and offers suggestions for future research.
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1. Introduction

1.1 Introduction

Understanding why crime occurs and how it varies over time and space is a
critical public policy question. Expenditure on the criminal justice system in Britain is
now the fourth highest category of public expenditure (following health, education
and defence) and many commentators have expressed concerns about how crime tears
into the social fabric, producing many undesirable outcomes that may persist through
time and that often spill over to other aspects of society.

It should be acknowledged at the outset that examining why crime occurs is no
simple task. In the past a wide range of factors were held responsible for crime
including the Devil (Williams 2001), retarded evolution (Lombroso 1895), particular
body types (Kretschmer 1922), feeble mindedness (Goddard 1921) and hereditary
defectiveness (Goring 1913).

While explanations of crime have come a long way since this type of research,
identifying the causes of crime remains a complicated task. Although the research in
this thesis attempts to explain variations in crime by reference to the labour market in
all reality crime is likely to be the outcome of a number of complex and interrelated
factors, some to do with biology, some psychological factors, some to do with society,
others the law, others to do with factors that no-one has even thought of yet or that we
have no way of measuring. Thus, it is likely that factors such as these all contribute to
motivation, opportunity, propensity toward and discouragement from crime, the result

of which are criminal outcomes.
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This introduction to the thesis begins by considering criminological and
sociological theories of why people commit crime. The discussion is specifically
focused upon informing ways in which crime and the labour market are connected,
and on which theories are better suited to offer empirical tests of the importance of

any such connection.'

1.2 Theoretical Underpinnings

1.2.1 Predictive Power
Theoretical predictions form the basis of much empirical work. They inform the
way we as researchers think of issues, formulate research questions and construct

empirical models.

“because they make statements about the relationship between observable
phenomena, a key characteristic of scientific theories is that they can be
falsified. The process of attempting to falsify a scientific theory involves
systematically observing the relationship described in the theory and then
comparing those observations to arguments of the theory itself. This
process is called research: That is the assertions of the theory are tested
against the observed world facts.”

Vold and Bernard, 1998, p2-3.

In line with the above quote, predictions from criminological theory form the
foundations of this research project, against which first order principles concerning

the relationship between crime and the labour market can be tested. Although each

' As will be seen some theories are more applicable to certain crimes, some to certain groups, some at
specific periods in peoples lives. These will be discussed in more detail as they arise throughout the
Chapters of this thesis.
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empirical Chapter of this thesis discusses the particular theories which inform that
specific piece of work, an introduction to the relevant criminological theories which
generally offer predictive power in the context of this thesis are given below.
However, it should be recognised at the outset that this thesis is an empirical analysis
of the relationship between crime and the labour market. It draws heavily on and
utilises a quantitative methodological approach. While it is firmly grounded in an
appreciation of relevant theoretical issues, it makes no claims to be a theoretical
treatise. Instead (and by necessity as this is a quantitative thesis), the focus is placed
upon how theories can offer testable predictions of how crime and the labour market
may be connected. Thus, the predictive powers of theories discussed below can be
viewed as empirically relevant extracts drawn from a number of theories which are
able to offer predictive power for framing and designing the empirical work contained
in the thesis.
1.2.2 Positivism

As a quantitative study, this work relies more heavily on positivist
criminological theory. Although nowadays largely used as a term of criticism,
originally positivism in this field referred to work that sought to identify the causes of
crime (Vold and Bernard 1998). While thought by some to be too deterministic, a
great deal of empirical research within the field of criminology (both qualitative and
quantitative) attempts, at least to some extent, to shed light on the causes of crime.
This work is no exception. Given the caveat of the likely impossibility of identifying

all the wide-ranging, multi-causal factors associated with crime (discussed above),

2 For a much more detailed discussion of the complexities of criminological theories see Downes and
Rock (1998).
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this research attempts to explain some of the variation in crime in terms of variations
in labour market factors.’

The contribution of positivism to this research does not stop here. Although
remembered for work that located crime in terms of human biology (Lombroso 1895),
the greatest contributions made by positivism are evident in the work of authors such
as Guerry (1831) and Quetelet (1842) who used statistics in an attempt to explain
crime in terms of social causes. For example, these authors argued that crime is
associated with poverty, unemployment, inequality, age and gender. These are factors,
which still form the basis of many empirical models of crime today, including those
presented in this thesis.

1.2.3 Anomie/Strain

For Durkheim (1933, 1938) the relationship between crime and factors such as
inequality and poverty was the result of a breakdown of social norms which
accompanied the modernisation of society (Vold and Bemard 1986). Thus, as society
became more advanced, economic development increased the availability of material
goods and their cultural priority (Downes and Rock 1998) which created insatiable
desires. These desires lead to a break down of regulations and rules and an
undermining of confidence in the social structure which encouraged crime.

This can be elaborated with reference to Merton’s strain theory (1938), an
adaptation of Durkheim’s anomie theory for the situation in the US. For Merton
anomie was not just associated with the specific instance when desires became
insatiable but it was endemic in industrial capitalism (Downes and Rock 1998). Thus,
he showed how a breakdown of norms could occur in relatively stable economic

conditions, which he referred to as ‘social structural strain’ (Merton 1938).

* However, this work does not see labour market factors as the only ones relevant for explaining crime.
There are other factors such as those relevant to human biology or psychology or the workings of the
criminal justice system which are also likely to be important.
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In societies such as the US, and indeed the UK, which encourage economic
success individuals are encouraged to achieve certain goals such as securing
employment, earning money, providing for one’s self and one’s family, but also
achieving the heights of material success.* Because countries such as the US and the
UK (at least in theory) are based on the idea of meritocracy individuals are told they
all have equal access to these goals. When individuals who have weak labour market
positions such as the low paid or unemployed cannot achieve these goals, this causes
strain. In other words, there is a mismatch between the culturally accepted goals and
the ability of some individuals to achieve them. This is reflected in the winner/loser
culture described by James (1995) and in Young’s (1999) uneven race track of
meritocracy.

Merton (1938) created a typology of the relationship between what he referred
to as goals and means:

e Conformity: Where individuals have the means to achieve their goals in law
abiding ways.

¢ Innovation: Where individuals do not have the means to achieve goals
legally, so resort to reach goals in illegal ways.

¢ Ritualism: Goals cannot be reached legally so individuals reappraise their
aspirations downwards and become bogged down in routine.

e Retreatism: Goals cannot be reached so individuals turn their back on the
society which encourage these goals.

¢ Rebellion: Individuals who cannot reach society’s goals create new goals

and new means.

* The importance of achieving these ends is enforced through the media and advertising.
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In this way the disjunction between goals and means, which will be most acute
for those with weak labour market positions, is associated with various types of crime.
Those who innovate may resort to crimes such as property crimes, drug dealing or
prostitution to achieve material success. Those who retreat may become homeless,
beggars, alcoholics or drug addicts. Those who rebel may adopt new goals which
bring them into conflict with the law (such as the anti-capitalist protestors who are
involved in violent demonstrations).

1.2.4 Culture and Subculture

Merton’s idea of rebellion is closely related to theories of subculture, seen in
the work of Cohen (1955), Mays (1954) and Miller (1958). These theories also offer
predictions for the relationship between crime and the labour market. For Cohen,
young working class boys unable to achieve status elsewhere (either through the
status of their parents, or through academic or sporting excellence) often turn to crime
in order to gain status and the respect they seek from other youngsters. Usually this
involves working class boys joining gangs, which have their own culture and set of
ascribed values that are distinct from the dominant middle class culture. In this way,
such boys adhere to a ‘sub-culture’ which rewards certain behaviours such as
aggressiveness, fighting and vandalism, as a reaction against their failure to achieve
the status in the way prescribed by the dominant middle class values (Cohen 1955).

Cloward and Ohlin (1960) elaborated on these ideas in their theory of
differential opportunity structure. They argue that crime results from blocked
legitimate opportunities, but that the type of crime may reflect differential access to
illegitimate opportunities. Thus, for Cloward and Ohlin (1960) three different types of

subculture exist:
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e Criminal: Where opportunities for property crimes exist, often as a result of
the existence of adult criminal networks in the area, youths are involved in
utilitarian forms of robbery and theft.

e Conflict: Where neither the legitimate nor criminal roles exist, youths turn to
fighting.

e Retreatist: Youths who are ‘double failures’, having failed in both the
legitimate and criminal spheres, resort to drug-taking and hustling.

Unlike Cohen and Cloward and Ohlin, other subcultural theorists see lower
class subculture not as a product of rebellion against middle class values, but as a
result of the way the working classes have adapted to life at the bottom of the social
structure. Thus, for Mays (1954) and Miller (1958) working class culture rewards
attributes such as physical toughness, street sense and excitement. In terms of wider
society, this often brings the working classes into conflict with the law.

For Downes (1966) ‘delinquency was a fact of life not a way of life’ (Downes
and Rock 1998). In his study of boys in the East End of London, Downes found that
the youths were intermittently involved in a range of delinquent acts ranging from
fighting to theft and vandalism. These acts were motivated by a desire for a
momentary release from the boredom of their position in society, rather than as an
outcome arising from a wider working class culture or an organised rebellion against
middle class values.

1.2.5 Drift

Matza and Sykes (1961) and Matza (1964) argued against the idea that
delinquents hold different values from non-delinquents. Instead, delinquents are not
committed to criminal ways, but simply ‘drift’ into crime and out of crime, influenced

by a variety of factors such as motivation, peer pressure and opportunity. Drift into
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crime occurs as a result of neutralisation, the justifications given before the act, or

excuses made after the act, for delinquent behaviour. Such excuses or rationalisations

come under five broad headings:

1.2.6

Denial of responsibility: Crime was the result of an accident, or because of a
bad childhood — ‘I didn’t mean to do it, it just happened’.

Denial of Injury: The crime did not cause injury. No-one was hurt; the
victims were insured.

Denial of the victim: The victim was deserving of injury in some way or no
victim exists.

Condemnation of the condemners: Those who condemn are themselves
venal. Or, the delinquent is victimised in some way - being targeted by corrupt
police, for example.

Appeal to higher loyalties: The crime was carried out for a group or gang,
loyalties to whom override loyalties to wider society at that particular time.
Differential Association

To some extent, both theories of strain and subcultures depend on learning -

that is learning the norms and values associated with culture. The concept of learning

norms and behaviours, particularly in relation to crime, is further explored in

differential association theory (Sutherland 1924). This theory asserts that criminal

values and behaviour such as criminal motivation, attitudes and techniques of crime

are learnt through interactions with others. It is likely that those with weaker labour

market positions will not only have more time on their hands with which to interact

with others, but they are also more likely to come into contact with a greater number

of people from whom they can learn criminal values and behaviours. The people with

whom individuals associate (peer groups) are central to this idea. For example, those

20



at the bottom of the social structure are likely to live in areas where many people are
unemployed or in very low paid menial employment.’ Therefore they will have
greater access to individuals from whom they can learn criminal motivation or drives.
Moreover, these areas are likely to have a higher concentration of criminals who can
pass on their experiences of committing crime and the criminal justice system.

Differential reinforcement theory (Akers 1964) expands on differential
association theory by suggesting that an individual’s behaviour will be criminal if the
positive images of crime such as the financial rewards and the status criminals receive
outweigh the negative images such as the probability of arrest and incarceration. This
idea is strongly related to rational choice theory, which will be discussed later. It is
probable that those with weaker labour market positions are more likely to have
greater access to criminals (for example they are more likely to see drug dealers,
pimps and prostitutes in their neighbourhood) than those who have stronger labour
market positions and can afford to live in better areas. If they see the local drug dealer
driving round in a big car, while they are struggling to support themselves or their
families, their positive view of crime is reinforced. If these criminals are arrested, a
negative view of crime will be reinforced. But it is often the case that the positive
reinforcement images of crime are much more visible.
1.2.7 Ecological theories of Crime

The physical environment in which individuals live is the focus of another set
of theories that offer predictions of how the labour market may impact on crime.
These are known as ecological theories of crime. They largely stem from the work of
the Chicago School and can be seen in the work of authors such as Shaw and McKay

(1942). Drawing from Durkheim’s theory of anomie, Shaw and McKay argue that

5 For as Cressey and Sutherland (1992) point out differential association can occur at work too.
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crime is related to social disorganisation in areas. Thus, areas with a high proportion
of people reliant on welfare, non-employed and low wage workers will have more
social disorganisation and thus more crime.

These ideas are related to more recent theories of crime and place including
opportunity, routine activities approach, and the theory of broken windows. Firstly,
Mayhew et al (1976) argue that the level of crime in areas is directly affected by the
criminal opportunities in the area. This refers to the abundance and ease of crime
targets. Thus, property crime might be high in areas inhabited by those with weaker
labour market positions as these are the people who cannot afford to protect their
property. Although more wealthy areas may have goods of higher value, they are also
likely to have better security, house and car alarms, gated properties and even private
security patrols.

Routine activities theory (Felson 1994) expands on these concepts by noting
that crime is related to the day-to-day activities of people in the area. Likened to
Durkheim’s (1933) work on social solidarity, this theory predicts that crime will be
related to social relationships in areas. Where individuals look out for one another and
for each other’s property and even form neighbourhood watch schemes crime will be
lower. Thus, it is clear from these theories that within areas dominated by those with
the poorest position in the labour market (such as inner city areas or large council
estates), there is likely to be a higher level of anonymity and a lower level of personal
surveillance. People are less likely to be concerned about what is happening to others
and less likely to get involved in disputes for fear of their own safety.

Moreover, those with weak labour market positions are more likely than other
groups to live in social housing or on housing estates, which are often easier targets

because of the architectural design of the buildings themselves (Newman 1972), or
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the design of the street buildings are located on (Hillier and Hanson 1984). The fact
that some properties are often less well maintained than other properties also makes
them more vulnerable. Wilson and Kelling (1982) show how areas descend into crime
if attention is not paid to maintenance. A broken window gives the impression that
no-one cares, so more and more windows are broken. If nothing is done about the
broken windows, the situation escalates into more and more serious disorder and
crime, as criminals (such as drug dealers, pimps and prostitutes) are attracted to the
area and the respectable people (who have the means) leave.
1.2.8 Social Control
Rather than focusing on the motivation or opportunity factors that encourage

or discourage crime, control theory explains crime in terms of the factors which
restrain individuals from breaking the law (Hirshi 1969). Thus, similar to Matza’s
drift theory, crime does not occur because individuals hold criminal values or beliefs,
but because individuals are not bound by conventional social order. According to
Hirshi, individuals with strong bonds to society are less likely to commit crime. This
depends on:

e Attachment: Caring about and being cared for by others

e Commitment:How big a stake an individual has in conformity

e Involvement: How involved an individual is in conventional activities

e Belief: The ability individuals have to neutralise conventional beliefs

In this way, those with weaker labour market positions can be thought of as

having weaker social bonds to society than other groups. For example, as employment
is one of the main institutions through which individuals develop a stake in
conformity those with no jobs, or those in marginalized economic positions will have

weaker commitments to society than others, they have less to lose by breaking the
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law. Moreover, the unemployed or under-employed are also less involved in
conventional activities and are likely to have more spare time on their hands.
According to social control theory this suggests that such people are more likely to be
involved in crime. Finally, it is more likely that those with weak labour market
positions will be able to neutralise conventional beliefs and rationalise their criminal
behaviour as a result of their position at the bottom of the social structure i.e. ‘my
need is greater than others’.

1.2.9 Labelling

One of the reasons social control works is because people are concerned about
what society thinks about them, about social disapproval. They are scared of the
stigma that is associated with being identified as a rule breaker and being labelled a
criminal (Becker 1963). Once an individual is labelled as a criminal, not only is the
threat of stigmatisation removed, but also an individual may start to identify with the
label that is attached to him/her and start acting in a way corresponding to the label.
Thus, a person becomes freer to commit crimes without need for motivation or
justification as they are just fulfilling the label that society has attached to them.

Many of those with weak labour market positions (such as the unemployed,
the low paid, some ethnic minority groups and those living in social housing) are
generally perceived by society as more likely to be criminals. Regardless of whether
they have committed a crime, such people are often labelled as criminals because of
their labour market status, where they live or the way they look. Labelling predicts
that such individuals are more likely to have a criminal self-image, which may

manifest itself in higher crime rates amongst these groups.
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1.2.10 Conflict and Radical Criminology

In the same way that individuals in society see some groups as more criminal,
so too does the criminal justice system. This often means that certain groups are more
likely to be more heavily policed than others in society. This is demonstrated clearly
in the disproportionate number of times police ‘stop and search’ black people (Home
Office 2001c). As a result, such groups are likely to have more confrontational
relationships with the law.

The aptly named conflict theory, which largely stems from Marxist
criminology, suggests that this conflict is inherent in societies where different interest
groups exist within the same culture and where the different groups have incompatible
interests. For Vold (1958), as long as the differing groups have similar power, a
compromise can be established and society can reach a stable equilibrium. Where the
groups have different strengths, the powerful group in society creates and enforces
laws to protect its interest, which it forces upon the weaker group in society. Thus,
crime is seen as a response from the weaker groups in society to the subjugation of
their way of life.

Hence, because the laws are generated by the middle classes for the middle
classes (Vold and Bernard 1998) those in the weakest positions are most likely to
come into contact with the law and also to have their actions defined as criminal.

Quinney (1978) sets out a typology of crimes that could be produced as a
result of these conflicts:

e Crimes of Domination: Committed by those in power, such as police
brutality, corporate and organised crime.
e Crimes of Accommodation: Committed by the subjugated, such as theft,

burglary, robbery and violence.
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e Crimes of Resistance: Also committed by the subjugated, but takes the form

of political struggles against the State, such as terrorism.

Closely related to conflict theories are radical theories of crime. A main
difference, according to Williams (2001), is that while conflict theories acknowledge
a range of potential power groups, the main focus for radical theorists is Capitalism.
Thus for ‘radicals’ like Taylor, Walton and Young (1973), crime is a social construct
invented by the powerful to protect their own interests. The replacement of capitalism
with a more socialist society, where human diversity would be tolerated would
eventually lead to the elimination of crime.

Idealistic in nature, these ideas were later reformed by Young (1975) to take the
shape of ‘left realism’. This sought to offer a realistic empirical examination of the
crime problem. To do so, the left realists turned to victimisation surveys, particularly
local surveys such as the Islington Crime Survey, to examine who was at risk of crime
and how crime affected lives. In so doing, they discovered that the most vulnerable
groups were not only most affected by crime, but had the highest risk of crime. They
found that most crime is done by working class people, against working class people
(Young 1996).

1.2.11 Rational Choice

Seen in the work of Becker (1968) and Ehrlich (1973), individuals have a
choice between crime and work, or more generally, they choose to allocate their time
across crime-work space. These decisions are a function of a number of factors,
including expected earnings from crime, expected earnings from the labour market,
and perceptions of the severity of the punishment if one gets caught.

Thus, this theory predicts that those with the weakest labour market positions

are more likely to be involved in crime as they have less to lose and more to gain by
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doing so. Seen as a simple work/crime decision, this explains why people with no
work may decide to partake in crime. But on a more complex level, this can also shed
light on how individuals who are employed may decide to commit crimes and the
extent to which they allocate their time between work and crime (Fagan and Freeman
1999).

1.2.12 From Theoretical Predictions to Hypothesis Construction

It is quite obvious that a large number of theories predict that shifts in the
labour market should be related to crime. Some theories discussed here explain why
individuals with weak labour market positions are likely to commit more crime than
others in society. Others offer explanations as to why areas that are characterised by
factors associated with weak labour market positions (such as high social housing) are
likely to have higher crime rates than other areas.

These theories will be discussed further in specific Chapters. But from this
discussion, it is evident that a range of different theories predict that those with weak
labour market positions are likely to have greater motivation (i.e. strain), greater
potential for learning (i.e. differential association), more opportunity (i.e. routine
activities) or less control (i.e. social control theory). While for the sake of simplicity
and clarity these theories are described here separately it is clear that there is much
interaction and overlap among these, often very, different theories, in terms of the
predictions they offer empirical work on crime and the labour market. All the theories
discussed above predict differences in crime across different labour market situations.
It is this relationship which enables the formulation of the key hypothesis of this
thesis - namely to what extent are shifts in labour market situations associated with

crime.
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1.3 Facts: Crime

1.3.1 The Extent of Crime Today

There were 5.5 million crimes recorded by the police in the 2001/2002 (Home
Office 2002). This corresponds to a rise of 7% since the previous year. Total crime
recorded by the police has fallen in four of the last six years (it rose by 3.8% in
1999/2000).

A massive proportion of total recorded crime in this period were property
crimes. Indeed, in 2001/2002 crimes against property accounted for around 82% of
the total number of crimes. The largest single crime type within the group of property
crime was thefts. Between 2001/2002 there were some 2.3 million thefts recorded by
the police. Almost half (46%) of the 2.3 million thefts are made up of thefts of, and
from, vehicles. 2001/2002 saw a rise in property crime of 6% on the previous year.
However, until this time, property crimes had been falling since the mid 1990s°
(Home Office 2001a).

During the same period, 812,954 violent offences were recorded by the police.
The main offences which made up this group were: common assault (32%), non-life
threatening woundings (28%), harassment (14%), robberies (15%) and sex offences
(5%). Violent crime rose by 8% compared to the preceding year, the sixth consecutive
rise in the last 6 years (Home Office 2001).”

1.3.2 Trends in Recorded Crime over Time
Over the longer term the evolution of recorded crime in England and Wales

can be seen in Figure 1.1. Although recorded crime declined since its peak of

¢ Although changes in recording practises in 1998 means that crime rates after 1999 are not strictly
comparable with those before this date.
7 See above.
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5,383,000 crimes in 1992, with 4,615,449 crimes recorded in 1999,8 recorded crime
was some 83% higher than in 1980 and a massive 447% higher than in 1920.

These trends help explain why the government spends around 13 billion
pounds a year9 on the criminal justice system. As noted earlier, this makes the
criminal justice system the fourth highest category of public expenditure (following

social security, health and education) in Britain.

Figure 1.1 Recorded Crime in England and Wales 1918-1999

oot Ceme

Year

Source: Home Office

1.3.3  Problems with Recorded Crime
The figures given above and used in much of'this thesis are crimes reported to
and recorded by the police. Thus, as is often pointed out such figures exclude any
crimes that are either not reported to or recorded by the police. They exclude what is
termed ‘the dark figure of crime’. The extent to which this is a cause for concern

depends on a number of factors: Why do crimes not appear in the official statistics?

8The long time trend stops in 1999 because as mentioned above changes in recording practises in 1998
make comparisons after 1999 difficult.
9 For the year 2000-2001.
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Do we need to know every crime in order to study its causes? Can we deal with
potential problems methodologically? And, are there any other sources of crime data
that are more reliable?

According to Brantingham and Brantingham (1984) and Williams (2001),
there are many reasons why individuals may not want to report crimes to the police.
These include instances where a crime is so subtle that no one becomes aware of it
(e.g. breaking and entering where nothing is touched), instances where an occurrence
is not perceived to be a crime (e.g. violence in the course of sport) and events where
the victim is willing (e.g. drug offences). While it is true that these do not appear in
the official statistics it is doubtful that such offences would ever appear as crimes no
matter how they were recorded. Moreover, there is always likely to remain a ‘dark
figure’ of crime regardless of the method used to collect the data (Williams 2001),
given that there are some crimes that people will not want to report to the police or
tell to an anonymous interviewer.

There is another reason given by Brantingham and Brantingham (1984) and
Williams (2001) for failing to report a crime which is that the crime is perceived to be
too trivial. Indeed, the British Crime Survey (BCS), indicates that this is one of the
main reasons for not reporting a crime to the police (accounting for 70% of all those
crimes not reported in the most recent sweep of the BCS) (Home Office 2002). Most
serious offences are reported, as are any crimes which are required to be reported
under the terms of insurance requirements, such as household theft and vehicle theft
(Home Office 2002)."° This means that many of the crimes analysed in this thesis are

well represented in the official statistics.

' In the 2001/2002 BCS 94% of all thefts of cars were reported and 84% of all burglaries where
something was stolen were reported (Home Office 2002).

30



Minor offences are also those which are least likely to be recorded by the
police. Police forces are bound by law to record crimes, but as Williams (2001) points
out there must be prima facie evidence that a crime has been committed and it must
be of a serious enough nature to warrant police attention. This may result in the less
serious crimes going unrecorded by the police.

Given the issues discussed above, there still remain a large number of crimes
that do not appear in the official statistics. Brantingham and Brantingham 1984 argue

that this does not mean that we are unable to study crime or the causes of it:

“Many criminologists...seem to think that the scientific assessment of
causal patterns in criminality or criminal events depends on a complete
enumeration of all crimes that occur. Such a complete enumeration is no
more necessary to criminology than a counting of all the stars is

necessary to a viable cosmology.”’

Brantingham and Brantingham 1984, p50.

Although there remains a ‘dark figure’ of unreported and unrecorded crime
where this is consistent, an examination of changes in crime as presented in this thesis
should not be affected. Thus as Brantingham and Brantingham (1984) note of official

statistics:

“they consistently index changes in the trends and patterns of crime even

’

though they are an invalid measure of the totality of criminal events.’

Brantingham and Brantingham 1984, p64.
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Even in instances when this is not completely accurate (for example if the
propensity of different police forces to record crimes is slightly different) the choice
of methods used to analyse the data can account for these differences. Such methods
will be discussed as and when they are applicable in each Chapter. But as a general
introduction, this works because one of the benefits of official statistics is that they
allow the analysis of data measured across areas and over time. This allows the
researcher to set up area longitudinal data that follows the same units over time and
allows the use of methods that control for factors which either differ across area but
are constant through time, or are constant across area and differ through time.

For example, if the likelihood of reporting and recording crimes shifts across
time (because of a government drive to reduce the ‘dark figure’ for example), where
this affects all police force areas in the same way these time differences can be
controlled for. Going back to the previous example, if some police force areas record
crime more or less accurately than others, the methods used can control for such
differences, as long as these area differences are constant through time."!

Potentially more problematic issues are related to changes in definitions that
make comparisons across different time periods or different police force areas
difficult. There are two issues of this type dealt with in this thesis. The first is related
to police force boundary changes that occurred between Gwent and South Wales in
April 1996. This is dealt with by amalgamating the two police force areas to provide a
consistent area over the period under examination. The second issue is the change in
the police accounting rules that occurred in April 1998,'? that makes it difficult to

compare crime rates before and after this date. For the most part, this thesis

! This methodology is referred to as accounting for ‘fixed effects’ and will be discussed in much
greater detail in the empirical Chapters where it is applied.

"2 New rules measure one crime per victim. Also the definition of notifiable offences has be widened to
include all indictable offences, all triable-either-way offences and associated summary offences (Home
Office 1999a).
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overcomes this problem by confining the period of examination to years when the
accounting rules are constant. However, Chapter 4 also offers a methodological
technique to deal with the crime rates over the period in which the accounting rules
changed.

Expressed slightly more technically, under-reporting or mis-recording of
crime can produce measurement error. This is the difference between the measured
observed value y and the true value of a variable y*. So any discrepancy between the
true and measured value is given by e=y-y*. The model we want to estimate is:

yi=a+pBX +¢
But instead we have to estimate:
y=a+pX+e+e

So now the error term in the model contains two components, & the normal
error term and e the measurement error. When the measurement error is in the
dependent variable (i.e. the crime rate) y replaces y*. So long as the measurement
error in y is not systematically related to any of the independent variables, (for
example, in a model of crime where X measures wages if low wage people are less
likely to report crime the error term will be correlated with the wages measure on the
right hand side of the equation) the estimated model will not be biased."

Even if the above example is correct and low wage people or less likely to
report crimes (either because they are not insured or they have a negative view of the
law or they are criminals themselves (McDonald 2001)) measurement error need not
be too much of a problem. It depends on the size of the measurement error. This in
turn depends on the variance of X relative to the variance of the measurement error.

When the variance of X is large relative to the variance of the measurement error any

13 Technically this amounts to E(X,e) = 0.
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inconsistency in the results will be small. The result of measurement error is

attenuation bias where the estimate of # will always be closer to 0 than the true f.

Thus, the results produced under measurement error will be slightly conservative
estimates rather than other way round, which would perhaps be more worrying.
1.3.4 Alternative Sources of Data: Self-Report Studies

There are alternative sources of information on crime, which may or may not
be more accurate reflections of the level of crime in society.'* The main alternative
source on the extent of crime comes from self-report studies, where individuals are
asked whether they have ever (or within a specific period of time) committed an
offence. The Youth Lifestyles Survey is an example of a self-report study and is
studied in Chapter 6 (see Chapter 6 for more details of this particular study).

While self-report studies are not affected by bias associated with the selection
and processing of individuals by the criminal justice system, they are associated with
some methodological problems of their own. Firstly there are hardly any nationally
representative self-report studies of crime in the UK." Secondly, these types of
studies are usually cross-sections at one point in time.'® Studies which have been
constructed over a period of time, such as the Cambridge Longitudinal Study of
Juvenile Delinquency (see Farrington et al 1986), cover only a small sub-sample of a
specific group of people.'”’

Thus, while self-report studies provide rich data, the information collected are
usually not representative. The small sample sizes mean we have no way of

establishing how similar the individuals in a particular study are to the rest of society.

' These are only briefly mentioned here as they are not the main concern of this thesis.

' The Youth Lifestyles Surveys are representative of a selection of young people, 16-25 year olds for
the 1992/1993 study. The 1998/99 study covers 12-30 year olds. And even these studies exclude young
people living in institutions hospitals; prisons or young offender institutions; residential care homes;
army barracks; nurses’ accommodation, and colleges and public schools. Or the homeless.

'8 Such as the Youth Lifestyle Surveys.

17 The Cambridge study followed 411 boys from a specific area in South London.
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The most extreme example of this is found in case studies of a particular individual or
group of individuals or in personal accounts of crime.'® The cross-sectional aspect of
many of these studies'’ also pose problems of representativeness. While results may
be representative at that particular time, there is no way of knowing how this
compares with previous or later periods.?® In both cases, it is not possible to infer any
conclusions from results drawn from the data outside of those in the study. Usually, it
i1s not even possible to compare the results from study to study. This is not very
helpful to any criminologist interested in influencing criminal policy.

Also, there is no way of establishing the validity or reliability of what the
respondent tells the interviewer in self-report studies. Respondents may conceal or
exaggerate their involvement in crime, or may answer in a way that they think the
interviewer wants them to. Moreover, if the information is being asked retrospectively
respondents may not remember accurately events that have happened in the past or
may say they happened at a specific time which the researcher is asking about when
in reality they happened before or after that date (Brantingham and Brantingham,
1984). Technically these induce measurement error as with the official statistics.

1.3.5 Alternative Sources of Data: Victimisation Studies

These are similar to self-report crime studies but instead of asking respondents
whether they have committed a crime, they ask whether they have been a victim of
crime. There exist a number of local victimisation surveys (such as the Islington
Crime Survey (1985, 1990); the Edinburgh Crime Survey (1990); the Manchester
Survey of Female Victims (1986); and the Merseyside Crime Survey (1984)), but the

largest and most extensive study of this type in the UK is the British Crime Survey

'8 Although this is not to say the rich data these studies produce are not useful for other types of work.
% Such as the Youth Lifestyles Surveys.

%% Also as we will see in later Chapters it is very difficult to establish causality using cross sectional
data.

35



(BCS). This measures crimes against individuals aged 16 and over living in private
households in England and Wales (Home Office 2001b).

While some claim these to be the most accurate reflection of the level of crime
in society (Williams 2001), like the self-report studies, victimisation studies such as
the BCS are associated with their own methodological problems. The first of these is
that victimisation surveys tell us about victimisation rather than crime. Thus, they
only cover a sub-set of crimes for which there is a victim. Therefore, there is no
information on crimes with no victims (such as prostitution); or crimes where the
victim may collude with the criminal (such as drug dealing); nor crimes where the
victim is no longer around (i.e. murder); or crimes where the victim is a corporation
(Williams 2001). In all, only 62% of crimes in the BCS are comparable to the official
statistics, while only 53% of officially recorded crime is comparable to the BCS
(Home Office 1998b).

Survey victimisation studies are subject to many of the same difficulties as
self-report studies for reasons related to representativeness, reliability and validity. In
terms of representativeness even the most recent sweep of the BCS, which is by far

the largest and most comprehensive to date, notes in its appendix:

“As in any sample survey, it is difficult to represent the population
adequately. Some respondents are impossible for interviewers to locate at
home, and others refused to be interviewed.”

(Home Office 2001b, p89).
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If those who did not take part in the survey are in any way different from those
who did take part (for example, if they are more or less likely to be victims of crime)
the sample will not be representative.”’

Although the BCS has been carried out over a period of time,*” the fact that the
area information remains anonymous® and that area sampling schemes have changed
across surveys means that researchers cannot construct area panels to follow over
time. The best that can be done is to analyse changes across time in the various cross-
sections. Methodologically this is much weaker than using longitudinal data, because
the units of comparison are not the same.

Also, there is some evidence that many respondents admit to being victims of
fairly minor or trivial offences, which would not necessarily be thought of as criminal
offences in the eyes of the law (Conklin 1986). This means that victimisation surveys
tend to overestimate the extent of crime (ibid). This factor, combined with issues of
validity and reliability discussed above (i.e. respondents lying about crimes or
inaccurately remembering time frames etc) make it unlikely that figures from
victimisation surveys are any truer a reflection of the level of crime in society than the
official statistics.

Moreover, as Williams (2001) points out, the authors of the BCS themselves
admit that for crimes that are well reported to the police such as vehicle theft and
burglary the official statistics probably offer a truer reflection of crime. While, crimes
that are unlikely to be reported to the police such as rape do not appear in the BCS

either.

2 Like self-reported crime surveys, victimisation surveys tend to under represent crime against
particular groups, often the most heavily victimised groups such as young people, the homeless and
prostitutes, for example.

21981, 1983, 1987, 1991, 1993, 1995, 1997, 1999, 2000, 2001/2002.

2 Although areas codes were initially available for early years of the BCS, these have subsequently
been removed.
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Thus, it becomes clear that at least in the UK,** while there are methodological
shortcomings associated with the use of official statistics, this is also true of the
alternative measures of crime available. Thus, while the official statistics have some
limitations, the issue is to know and acknowledge where the problems lie, try to sort
them out or avoid them (as was done with the boundary and accounting rule changes),
or to use methodologies which attempt to minimise the problems (by looking at
changes over time, for example). Taking all these factors into account, the official
statistics provide a rich source of data on crime measured across areas and over time,

not found anywhere else in the UK.

1.4 Facts: Labour Markets

The next section describes various aspects of the UK labour market,
concentrating on a number of factors that are likely to be salient in studying crime and
the labour market.

1.4.1 Unemployment

Unemployment in Britain rose rapidly during the 1970s, reaching a peak in
1984. After this unemployment rates fluctuated around a relatively high level (Nickell
1999). The International Labour Organisation (ILO) definition of unemployment
currently stands at around 5%. Although this figure is relatively low, it masks many
inequalities within unemployment. For instance, for many groups, such as
professionals, unemployment is rare, while for other groups such as those with no
qualifications unemployment is commonplace (ibid). The young face particularly high

rates of unemployment and their position has worsened over the last thirty years. In

24 The crime data in the US is more extensive.
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1975 the unemployment rate for 16 to 24 year olds was around 8%. By 1998 it had
risen to 14%.

There are also differences across gender. Females are less likely to be
unemployed than males. While unemployment of prime age males (25 to 49) has
increased over time (from 4% in 1975 to around 6% in 1998) the unemployment rate
of similarly aged females has fallen (from 6% in 1975 to 5% in 1998) (Nickell 1999).

Unemployment rates depend to a large extent on educational qualifications.
This feature seems to have become stronger over time. As more and more people are
gaining educational qualifications the difference between those with education and
those without has widened in terms of unemployment. In 1979 the unemployment rate
of those with a degree was 2%, whereas, by 1998 it had only risen slightly to 3%. In
comparison, the unemployment rate for those with no qualifications rose massively
over this period from 7% in 1979 to 12% in 1998. This rise was primarily the result of
rising unemployment rates for uneducated males. Unemployment for males with no
educational qualifications rose from 7% to 16% between 1979 and 1998. In
comparison the unemployment rate for similarly qualified females rose from only 7%
to 8% over this period (Nickell 1999).

1.4.2 Inactivity

The unemployed are not the only group of people not in work. There is
another group of people who are out of work but who are not actively looking for a
job. This group is known as the inactive. The economically inactive is a large group,
which currently constitutes around 8 million people (four times larger than the
unemployed) (Gregg and Wadsworth 1999). Like unemployment there are huge
differences in labour market inactivity rates across gender, age and education levels.

Females traditionally have higher rates of inactivity than males, but while male
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inactivity has increased in the last thirty years (from 3% in 1975 to 13% in 1998), the
female inactivity rate has fallen from 37 to 27% over the same period (ibid).

Like unemployment, inactivity is strongly related to educational attainment.
The less education an individual has, the more likely that he/she will become
economically inactive. This is true for both males and females. In 1979 the inactivity
rate for males with a degree was less than 1%, by 1998 this had risen to 7%. While for
those with no qualifications, inactivity rose from 5% to 30% between 1979 and 1998.
The rise in inactivity for the least educated females was smaller than for males, going
from 41% to 49%. For the most highly educated women inactivity actually fell during
this period, from 23% to 13%.

1.4.3 ‘Workless Households’

Since the 1970s female participation in the labour market has increased
considerably. Estimates from the Family Expenditure Survey show that in the UK in
1970 only 38% of all employees between the age of 16 and 64 were female, but by
2000 this figure had risen to almost 50%. However, it is argued that much of the rise
in female employment has been amongst women with working partners (Desai et al
1999). Thus, the rise in female employment has not occurred in the same households
where male unemployment and inactivity has risen. This has meant that work has
become polarised across certain ‘work-rich’ households, while other ‘work-poor’
households are left with no access to any earned income. Trends towards this
polarisation of work has resulted in a massive rise of ‘workless households’ (Gregg,
Hansen and Wadsworth 1999). In 1975 around 7% of households were workless, by
1998 this had risen to 18%.

Perhaps the most alarming occurrence associated with this phenomenon is the

link between workless households and poverty. Indeed, around 75% of workless
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households live in poverty (defined as having below half the average equivalised
household income after housing costs). Poverty among those in workless households
is particularly acute amongst those with children. Around 89% of workless
households containing children live in poverty (ibid).

1.4.4 Wage Inequality

The gap between the rich and the poor rose during the 1980s, to its highest
level last century (Machin 1999). In 1975 the difference between male wages at the
top end of the earnings distribution (the 90™ percentile) and the bottom end (the 10"
percentile), as measured by the 90-10 earnings ratio, was 2.86, (that is the male at the
90™ percentile in the earnings distribution was paid 2.86 times more than a male at the
10™ percentile of the distribution). By 1996 it had risen to 3.96. The corresponding
figures for female wage inequality are 2.91 and 3.54 respectively.

Examining the male wage distribution alone shows that while the gap between
those in the middle of the wage distribution (measured by the 50™ percentile) and
those at the top increased over this period (the 90-50 ratio went from 1.70 in 1975 to
1.93 in 1996), a larger proportion of the overall inequality came from the difference in
the gap between those in the middle and those at the bottom end of the distribution.
Indeed, the 50-10 ratio increased from 1.69 in 1975 to 2.05 in 1996.

For females, the pattern was the other way round. A greater part of wage
inequality came from the difference between those at the top and those in the middle.
The 90-50 ratio rose from 1.78 in 1975 to 2.01 in 1996. The 50-10 ratio went from
1.64 to 1.76 in this same period.

Of course, wages are strongly determined by educational qualifications and so
to some extent, wage inequality reflects changes in the wage returns to education.

Thus, while those with a degree have always been paid more than those with no
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qualifications, the gap between the two educational groups is now bigger than in the
past. Machin (1999) presents evidence to show that in the 1970s the percentage log
(weekly wage) difference between a graduate and a person with no educational
qualifications was 54%. By the 1990s this difference had risen to 66%.

The main explanation for the rise in wage inequality is skill biased
technological change, that is the use of technology that requires a more skilled
workforce and reduces, if not removes, the demand for less skilled workers (Machin
1999). Other explanations lie in increased international trade, particularly from less
developed countries which reduces the demand for less skilled workers. And the
decline of Trade Unions, who in the past compressed wages in their role as ‘defenders
of the egalitarian pay structures’ (Machin 1999, p 199).

The introduction of the National Minimum Wage to the UK labour market in
April 1999 made an important contribution to reducing the wage inequality discussed
above and improving the financial situation for those workers at the bottom of the
wage distribution (at least around the year of introduction). Indeed, Metcalf (1999)
estimated that some 2 million workers would see their wages rise by around 30%.

Alleviating the situation for the very low paid is especially important because
low pay tends to be persistent (Stewart 1999) and mobility in the wage distribution for
those at the bottom is very limited (Dickens 1999). Low paid individuals are more
likely to exit into unemployment or inactivity in a ‘low pay — no pay’ cycle (Stewart
1999) than move up the wage distribution (Dickens 1999).

1.4.5 Hypothesis Testing

It is clear that the last thirty years or so have witnessed many changes in the

nature of the labour market. These changes provide an ideal situation in which to test

empirically hypotheses conceming possible effects that shifts in the labour market
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may have on crime. This is explored in some detail in the remaining Chapters of this
PhD. Chapters 2 and 3 in particular look at the effect of changes in unemployment,
wages and wage inequality on crime, while Chapter 4 looks at the impact of the
National Minimum Wage. Chapter 5 examines the effect that increasing female labour
force participation may have on crime, while Chapter 6 looks at the importance of

education in relation to crimes committed by youths.

1.5 Thesis Aims and Outline

1.5.1 Broad Aims of This Work

There has already been a large amount of work done in the area of this thesis.
Yet there remains a general lack of consensus as to which labour market variables are
most related to crime; which data are most appropriate to study the question; and,
which methodologies are best suited to uncovering causal relationships between crime
and the labour market (for discussions see Box 1987, Chiricos 1987 or Freeman 1983,
2000).

In light of the often conflicting evidence that has been presented on these
issues, the broad aims of this research are four-fold. Firstly, by taking (often very
large) changes in the labour market discussed above and examining their differential
impact on crime, this research aims to establish which labour market variables are
most associated with crime.

Secondly, by using a number of different data and methodologies, the research
attempts to contribute to debates surrounding the strengths and weakness of different
data and methods available for their analysis. In particular, much of the work in this
area in the UK uses macro level data (see Field 1990, Hale 1998 and Wells 1995 for

examples). This research aims to improve upon that by utilising area level data, which
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allow the use of a wider range of more robust techniques of analysis (for example area
fixed effect models that were briefly mentioned above and will be discussed later).

Thirdly, through the dissemination of findings resulting from this research, the
aim is to bring the above debates to a wider audience of academics and non-
academics, policy makers, and public practitioners where it may have the ability to
inform social policy in this area. And fourthly, as well as answering questions in this
field this research aims to highlight new questions that social scientists may want to
ask and try to answer in the future.

1.5.2 Chapter Outlines
1.5.2.1 Chapter Two — Looking for A Relationship between Crime and the Labour

Market: Some Exploratory Research

As noted above, despite the large literature that exists within the field of crime
and the labour market, the evidence points to a general lack of consensus as to which
labour market variables are most related to crime and what methodologies are most
appropriate for examining such a relationship. This Chapter is the first of two which
introduce facts, concepts and issues surrounding research in crime and the labour
market and which attempt to build up evidence that is utilised in the later Chapters of
this thesis.

In an attempt to establish relationships between crime and its correlates in
England and Wales in the 1990s, this Chapter looks at a number of key labour market,
demographic and deterrence variables and the effect these factors have on different
crimes. This Chapter examines two ways in which the crime rate varies: between
police force areas and within police force areas. It also uses a number of different

methodologies to explore the strengths and weaknesses of each of these approaches.
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The results show that the discovery of significant relationships is easier using
cross-sectional data, but that these results are possibly misleading, produce difficulties
in terms of being able to establish causality and therefore make it hard to draw
implications for criminal policy. Examining area level data over time is shown to be
much more useful. Although using this data and its associated methodologies makes it
more difficult to establish significant relationships, those that are discovered are more
robust even to the inclusion of dynamic effects.

By using area-level longitudinal data to exploit cross-area changes to identify
the determinants of crime, the results show that the 1990s saw property crimes rising
by more in areas where wage inequality rose by more. Crime was also lower in areas
where the number of police officers was higher and it was also lower where there was
an increase in the proportion found guilty of all crimes.

Explaining violent crime rates proves more difficult, as their relative
infrequency makes the results much noisier. Despite this, evidence from this Chapter
shows that violent crime is positively related to average wages; it is higher in areas
where the average wage is higher over the period under examination and lower in
areas where the number of police officers is higher.

The results also show that both property and violent crimes are heavily
persistent over time and that failure to account for this persistence may mean that
some of the factors that help explain crime are ignored.
1.5.2.2 Chapter Three — Spatial Patterns of Crime: Can Labour Market Variables

Explain them?

Residential location is a strong determinant of the level of crime. This theme is
the basis of Chapter 3, which provides an introduction to basic facts and details

concerning area level crime in England and Wales. Thus, with the aid of mapping
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technologies, this Chapter carries out an exploration into the spatial distribution of
crime across 374 local authorities in England and Wales. Using various statistical and
Geographical Information Systems (GIS) mapping techniques, the Chapter focuses on
establishing and plotting spatial patterns of crime across different geographical
locations. It examines the extent to which the uneven distribution of crime can be
explained by the distribution of a range of demographic, labour market and socio-
economic determinants of crime.

The findings show that crime is not randomly located but that in general, there
exists positive spatial association across areas. Areas of high crime are located near to
other high crime areas and low crime areas are located near to other low crime areas.
Across the areas of England and Wales there is shown to be clusters of both positive
and negative association, although positive spatial associations are more prevalent.

Statistical regression analyses show that some of the spatial association can be
explained by the variations in a number of measurable variables. The variables that
are found to be statistically significant (and thus able to explain at least some of the
spatial association of crime across areas for property crime) are related to the age, sex,
educational level, labour market position and the financial situation of individuals
living in the area. Property crime is found to be higher in areas where the proportion
of males in the area and the proportion of young people aged under 25 are higher and
where the proportion of 16-19 year olds in full time education is lower. Property
crime is also higher in areas with a higher proportion of lone parents and individuals
claiming lone parent income support; in areas where the income at the bottom end of
the distribution is lower and the top end higher; and in areas where a higher

proportion of the population is unemployed.
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Like the previous Chapter, evidence from this Chapter suggests that it is
harder to uncover the determinants of violent crime than property crime.
Nevertheless, some factors are shown to be significantly related to violent crime.
Areas with a higher proportion of males, a higher proportion of non-whites and a
higher proportion of people claiming lone parent income support have higher rates of
violent crime than other areas.

After controlling for differences in the measurable area characteristics the
spatial association of crime across areas that is left is attributable to unmeasured
factors. Although on the whole these unmeasured characteristics produce less spatial
association, the unmeasured variables do produce some spatial associations. Those
that remain are different in nature to the patterns produced by the measurable
variables.

The spatial association produced by the measurable characteristics are
dominated by positive associations of high crime rates around the large city areas
such as London. This is not true of the spatial patterns produced by the unmeasurable
determinants of crime. This provides evidence that much of the rural / urban crime
differential can be explained by differences across these areas in the measurable
characteristics of those areas.
1.5.2.3 Chapter Four — Crime and the Minimum Wage: A Quasi-Natural Experiment

This Chapter looks at the relationship between crime and low wages in a
rather different way. If one thinks that differential wage opportunities matter for
crime, then presumably the best way of testing for the existence of a crime-wage link
is to look at a situation where people on the margins of criminal participation receive
a (potentially large) wage increase. Such a situation is clearly offered when a binding

minimum wage floor is introduced to a labour market that previously was not
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regulated by minimum wage legislation. This was the case when a National Minimum
Wage (NMW) was introduced in the UK in April 1999. If labour market conditions
are related in an important way to crime, or an individual’s propensity to commit
criminal acts is altered by changing labour market opportunities, then one may well
see changes in crime occur in the time period surrounding minimum wage
introduction.

The empirical methodology utilised in this Chapter involves comparing what
happened to crime rates before and after the Minimum Wage was introduced in the
police force areas of England and Wales. Changes in various crime rates before and
after minimum wage introduction are related to the initial proportion of low wage
workers (i.e. those paid less than the minimum wage prior to its introduction) in those
areas. Identification of the minimum wage effect comes from the fact that there are
more low wage workers in some areas than in others and therefore, the Minimum
Wage should be thought of having more of an effect there than in areas where there
are fewer low wage employees.

The results uncover a statistically significant negative relationship, showing
relative crime reductions in areas that initially had more low wage workers. This
finding remains robust to controlling for other relevant determinants of crime; to
benchmarking against earlier time periods; and to using initial period wage measures
that look at the types of individual that might be thought of as more likely to be on the
margins of crime. Overall, the results are in line with theoretical predictions that
crime and low wages are related and that by improving the position of the low paid

one does see a reduction in crime.
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1.5.2.4 Chapter Five — Rising Crime and Improvements in the Socio-Economic

Position of Women: Are they Related?

The previous Chapters show a robust relationship between labour market
variables and crime. This Chapter puts this relationship to a different kind of test by
utilizing one of the most noticeable changes to have taken place in the labour market
in the last thirty or forty years, namely the increased labour force participation of
women. If we believe that crime is related to labour market opportunities, the
movement of females into the labour market may have an effect on crime. In the past,
most theoretical and empirical work in this area has tended to focus on the effect of
this movement on female crime, arguing that increases in female labour supply should
lead to a shift in the total share of crime committed by women,; either generating more
or less female crime compared to male crime.

While this is an interesting area of research, females make up only a relatively
small fraction of those who engage in crime. Therefore, examining the effect female
labour force participation has on female crime is likely to uncover only a very small
part of the impact that shifts in female labour supply may have on crime. On the other
hand, if increased female labour force participation in any way damages the labour
market position of males, and there exists a connection between crime and the male
labour market, this will imply a larger effect on the overall crime rate. Thus, this
Chapter builds on evidence from earlier Chapters that shows that weak labour market
positions are positively related to crime. Using data on overall offences, as well as sex
specific convictions data, measured across police force areas between 1975 and 1998,

the Chapter examines the effect of increasing female employment on crime by
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assessing the impact it has on the male labour market and the subsequent effect this
has on crime.

The results show that in areas where female employment rose, crime also rose.
This result is robust to measuring crime as all notifiable offences for property crimes
and male property crime convictions. The results are stronger for male-specific
crimes, probably due to the fact that including even a small number of female crimes
is likely to bias the coefficient downwards, as female employment and female crime
are likely to be negatively related.

Findings suggest that the positive relationship between female labour supply
and crime may be produced as a result of female employment reducing male wages.
The fact that the results are stronger when female employment is measured as the
share of low skilled male occupations suggests that it is the wages of the least skilled
males that are most affected. This is supportive of the idea that women substitute for
less skilled men, thus increasing pressure on males who are already likely to be on the
margins of crime and thereby increasing crime. These results are congruent with the
findings from the previous Chapters.

While a positive relationship between female labour supply and crime is
uncovered, this does not mean that female employment necessarily produces bad
outcomes. The results suggest that the issue may lie with the fact that females entering
the labour market are substituting for the low skilled males. It is likely that as females
continue to improve their educational qualifications and accumulate labour market
experience they will compete for jobs with males further up the employment ladder
who are less likely to be on the margins of crime. It is likely that as women substitute
for males higher up the employment ladder, the effect of increasing female labour

supply on crime will become weaker.
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1.5.2.5 Chapter Six — Age Differences in Crime: Are They Explained by Education?

Previous Chapters of this thesis examine the impact of the labour market on
crime. As discussed previously, one of the main determinants of an individual’s
position in the labour market is his/her educational attainment. This is even more
pertinent today than in the past, given the large changes that have taken place in both
the education system and the labour market in recent years. These include the massive
increase in higher educational participation, coupled with a rise in demand for a more
skilled workforce and an increase in the wage returns to education.”® All of which
mean that the gap between those with education and those with none is greater today
than in the past.

At the same time, education is strongly related to crime. According to a report
by HM Chief Inspectorate of Prisons (Home Office 1998c) there were 10570 young
people under the age of 22 in the custody of the prison services in England and Wales
in 1997. This represented a 5% increase on the previous year. The report points out
‘most of the youngsters had been failed by the education system’ (Chapter 3,
paragraph 3.12). Around two thirds of these youths had no formal qualifications,
many had regularly truanted from school and over 50% had been excluded (or left
voluntarily) before the age of 16.

With these facts in mind, this final empirical Chapter examines the effect of
education on shaping the crime-age profile of two groups of young males: those who
have more education (those who stay on after the compulsory school leaving age) and
those with less (those who leave school at age 16). As a critical part of childhood
years is children’s exposure to the education system, the focus of this Chapter is on

potentially different crime-age profiles for people with different levels of educational

2 These were all discussed above in section 1.4 ‘Facts: Labour Market’.
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attainment. And on factors which are likely to be related to crime and age and which
may be able to account for observed differences in the two profiles. These factors
include: neighbourhood/area, school, individual, family and labour market variables.

The results show that the crime-age profiles for the less educated seem to be
different from the profile for the more educated group (those who stayed in education
past the compulsory leaving age). Whilst the probability of the more educated group
committing offences is reduced to negligible levels by the age of 25, the profile for
the less educated group shows little sign of decline from around the age of 22. By age
25 the latter group has a much higher probability of committing all three types of
offences than the more educated group.

Once other variables are introduced into the equation, the gap between the two
profiles is reduced. In some cases, for particular ages or offences, the gap is
completely removed. Overall, the most important sets of variables in accounting for
the gap in the profiles for all three crime types are school, family and individual
variables. These variables differentially account for more or less of the gap at
particular ages. The factors which matter most are: whether individuals live in the
parental home (negative for all offences); whether their family had previous contact
with the police (positive for all offences); whether the individual had played truant
from school (positive for all offences); whether the individual’s father was SES V
(positive for violent offences), and; whether an individual lived in social housing
(positive for violent offences). These are the variables that bring the profiles together
in the full model. These are also the variables that act as individual determinants of
crime, regardless of age.

This Chapter shows that age, although correlated with crime, is also correlated

with other variables such as schooling, individual and family characteristics which are
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differentially associated with the probability of young people of the same age
committing crimes. Once we take into account the fact that the two groups vary in
terms of other observable characteristics (such as whether they truanted or were
excluded from school, where they live, who they live with and what they do), we see
areduction in the gap between the two groups and the profiles are brought together.
Having discussed the motivation and structure of this thesis the following
Chapter begins the empirical analysis of the relationship between crime and the labour

market.
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2. Looking for A Relationship between
Crime and the Labour Market: Some

Exploratory Research

2.1 Introduction

Knowledge of what are the most important determinants of criminal behaviour is
central to criminology as an academic subject, and to any input the discipline can have
into the process of policy design and implementation. As a consequence a number of
researchers have adopted a quantitative approach to look at the factors that affect crime.
A large number of these have turned to the labour market for explanations of criminal
behaviour.

However, data constraints meant that in the early days of this research nationally
representative data were only available at the macro level. While work using these
aggregated data provides evidence of links between crime and a number of labour market
measures, it has been criticised for its failure to look at what is happening beneath the
national level. Other types of data available at this time allowed quantitative researchers
to carry out cross-sectional analyses examining the relationship between crime and the
labour market in a particular area, or between two or more areas in a particular year.
While this has also produced a number of findings, its lack of representativeness is a

severe limitation.
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Improvements in data collection and availability and advances in the
methodological techniques for dealing with data now mean that it is possible to look at
temporal and spatial differences in crime at the same time. This allows researchers to
combine the advantages of both time series and cross-sectional methodologies. Use of
area data means that questions can be asked about what is happening at a more micro
level, making it possible to discover relationships which may well be obscured in national
level data. Moreover, following areas over time makes it possible to control for area
characteristics that are otherwise unobserved and may affect the relationship between
crime and its correlates. In this way, it may be possible to identify a more accurate
relationship between crime and other factors and even to identify causal relations.

This Chapter uses different types of data and a number of different methodologies
to address two key areas within the field of crime and the labour market. Firstly, it
explores why some areas have higher crime rates than others, paying particular attention
to two possible determinants of crime, the nature of the formal labour market and the
strength and deterrence capabilities of the criminal justice system. At the same time, this
work addresses questions concerning the appropriate use of data and the methodological

tools available for dealing with them.

2.2 Existing Empirical Work

Most empirical research on the determinants of crime in the UK has been at the
national level. This work typically utilises time series data on crime rates and their
determinants. In the UK the leading exponent of this type of work is Field (1990) who, in
an examination of crime trends post World War II, found that property crime was

negatively related to consumption. When consumption was higher, property crime slowed
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down or declined, and when consumption was lower, crime rose. When criticised for only
looking at short run relationships, Field (1998) extended his data to 1997 and looked at
both short and long term relationships. He found a long run positive relationship between
the stock of consumer goods and the rise in property crime (burglary and theft). However,
he could find no relationship between property crime and unemployment (either in the
long or short run)', or between property crime and those cautioned, found guilty or
imprisoned.

Building on this work, Pyle and Deadman (1994a) used annual data for England
and Wales between 1946 and 1991 and found that not only consumption, but also real
Gross Domestic Product (GDP) was negatively associated with changes in crime. In fact,
real GDP may be a better measure than consumption of the link between crime and the
labour market. Unlike Field, they also found a positive relationship between
unemployment and crime. Although in a study using Scottish data Deadman and Pyle
(1994b) failed to uncover such a relationship between crime and unemployment.

Using the same data as Deadman and Pyle (1994a), Hale (1998) found that
personal consumption was the most important correlate of property crime over both the
short and long run. While changes in unemployment were related to changes in property
crime in the short run, no long run relationship between the two variables could be
established.

However, recently macro studies have been criticized for their failure to explain
more recent trends in crime (see Dhiri et al, 1999, or Pudney et al, 2000) and for the lack

of practical policy implications that can be drawn from their findings. Moreover, it has

! Field (1998) found unemployment and property crime to be correlated but that this relationship was wiped
out once consumption was included in the equation.
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been argued that because of the level of aggregation, the findings from macro studies are
less robust than studies using less aggregate data (Chiricos, 1987).

In the United States data quality and collection are clearly more wide-ranging
than in the UK and work on the determinants of crime has utilized individual level data
(e.g. Witte 1980, Myers 1983, or Thornberry and Christenson 1985). There are, however,
very few individual level data sources on crime in the UK and where it does exist, it is
either single cross-sections that focus only on young people (like the Home Office’s
1992/3 Youth Lifestyles Survey” and the 1998/9 Youth Lifestyles Survey®), or it covers a
very specific (and usually small) cohort of people. An example of the latter is the
Cambridge Study in Delinquent Development that has been heavily used by researchers
(e.g. by Farrington et al, 1986, or West, 1982), to show that individuals are more likely to
commit crimes when they are unemployed than when they are in work. But this survey
only covers 411 males born in a particular area of South London in 1953. With the
exception of these rather specific data sources there are very few individual level data
sources available in the UK and none that are nationally representative.*

Whilst there are hardly any individual level sources of crime data in the UK, it is
possible to look at the relationship between crime and its hypothesised determinants at
the level of police force area. There are 43 police force areas in England and Wales and

data have been recorded at this level for some time. The existence of such data means

2 This data has been used by Graham and Bowling (1995) and Hansen (2001) (see Chapter 6).

3 For more details see the report by Flood-Page et al (2000).

* Data on convictions does exist in the Offenders Index data but, apart from publicly available data on a
few selected cohorts, this is only available for internal Home Office use. Moreover it just contains data on
convicted offences with very little data on characteristics of offenders. There is also victimization data in
the British Crime Surveys of 1982, 1984, 1988, 1992, 1994, 1996, 1998, 2000 and 2001 (each reports
victimizations that have taken place in the previous year). However, as a survey the results are subject to
sampling error, the surveys are not nationally representative and cannot be analysed at area level on a
consistent basis though time as the areas remain anonymised. Although area codes were available in the
past (see Hale et al 1994, Osbom et al 1992, 1996, Osborn and Tseloni 1998, Trickett et al 1995b for
examples).
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that researchers can carry out empirical work that looks at changes in crime across these
police force areas over time. Clearly this adds a cross-sectional dimension that the macro
work is unable to consider.

For example, Willis (1983) was one of the first to use police force area level data
in his cross-sectional analysis of England and Wales in 1979. He found that a 1% rise in
unemployment was associated with a small increase in theft and violence against the
person, but was unrelated to sexual crimes. However, this study only used a single cross-
section. As will be seen later, this has very serious drawbacks, especially when the main
variable of interest, crime, is strongly persistent over time.

More recent work by Wells (1994) who examined changes over time across 41
police force areas® between 1975 and 1992, found changes in unemployment to be
positively associated with some types of property crime: household burglary and vehicle
theft.

Witt, Clarke and Fielding (1998, 1999) aggregated the 43 police force areas in
England and Wales to the regional level® to look at the relationship between crime, male
unemployment and wage inequality. In both studies they find changes in crime’ to be
related positively to changes in male unemployment and wage inequality.®

Reilly and Witt (1996) use data from 42 police force areas in England and Wales,’
between 1980 and 1991, to look at the relationship between crime (burglary, theft and

robbery), male claimant count unemployment and household income, while controlling

3 Surrey was excluded for lack of unemployment data.

® The 1998 study considers ten regions (North West, North, Yorkshire and Humberside, East Midlands,
West Midlands, East Anglia, London, South East, South West and Wales). The 1999 study considered nine
by further aggregating London and the South East.

" In the 1998 study the crimes are burglary, theft from a vehicle, other theft, shoplifting and robbery. In
1999 they are property, vehicle, other theft, burglary and handling stolen goods.

¥ No relationship was found for shoplifting crimes in the 1998 study.

® There are actually 43 police force areas but the authors aggregate the City and Metropolitan forces.
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for other demographic and deterrence variables which may affect their estimated
relationships. Their findings show that household income is negatively related to burglary
and theft. However, the estimate is driven to insignificance once unemployment is
controlled for.

Work on area data by Machin and Meghir (2000) gives a stronger focus to the
relationship between crime and the low wage labour market. They look at cross-arca
changes in crime and changes in the 25 percentile of the area wage distribution, finding
a negative correlation between the types of crime they examine (theft and handling,
burglary, vehicle crime and total property crime) and low wages, even after controlling
for other variables including demographic change and measures of deterrence. They also
consider the associations between area crime rates and criminal justice system variables
in areas (focusing specifically on conviction rates and sentence lengths) and find that
both these criminal justice variables are negatively associated with crime.

It is clear that there has only been a limited amount of work carried out so far in
the UK at police force area level. This contrasts with the United States where a larger
body of work exists, and where a number of robust findings have emerged. For example,
Allan and Steffensmeier (1989) use US state level data between 1977 and 1980 to
examine the relationship between property crime arrest rates (robbery, burglary, larceny
and auto theft) for juvenile (13 to 17 years old) and young adult (18 to 24) males and
employment conditions. They find that unemployment is positively related to juvenile
arrests, but that low pay and low hours are associated with high arrest rates for young
adults.

Raphael and Winter-Ebmer (2001) focus on the link between crime and

unemployment and use annual state level data between 1970 and 1993 to show that
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unemployment is positively related to both violent and property crimes. They try to
account for omitted variable bias by controlling for alcohol consumption and by using
prime defence contracts per capita as an instrument for unemployment. When they do
this, they find even larger unemployment effects.

Gould, Weinberg and Mustard (2002) look at the link between both
unemployment and wages in their analysis of US annual county level data between 1979
and 1995. They find that although unemployment is positively related to crime, the wage
of low skilled workers is a more important correlate of crime. Indeed, they report that the
falling wages of unskilled men between 1979 and 1995 led to an increase in burglary of
nearly 14%, a rise in larceny/theft of around 7%, a 9% increase in aggravated assault and
an 18% rise in robbery.

In the US, there have also been a number of area level studies which focus on the
relationship between crime and the criminal justice system. For example, Marvell and
Moody (1996) use annual state and city level data between 1968 and 1993 to look at the
relationship between crime rates and police numbers. They find that increases in crime
rates lead to a higher number of police, but the relationship is greater the other way
around, a higher number of police reduces crime.

Levitt (1998) considers state level data on youths for the period 1978 to 1993 to
look at the relationship between juvenile crime and juvenile punishment. He finds that
higher levels of punishment are associated with lower crime rates for both property and
violent crimes. Drawing on this work, Levitt and Lochner (2001) use the same data to
look at the deterrence effect of differences in juvenile and adult punishment. They find
that states where adult punishment is most severe have the largest decline in crime around

the age of majority.
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This Chapter builds on this research by using data in different ways to find the

most robust correlates of crime.

2.3 The Correlates of Crime: Theoretical Considerations

Over the years many variables have been considered as possible determinants or
correlates of crime. In this Chapter two groups of variables are examined, the nature of
the formal labour market and the strength and deterrence capabilities of the criminal
justice system.

There are a number of reasons for focusing on labour market and criminal justice
system correlates of crime. Firstly, if we think about the basic economic model of crime
(seen in the work of Becker, 1968 or Ehrlich, 1973), an individual’s decision to engage in
crime is a function of a number of factors including the expected utility from crime, the
expected utility from the formal labour market, perceptions of the likelihood of
apprehension and the severity of punishment if caught. Thus, the labour market and the
criminal justice system account for three out of four factors which enter the simple
rational choice economic model of crime. '

Secondly, these two factors are potentially important determinants of crime in
other frameworks. For example, the labour market position of an individual is of central
importance to a number of criminological theories. Strain theory, for example, predicts
poor labour market conditions may cause stress or strain and thereby push people towards

crime (see Merton 1957). Furthermore, many of the low paid are in jobs where promotion

or career advancement is hard (if not impossible). Thus their opportunities to have money

19 Unfortunately in the UK there is no or little data available at this level which would allow the final
factor, expected utility from crime, to be examined. Machin and Meghir (2000) have attempted to proxy for
this by using information from the British Crime Survey on the value of goods stolen.
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and status may be blocked. Unable to achieve success legally, these individuals may be
forced to resort to participate in illegal activities.

Of particular relevance, is social control theory, which predicts a relationship
between crime and both labour market position and the ability of legal sanctions to deter.
In this framework social control works at two levels: informal social controls are the
pressures brought to bear on individuals to abide by societal norms through their ties with
society; formal social controls are more coercive attempts by the criminal justice system
to deter crime (by threat of detection and incapacitation). Informal controls affect
individuals differentially as individuals vary in the extent to which they feel attached to
society. As one of the major institutions through which bonds are formed between
individuals and society is the labour market, those with weak labour market positions,
such as the unemployed or low paid, are likely to feel less attachment to society than
others. With weaker bonds to society, these people feel less pressure to conform to
societal norms and thus society is less able to deter them from breaking the law. Because
they care little about what society thinks of them, even the prospect of stigmatisation,
social disapproval or being labelled as a criminal has little power to deter them from
breaking the law. Thus, social control theory may predict a positive relationship between
crime and unemployment and /or wages.

However, formal social controls exert an additional coercive force that
compounds the effects of informal social control discouraging criminal behaviour. Thus,
the threat of apprehension and punishment works to persuade individuals, who otherwise
may have considered committing a crime, not to do so. If the fear of formal sanctions

works in this way we should expect to see a negative relationship between crime and
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criminal justice variables as the higher the likelihood of detection and the more severe the
punishment (or the perceived likelihood and severity), the lower the expected crime rate.

Moreover, there are a number of deterrence theories that predict a relationship
between deterrence and crime (for example, Silberman 1976). These are based on similar
reasoning to economic rational choice theories, but express scepticism of the assumptions
embodied in the economic models and prefer to emphasise the uncertainty and non-
rational behaviour of individuals and the inconsistency and discrimination of the criminal
justice system.

A third reason why it seems sensible to look at factors related to the labour market
or the criminal justice system is that there is disagreement in many quarters as to which
set of variables are the more important correlates of crime. Indeed, from a policy
perspective it is important to discover whether initiatives to reduce crime would be best
targeted at discovering the labour market position of individuals most likely to engage in
crime and improving conditions for these individuals (thereby reducing or removing their
need to engage in crime); or whether initiatives would be more effective in reducing

crime if they were targeted at measures to deter or incapacitate those who do offend. "

24 Data Description and Descriptive Analysis

There are 43 police force areas in England and Wales, but for the work in this
Chapter, two sets of police forces (the City of London and Metropolitan police forces,
and the Gwent and South Wales police forces) have been amalgamated together. The
reason for joining the City and Metropolitan forces together is because the small number

of residents living in the City produces artificially high crime rates. Gwent and South

' This is not to deny that there could be other factors which might be important in influencing cross area
differences in crime rates but these are not the focus of this Chapter.
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Wales have been aggregated as a result of a police force boundary change that occurred
in the period under examination so that only the amalgamated area grouping is consistent
over the time period studied."?

The data have been constructed from a variety of sources at the level of the police
force areas of England and Wales for the years between 1992 and 1998. The start date
was used on the grounds that 1992 was the first period for which computerized data on
measures of the criminal justice system were available.”> The end date was dictated by
changes in the accounting rules that took place in April 1998 which make comparison
after this date difficult.'* The data cover four main areas: crime; features of the criminal
justice system; the labour market; and population and demographic characteristics of
areas.

2.4.1 Crime Data

The crime data'® cover notifiable offences at the police force area level, with total
recorded crime being broken down into the following categories: violence against the
person; sexual offences; robbery; burglary; theft and handling stolen goods; fraud and
forgery; criminal damage; drug offences; and other offences.

These are crimes reported to and recorded by the police. As Chapter 1 showed,
while official statistics may not identify all crimes, there are still good justifications for
using them to study the causes of crime.'® Increased pressure on the public to report
crimes (due to insurance requirements) and on the police to record crimes means that in
recent years there has (to some extent) been a convergence of trends in notifiable

offences and trends in self-reported victimisations from the British Crime Survey (which

12 In April 1996.

13 Also data on the explanatory variables were not available before this date.

1* Home Office Statistical Bulletin 18. October 1999. Although see Chapter 5 for an attempt.
'* The crime data was supplied by the Home Office.

' Notifiable offences are the only nationally representative data available at the area level.
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many believe is a truer reflection of crime (see Brantingham and Brantingham 1984 for
discussion)). Moreover, as Chapter 1 discussed, evidence from the British Crime Survey
suggests that most of the crimes not reported to or recorded by the police tend to be
trivial in nature."’

Table 2.1 reports the total number of notified offences in England and Wales
between 1992 and 1998 for all crimes and for the crime categories detailed above. It also
reports information on crime rates computed as the number of crimes divided by the
population. The Table reveals what is by now a well-known pattern. After the very sharp
rises that occurred through the 1970s and 1980s'® total recorded crime peaked in the early
1990s and then began to fall. Crime fell over the 1992 to 1998 period from around 5.6 to
4.4 million crimes or, in terms of rates, from .109 down to .085 crimes per person. But
there is some variation by type of crime, while there was little or no change for violent

crimes, most non-violent crimes fell over this period. In particular, theft and handling

crimes fell rather sharply.

17 See Appendix A for further discussions conceming the use of official statistics.
'8 In 1970 there were 1,568,000 crimes in England and Wales, by 1980 this had risen to 2,521,000 and by
1990 the figure was 4,364,000.
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Table 2.1 Crime in England and Wales, 1992 to 1998 (Numbers of crimes and
crimes/population)
1992 1993 1994 1995 1996 1997 1998 Change
1992-1998
All crime | 5594826 | 5529219 | 5255290 | 5100241 | 5036553 4598327 | 4457531 -1137295
109 107 102 .098 .096 .088 .085 -024
All 284199 294231 311744 310936 344768 347064 330816 226617
violent* .006 .006 .006 .006 .007 .007 .006 .000
Violence 201777 205102 219741 212588 239342 250827 232736 210959
against .004 .004 .004 .004 .005 .005 .004 .000
the
person
Sexual 29528 31284 31987 30274 31391 33165 34861 5333
.001 .001 .001 .001 .001 .001 .001 .000
Robbery 52894 57845 60016 68074 74035 63072 63219 -18033
.001 .001 .001 .001 .001 .001 .001 .000
Non- 5285053 | 5208871 | 4913306 | 4759872 | 4658150 | 4214620 | 4085697 -1196247
Violent* .103 101 .095 .092 .090 .081 .078 -025
Property+ | 4210021 | 4124449 | 3822146 | 3691593 | 3548529 | 3180027 | 3069944 -1140077
.082 .080 .074 .071 .068 .061 .059 -.023
Burglary | 1355274 | 1369584 | 1261441 | 1239484 | 1164583 1015075 965312 -389962
.026 .027 .024 .024 .022 .019 .018 -.008
Theft 2854747 | 2754865 | 2560705 | 2452109 | 2383946 | 2164952 2104632 -750115
.056 .054 .050 .047 .046 .041 .040 -.016
Fraud 168600 162836 146144 133016 136225 134398 160424 -8176
and .003 .003 .003 .003 .003 .003 .003 .000
forgery
Criminal 892623 906746 927447 913991 951274 877042 833314 -59309
damage .017 .018 .018 .018 018 017 016 -.001
Drugs 13809 14840 17569 21272 22122 23153 22015 8206
.0003 .0003 .0003 .0004 .0004 .0004 .0004 -.0001
* Excluding ‘Other’ crimes as they are a mixture of violent and non-violent offences.
+ Property crimes = theft + burglary
2.4.2 Criminal Justice System Data

Although this thesis is mainly interested in the relationship between crime and the

labour market, it is also important to look at the effect of deterrence (for reasons already

discussed). Not only is the effect of deterrence on crime of interest, but also, if deterrence

is related to crime, failing to include it in the model will mean that the model will be

under-specified and could suffer from omitted variable bias (see Appendix B for further
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discussion of bias). This will result in biased estimates of the coefficients on all the
independent variables, including the labour market ones."’

For these reasons, for each crime category there is also information on a number
of features of the severity of the criminal justice system.?’ These include the total number
of people found guilty, the number placed in immediate custody, the average sentence
length and the number of police officers.

Table 2.2A shows that for almost all crime categories, convictions have risen. For
all crimes, the conviction rate rose by about 1/3, going from 7 percent to just over 10
percent. At the same time (as Table 2.2B shows), the total number given immediate
custody as a proportion of those found guilty of each crime increased. This is true for
most crimes. The total number imprisoned went up from 12 percent of all convictions to

19 percent, corresponding to a rise of over 50 percent between 1992 and 1998.

Table 2.2A  Disposals on Principal Offence Basis (Total found Guilty as a

Proportion of Each Notifiable Offence)

1992 1993 1994 1995 1996 1997 1998 Change
1992-1998

Total crime .074 .070 075 075 .078 091 101 .027
All violent* .353 311 .301 301 285 .308 .352 -001
- Violence 443 397 .380 389 363 382 453 011
against the
person
- Sexual 198 .160 .170 192 178 .163 .153 -.039
- Robbery .096 .088 .082 .076 .080 .089 .088 -.008
Non-Violent* 055 .052 .056 .055 .058 067 074 019
Property+ .049 047 .049 .047 .050 .058 .063 013
- Burglary .033 .029 .030 .029 .028 031 .032 -.001
- Theft .057 .056 .058 057 062 071 077 019
- Fraud and 154 .147 178 178 161 163 152 -.003
Forgery
- Criminal .039 .034 .035 .035 .035 .040 .045 -.006
damage
- Drugs# 1.643 1.476 1.583 1.485 1.540 1.757 2218 575

*Excludes ‘other’ crimes. +Property crimes = theft + burglary. # Value >1 because of differences in the
accounting rules of drugs crimes. For notifiable offences the crime is counted, for disposals each person

involved in that crime is counted.

' Unless in the special case that they are completely independent of the omitted deterrence measures.

20 provided by the Home Office.
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Table 2.2B  Disposals on Principal Offence Basis (Total given Immediate Custody

as a Proportion of those found Guilty of Each Crime)

1992 1993 1994 1995 1996 1997 1998 Change
1992-1998

Total crime 123 128 145 170 179 .186 191 .068
All violent* 142 159 .168 187 .200 197 .196 .054
- Violence .098 111 125 .141 150 152 153 .055
against the
person
- Sexual 334 398 .366 416 446 465 .504 .170
- Robbery .706 .695 .686 .668 711 717 715 381
Non-Violent* 11 113 130 157 163 173 75 .064
Property+ 119 120 147 178 179 194 .200 .081
- Burglary 273 295 343 382 419 452 473 .200
- Theft 077 075 .098 126 .126 .140 .148 071
- Fraud and .096 102 .103 141 155 .165 171 075
Forgery
- Criminal .042 .035 .039 .045 .047 .048 .048 .006
damage
- Drugs .162 165 .145 .167 197 191 .173 011

* Excludes ‘other’ crimes. + Property crimes = theft + burglary

Whilst the conviction rates have risen, average sentence lengths seem to have

fallen a little. This can be seen in Table 2.3. This is true for most crime categories except

sexual crimes and burglaries, where sentence lengths have risen.

Table 2.3. Average sentence lengths (months)
1992 1993 1994 1995 1996 1997 1998 Change
1992-1998
Total crime 14.7 14.7 14.1 13.9 14.9 14.8 13.6 -1.1
- Violence 14.3 13.8 13.8 133 14.1 12.9 11.8 -25
against the
person
- Sexual 36.4 36.1 36.3 36.8 37.1 379 38.7 2.3
- Robbery 39.0 38.8 39.8 38.2 38.1 39.1 353 -3.7
- Burglary 11.5 11.1 11.4 12.0 13.8 15.8 15.5 4.0
- Theft 6.1 6.4 6.1 6.0 5.7 5.7 49 -1.2
- Fraud and 12.3 113 11.0 9.8 10.5 9.7 9.3 -3.0
Forgery
- Criminal 113 143 14.7 13.6 12.9 13.4 10.6 -0.7
damage
- Drugs 28.1 28.1 27.7 28.1 28.1 28.9 27.0 -1.1
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The final criminal justice related variable is the number of police officers. This is
described in Table 2.4. The consistently defined data on the number of police officers run
from 1993 onwards (no numbers were provided by the Metropolitan Police in 1992) and

shows a fall of around 1000 police offices over this period.

Table 2.4 Number of Police Officers
1992 1993 1994 1995 1996 1997 1998 Change
Number of [ 97778* 124663 123743 124811 124792 124802 | 123780 -883
police officers (93-98)

* Excludes numbers in the Metropolitan Police which are not available for 1992.

2.4.3 Labour Market Data

While there has been a fair amount of work done in the area of crime and the
labour market, there is no agreed consensus as to which labour market variable has the
greatest effect on crime. Various research studies find that unemployment (Land, McCall
and Cohen 1990), low wages (Gould et al 2002), inequality (Fowles and Merva 1996), at
least to some extent, are related to crime.

The labour market information used in this Chapter comes from two main
sources, the New Eamings Survey (NES) and the Labour Force Survey (LFS). The
former is an employer based survey (covering about 1 percent of the workforce in each
year). It reports in April of each year which enables these data to be matched to the 43
police force areas, mainly at county level.?' The same is true of the Labour Force

Survey’s anonymised area level data.’’> From the NES average hourly wages are

2! The match is geographically exact for almost all police force areas. A problem occurs where the
Metropolitan Police offers services to some (mostly) small areas of counties on the border of London. This
affects the borders of Essex, Hertfordshire and Surrey and means that one should be careful to look at
changes over time in modeling work (where this feature of the Metropolitan Police stays constant over
time, for the sample period we have here).

22 Individual level data contains county level identifiers, but only from 1995 onwards.

69




calculated, as well as the 10‘h, 25th, 50“’, 75 and 90™ percentiles of the hourly wage
distribution. From the LFS unemployment rates have been calculated for each police
force area. Table 2.5 shows hourly wages at different percentiles of the wage distribution,
and shows evidence of rising inequality as the higher percentiles grow at a faster rate
between 1992 and 1998 than the lower percentiles. From the Table we can see that the

unemployment rate has fallen from 10 to 6 percent over this period.

Table 2.5 Earnings (£ per hour) and ILO Unemployment

1992 1993 1994 1995 1996 1997 1998 Change

1992-1998
Mean 7.19 7.50 7.71 8.00 8.29 8.67 8.88 1.69
10" percentile 3.37 3.47 3.52 3.57 3.71 3.86 3.93 0.56
25'" percentile 4.33 447 4.55 4.62 4.79 5.00 5.04 0.71
50" percentile 5.94 6.17 6.29 6.49 6.73 7.01 7.13 1.19
75" percentile 8.60 8.95 9.20 9.60 9.94 10.38 10.63 2.03
90" percentile 12.35 12.80 13.11 13.91 14.38 14.95 15.36 3.01
ILO 104 .105 095 .087 .080 .072 .063 -.041
Unemployment

Source: Eamings from New Eamings Survey, ILO unemployment from Labour Force Survey.

2.4.4 Population and Demographic Data

Areas vary greatly in the size of the population and the population make-up.
These differences can also affect the level of crime in areas. Usually areas with a higher
population also have more crime. This makes sense in that the larger the population, the
greater the pool of potential perpetrators and victims of crime and the greater the stock of
goods to steal. Of course, some people are more likely to be involved in crime than
others, so it is also important to control for the demographic make-up of the population in
the area. For example, evidence suggests that blacks (Freeman 2000), and those with no

educational qualifications (Lochner 1999) are more likely to commit crime than others.
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Population numbers, which match police force areas, have been supplied by the

Home Office. Demographic data have been assembled from the LFS.” These include the

number of ethnic minorities and the number of 16 to 19 year olds in full time education.

Table 2.6 shows that the demographics (population shares of ethnic minorities),

unsurprisingly, stay fairly constant through this time period. Finally, the percentage of 16

to 19 year olds in education has increased from 49 to 57 percent between 1992 and 1998,

reflecting the growing participation of students in post compulsory education.

Table 2.6 Unemployment and Demographics from the Labour Force Survey
1992 1993 1994 1995 1996 1997 1998 Change
1992-1998
Share non-white 052 052 053 053 055 058 061 .009
Share of 16-19 494 530 .558 569 579 586 .568 .074
year olds in
education

2.5 Methodology

Studies of data that vary across time and space have a great number of
methodological advantages. Firstly, from an exploratory point of view, the data can be
aggregated in a number of ways to show the strengths and weaknesses of the different
data and methodologies available for dealing with them. This Chapter will focus on two
ways of looking at the data. The first will look at all the time periods combined and
examine the differences between police force areas. In doing this, the data effectively
become cross-sectional data (but using cross-sectional data averaged over a number of
years means that results are likely to be more accurate and robust than data that use a
single period cross-section, as they ameliorate measurement error (see Appendix B)). The

model that makes this possible' is:

2 The data used are anonymised county level data from the LFS. Individual level data is available at county
level but only between 1995 and 1999.
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63 = ﬂia + Ea
where C is the mean crime rate between 1992 and 1998, X is a mean measure of the

explanatory variables over the same time period and £ is the mean error term reflecting
the fact that explanatory variables are unlikely to fully explain the variation in crime. The
subscript ‘a’ denotes police force area.

Between area differences allows the identification of high crime areas and low
crime areas and can inform us which variables are related to high and low crime.
However, with area level data measured over time, it is also possible to control for
differences in crime across the police force areas and create an even arena where crime
and its correlates can be examined. This is done by holding constant factors that may
differ across high and low crime areas, some of which we would otherwise be unable to
observe. These are referred to as ‘area fixed effects’. Moreover, factors which vary over
time (but are constant across areas (such as macro-economic shocks which hit the
economy as a whole) can also be controlled for by including time dummies in the model,
in the same way as the area fixed effects. The model in this case becomes:

C,=a+pX,+F +T, +¢,
Where F is the area fixed effects and T are time dummies. The subscripts ‘a’ and ‘t’
denote that the regressions are run on data following areas over time.

Thus, from a methodological point of view, spatial data measured over time has a
number of advantages and provides the opportunity to use various techniques to analyse
different aspects of the relationship between crime and its correlates, an analysis to which

this Chapter now turns.
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2.6 Splitting Crime into its Constituent Parts

It is possible to decompose the variance of changes over time in crime rates into
two groups. The first group is the variation in crime occurring between areas, in other
words ithe amount of variance in the crime rates that can be attributed to differences in the
characteristics of different police force areas. The second is the variance within areas.

The following Table shows these variance decompositions for the three crime rates.

All Property Violent
Crimes Crimes Crimes

Percent of Variation in Crime Between/Within Areas 87/13 81/19 87/13

Between 1992 and 1998 most of the variation in crime occurred between areas, 87
percent of the variation in all/violent crimes occurred between areas and 81 percent of the
variation in property crimes. This leaves 13 percent of variation in crime occurring within
areas for all crime and violent crime and 19 percent for property crime. Both types of
variation will now be discussed in turn in an attempt to establish a relationship between
crime and its determinants.

2.6.1 Between Area Variation in Crime

Between area variation is an important aspect of crime. Indeed, there exist large
differences in crime across different areas of England and Wales. According to the 2001
British Crime Survey, crime is much higher in inner city areas than any other areas, while
rural areas have much lower crime rates than elsewhere (Home Office, 2001b). Police
force statistics reveal similar geographical patterns; the metropolitan forces (City, Greater
Manchester, Merseyside, Metropolitan, Northumbria, South Yorkshire, West Midlands,

West Yorkshire) tend to have higher crime rates than other forces. In the year April 2000
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to March 2001 Greater Manchester had the highest crime rate with over 1,400 crimes per
1000 of the population. Crime tends to be lowest in the more rural forces such as Dyfed-
Powys which had only 476 crimes per 1000 of the population during the same period
(Home Office 2001a).

As early as the 1920s and 1930s, the Chicago School established that crime varied
across area and identified some areas as high crime areas and others as low crime areas.
They also noted that these patterns persist long after the initial cause of the high or low
crime incidence in the area no longer exist. This is because people do not change their
behaviour immediately to a given stimuli, but react slowly over much longer periods. If
an area is formally associated with high crime, it will take quite some time for people to
notice a change and it will take even more time for confidence in the area to grow to the
point where residents and business may feel safe there. We can think of this as the
permanent component of crime. Even though crime rates fluctuate, crime is, on average,
higher in some areas than others. For example, here are the crime rates (expressed per

1000 of the population) in two imaginary areas, Area A and Area B over a four year

period:
Year Area A Area B
Year 1 23.3 6.1
Year 2 23.0 53
Year 3 229 4.5
Year 4 22.8 4.1

We can see from this example that on average Area A is a high crime area (23
crimes per 1000 of the population) and Area B is a low crime area (5 crimes per 1000 of
the population) and that despite movement over time about these mean crime rates (there
is in fact more movement in Area B) Area A remains a high crime area and Area B

remains a low crime area.
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That some areas are essentially high crime areas and others are low crime areas
(and remain so over time) can be seen clearly in Figures 2.1 to 2.3. These show crime
rates for all crimes (Figure 2.1), property crimes (Figure 2.2) and violent crimes (Figure
2.3) between 1992 and 1998, with the crime rates expressed as the number of crimes per
person. In each case, lines are fitted through the median crime rate in each time period.

This persistence can also be seen by calculating the correlation between crime in
the start year (1992) and end year (1998) of the sample. The closer the correlation
coefficient is to 1 the more the crime rates in the two periods are similar (1 indicates a
perfect positive linear relationship between the two variables, -1 would indicate a perfect
negative linear relationship). From the table below we can see that the coefficients are
high (very high for the aggregate crime measure and for property crime, slightly lower

for violent crime) indicating the crime rates in 1992 and 1998 are highly correlated.

All Property Violent
Crimes Crimes Crimes
Correlation Coefficient For 1992 and 1998 Crime Rates 93 .93 .81
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Figure 2.1 Area Crime Rates 1992-98 (All Crimes / Population)
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Figure 2.2
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Figure 2.3 Area Violent Crime Rates 1992-98 (Murder+Sex+Robbery/ Pop)
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In the same way that crime is unevenly distributed across areas, it is likely that so
too are the determinants of crime. By carrying out a regression of the mean crime rates
across areas on the mean of the independent variables we will be able to see which
variables are associated with high crime areas and which are associated with low crime
areas.”* There are three sets of independent variables considered: the first are
demographic variables and include the proportion of non-whites in the area and the
proportion of 16 to 19 year olds in full time education. The second set of variables are
labour market variables and include the area unemployment rate and a measure of wage
inequality (75" percentile—25th percentile). The final set of explanatory variables are
deterrence measures, these include the proportion found guilty, the proportion
incarcerated, the number of police officers and the average sentence length.?®

Table 2.7 shows police force area models of crime averaged over the years 1992
to 1998,%° carried out separately for property and violent crimes. For property crimes all
the demographic and labour market variables are statistically significant as are two of the
four deterrence measures. As might be expected, high crime areas are also those with a
higher proportion of non-whites and a lower proportion of 16 to 19 year olds in full time
education. They are also areas with a higher proportion of people unemployed and where
wage inequality is greater. Higher property crime areas are also those with a lower
number of police officers and where average sentence lengths are shorter.

For violent crime high crime areas are also areas with a higher proportion of non-
whites and a higher proportion of unemployed. Unlike property crime, areas of high

violent crime are also areas with a higher proportion of 16-19 year olds in full time

24 The model used can be seen in the methodology section (2.5).

% The log of variables is used as it allows the examination of elasticities, in other words it makes it possible
to say how much the dependent variable will be affected by a 1% rise in the independent variables in
percentage terms.

% S0 the data effectively become a cross-section.
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education, perhaps suggesting a higher incidence of fighting or other forms of violence
amongst students.”’ Alternatively this may be a spurious relationship reflecting the fact
that violent crime is less frequent, and therefore, more noisy than property crime.?®
Violent crime is also higher in areas where average sentence lengths are shorter and
rather surprisingly where more people are found guilty. It appears rather counter intuitive
that violent crime should rise in an area where more people are being found guilty.

Therefore again these results may be spurious. 29

Table 2.7 Police Force Area Models of Crime in England and Wales, Averaged
between 1992-98

Property Crime Violent Crime
Proportion non-white 178*** 170%**
(.012) (.015)
Proportion of 16-19 year -1.60%** .688***
olds in education (.169) (.180)
Proportion unemployed 268%** 826> **
(.067) (.115)
Wage Inequality 1.22*%*# -.381
(.274) (.374)
Proportion found guilty .046 230%*
(.141) (.118)
Proportion jailed .046 -.014
(.105) (.090)
Police numbers - 071%** -.032
(.016) (.026)
Average sentence length -278*** -363%**
(.106) (.135)
R-Squared .997 .999
Sample Size 41 41

?"This could also reflect student representation in city center areas where more drinking and likely victims
are to be found.

28 Less than 10% of all crimes per year are violent crimes.

% When the model breaks violent crime into its constituent parts (i.e. violence against the person, sexual
offences and robbery) violence against the person is the only offence that attracts a statistically significant
positive coefficient. Sexual offences has a positive but insignificant coefficient while robbery attracts a
negative coefficient. This is likely to be due to the fact that violence against the person and sexual crimes
tend not to be rational acts, while robbery is. Therefore, those committing robbery are more likely to
respond to incentives or deterrence in much the same way as those committing property crimes.
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While these findings are interesting, they tell us very little about the relationship
between crime and its correlates. It is highly likely that a high crime area is also an area
with high unemployment for example, which is why cross-sectional studies tend to find
statistically significant relationships between crime and such variables at this level.
However, these observed relationships may actually be produced by any number of
intervening variables, many of which are unobservable. Using this type of methodology,
there is no way to control for the presence and effect of these intervening variables. Thus,
such models are highly likely to suffer from omitted variable bias, so the results should
be viewed with caution. This may explain why some counter intuitive results emerge.

Moreover, because the picture observed is static (i.e. a snapshot at one point in
time) it is not possible to generalise findings outside of the sample or to establish causal
relationships. This means that from a policy perspective, few implications can be drawn
about the relationship between crime and its determinants from tl.lese findings. What is
needed is an examination of fluctuations in the crime rate, in an attempt to establish what
lies behind these movements.

2.6.2 Within Area Variation in Crime: Area-level modeling

The results so far indicate that some areas are high crime areas while some are
low crime areas and these patterns tend to persist over time. But it is also true that within
these areas, crime rates fluctuate over time and it is thus important to establish what
factors lie behind this movement. To do this, the permanent component of crime must be
removed. As detailed in the methodology section, it is possible to do this with data
measured at police force area level over time by controlling for area fixed effects. This, is
done by holding constant factors that may differ across high and low crime areas, some of

which we would otherwise be unable to observe. This makes it possible to better isolate
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associations between crime and its correlates. This is the methodological question which
corresponds best to the theory. What happens to crime across areas if an hypothesised

determinant of crime changes?

2.7 Area Level Models of Crime

There are a number of ways to estimate models that include fixed effects.’® The
first is to include dummy variables for each police force area. In this case, the model
looks like:

C, =a+ pdemo, + p,labourmarket,, + p,deter, +F, +T, +¢,,

where C is the measure of crime, « is the constant, demo is a vector for the demographic
variables of interest, set out in the data section, labourmarket is a vector for the labour

market variables of interest and deter a vector for the set of deterrence variables. F

represents the area fixed effects, (measured using a dummy variable for each police force
area (minus 1, as the constant « is included in the model)). T represents time dummies
for each year (again minus 1). ¢ is the error term incorporating any factors that influence
crime which are not included in the model (although the fixed effects and time trends will
account for such variables, where they are constant across time in the case of the former
and constant across area in the case of the latter).

The subscript ‘a’ indicates each police force area and the subscript ‘t’ each time
period. Note that the area fixed effect only has an ‘a’ subscript, because it controls for
differences across areas that are constant through time, while the time trend only has a ‘t’

subscript as it accounts for differences through time which are constant across areas.

*® This Chapter focuses on two methods but other ways include demeaning the variables.
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The second fixed effects model uses changes or differences in the variables of
interest across time periods. Thus, from the above model we get:

(C,, =a+ p,demo,, + B,labourmarket,, + f,deter,, + F, +¢,,)

(C,_, =a+ B,demo,_, + B,labourmarket | + B,deter,

at-1

+F,+¢,.,)

Or:

(C, -C,.)=a+ B (demo, —demo,_,)+ B,(labourmarket , — labourmarket,,_,)

+ B, (deter,, — deter,

al—l)+(Fa _Fa)+(gar _gat—l)
This can also be written more simply as:

AC, = a + p,Ademo,, + f,Alabourmarket, + [,Adeter, + Ag,
Where A indicates the change from ‘¢’ to ‘¢-1°. The area fixed effect F, does not
appear in the final equation as it has been ‘differenced away’ (i.e. F, —F,). Thus, this

model is referred to as a ‘first differenced equation’ (Wooldridge 2000).

There is no general consensus as to which method is best, but usually where ‘¢’ is
small, as in this case, dummy variables are thought to produce more efficient results. This
Chapter will use both methods. If the findings are robust, both methods should give
similar results.

Table 2.8 shows the relationship between property crime and a number of
explanatory variables, while controlling for differences in areas characteristics and time
trends with the use of dummy variables. The Table reports six specifications. The first
(shown in column (1)) is a simple fixed effects regression of property crime on the
demographic variables. The second (2) and third (3) regress property crime on labour

market variables, while the fourth (4) and fifth (5) columns examine the effect of
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deterrence variables on property crime. The final column (6) shows the preferred model,
where only the independent variables shown to have an effect on property crime are
included.

The results from the first specification show that the measures of demography
included here, ethnicity and education, do not have a statistically significant effect on
property crime despite both being important predictors of crime in other research.

The second specification examines the effect of unemployment and then a
measure of the top and bottom of the wage distribution. Results for this specification
show that while the measure of unemployment attracts a negative sign, the coefficient is
statistically insignificant. Thus, like much of the literature that emphasizes the fragile
nature of the crime-unemployment relationship (see Freeman, 1999), there appears to be
no evidence in this property crime model of a crime-unemployment link. This is an
excellent example of how failing to control for area fixed effects (or looking at single
cross-sections) can prove to be misleading. In the previous model, a positive relationship
was found between crime and unemployment. That this relationship vanishes with the
inclusion of fixed effects suggests that there are other characteristics of areas that explain
the cross-sectional correlation.

The measure of the bottom end of the wage distribution, the 25" percentile
(which effectively captures the extent of low pay in the area), attracts a negative sign, but
is only significant in a two-tailed test. The 75M percentile wage, which can be thought of
as a proxy for the stock on wealth in the area (for example, more disposable income,
more goods to steal, lower guardianship of property because people are more likely to be
out in the evening) attracts a positive sign, statistically significant at a greater than 1%

level. In this specification an F-test on the 25" and 75® percentiles produces an F statistic
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of 4.97, which is statistically significant at the 5% level. This means we are unable to
reject the hypothesis that the coefficients on the two variables are equal and opposite.

Thus, in the third specification the 25" and 75" percentiles are combined to create
a wage inequality index, which is added to the specification along with the
unemployment measure. Again, the coefficient on the unemployment variable, while
attracting a negative sign remains statistically insignificant. On the other hand the wage
inequality measure is positive and is strongly statistically significant at a greater than 1%
significance level.

The fourth and fifth specifications examine property crime using two different
ways to measure deterrence. Column (4) shows the results from looking at crime specific
deterrence measures, those found guilty, those jailed and the average sentence length for
property crimes only. The final deterrence measure in this specification is the number of
police officers. This latter variable is the only measure of deterrence that attracts a
statistically significant coefficient. Column (5) shows the same specification, but this
time measured for all crimes. The proportion jailed and the average sentence length
remain statistically insignificant, like the previous specification, but the proportion found
guilty of all crimes in the area attracts a negative coefficient, statistically significant at the
5% level. Again, the coefficient on the number of police officers is negative and
statistically significant at the 5% level. The fact that the proportion found guilty of all
crimes has a greater deterrence effect on property crime than the crime-specific measure
of deterrence suggests that if the rational choice theory is correct, people make decisions
not having weighed up the actual costs and benefits of their action, but the perceived

costs and benefits, which are often based on incomplete or even incorrect information.
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The final specification (6) shows the preferred model, including the variables that
remain statistically significant. Thus, included in this model is the wage inequality
measure, which attracts a positive sign, statistically significant at the 5% level; the
proportion found guilty of all crimes, which has a negative sign (significant at a greater
than 1% level); and the number of police which also attracts a negative sign (significant
at the 5% level).*!

Table 2.9 reports a set of results for the same property crime specifications as
above, but using changes over time rather than dummy variables to capture the fixed
effects. Reassuringly, the results produced are very similar to those reported above. The
statistically significant variables in the model are the same as before, so that in the final
model the wage inequality measure attracts a positive coefficient, statistically significant
at the 5% level, the proportion found guilty attracts a negative coefficient (significant at
the 5% level) and the coefficient on the number of police officers shows a negative sign,
significant at the 10% level. The magnitude of the coefficients from both models are very
similar, although for all statistically significant measures they are slightly lower using the
first differenced model (the wage inequality coefficient is .358 in the dummy model and
.315 in the changes model, the equivalent figures for the proportion found guilty are -

.139 and -.089 and for the number of police officers -.316 and -.201).

3! Note the high R-squared — this is a result of including a dummy variable for each police force area, which
means the model explains much of the variation in the data.
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Table 2.8 Police Force Area Models of Property Crime in England and Wales,
1992-98 Including Area Fixed Effects
a ) 3) ) (&) (6)
Basic Model Labour Labour Deterrence Deterrence Final Model
with Market Market (Crime (Overall)
Demographic | (Unemploy- (inequality) Specific)
Variables ment and
wages)
Proportion -.015
Non-White (.013)
Proportion of -.011
16-19 year olds (.056)
in Full Time
Education
Proportion -.038 -.045
Unemployed (.039) (.038)
25" Percentile -.302
Wage (.237)
75", Percentile 526%**
Wage (.201)
Wage 432%%% 358%*
Inequality (.179) (.171)
Proportion -.006 -.137** - 139***
Found Guilty (.044) (.057) (.045)
Proportion -.010 -.022
Jailed (.043) (.057)
Police Numbers - 465%** -341** -.316**
(.149) (.154) (.153)

Average 011 .036
Sentence (-040) (.042)
Length
Area Fixed Yes Yes Yes Yes Yes Yes
Effects
Year Fixed Yes Yes Yes Yes Yes Yes
Effects
R-Squared 9997 .9997 .9997 .9997 9997 .9997
Obs 287 287 287 286 286 286

Robust Standard Errors in parenthesis
* significant at 10%, ** 5%, *** 1%
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Table 2.9 Police Force Area Models of Property Crime in England and Wales,
1992-98 Specified in First Differences
()] @ 3 @ 6)) 6
Changes in: Basic Model Labour Labour Deterrence | Deterrence Final
with Market Market (Crime (Overall) Model
Demographics | (Unemploy- (inequality) Specific)
ment and
wages)
Proportion -.009
Non-White (.011)
Proportion .017
of 16-19 year (.038)
olds in Full
Time
Education
Proportion .003 .000
Unemployed (.028) (.028)
25™, -228
Percentile (.191)
Wage
75%. 331 *#x
Percentile (.156)
Wage
Wage .298** 315%*
Inequality (.138) (.130)
Proportion 021 -.063** -.089**
Found (.033) (.042) (-036)
Guilty
Proportion -.030 -.047
Jailed (.030) (.035)
Police -215* -227* -201*
Numbers (.130) (.127) (.122)
Average -.023 -.042
Sentence (.025) (.035)
Length
Year Fixed Yes Yes Yes Yes Yes Yes
Effects
R-Squared .687 692 .9997 .693 .699 .703
Obs 246 246 246 245 245 245

Robust Standard Errors in parenthesis
* significant at 10%, ** 5%, *** 1%
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Thus, both methods show that property crime is positively associated with wage
inequality. Where wage inequality is greater or has increased the most property crime is
higher or has increased the most. This supports the idea that relative deprivation (Stack
1984), not just being poor, but being poorer or having less than others around you, is an
important predictor of crime. The results also show that property crime is negatively
associated with the proportion of people in the area found guilty of all crime and the
number of police officers. Where a greater proportion of people are found guilty of crime
or where there has been a higher rise in those found guilty, and where there are more
police officers or where there has been a rise in the number of police officers, property
crime is lower or has declined by more. This supports rational choice and deterrence
theories, which posit that the higher the likelihood of apprehension the more people will
be dissuaded from breaking the law. It also provides evidence in favour of government
policy to put ‘bobbies back on the beat’.

Tables 2.10 reports the results from the fixed effects model for violent crime
using dummy variables to control for area fixed effects. As with property crime, the
Table reports six specifications. With the exception of the wage inequality measure (in
this case replaced with the mean wage measure), the specifications are the same as the
property crime model.

Column (1), which reports the coefficients on the demographic variables, shows
that like property crime, neither ethnicity nor education have a significant effect on
violent crime. The unemployment measure also remains statistically insignificant, as do
both measures of the wage distribution (the 25" and 75" percentile), (column 2). As such,
the inclusion of the inequality measure in the property crime model is not appropriate

here. Instead a measure of the average wage in the area is added to the model in
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specification (3). As the results show this measure attracts a positive sign and is
statistically significant at a greater than 1% level. This supports the findings of Cantor
and Land (1985) who posit that violent crime is higher when people have more spending
power to go drinking as alcohol consumption is so highly correlated with violent crime
(Raphael and Winter-Ebmer 2001).

Of the deterrence measures, only the number of police officers attracts a negative
coefficient that is statistically significant.*> The final, preferred specification (6) thus
contains only mean wages, which attracts a positive sign, statistically significant at a
greater than 1% level, and the number of police officers, which attracts a negative
coefficient, statistically significant at the 5% level.

The results from the fixed effect dummy variable model indicate that violent
crime is positively associated with mean wages. Areas where average wages are higher or
where the average wage rose by more are areas where there has been more violent crime,
or where violent crime has risen by more. On the other hand, violent crime was found to
be negatively related to the number of police officers. Areas with more police officers or
areas where there has been a rise in the number of officers are the areas with lower crime
or where violent crime had decreased by more.

However, these findings are not reproduced when the model is specified in first
differences (Table 2.10). Indeed, in the first differenced model, none of the variables in
the final specification (6) are statistically significant. Thus, for violent crime the findings
do not seem very robust. This is in line with other work in the area that has found it
difficult to establish the determinants of violent crime (for a discussion of this see

Chiricos 1987).

32 The proportion found guilty attracts a positive, statistically significant coefficient. This is counter
intuitive.
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The fact that the fixed effect and first difference models produce similar results
for property crime, but not for violent crime, is in line with the idea that first differences
exacerbates measurement error. The models produce very different results for violent
crime, which is likely to contain more measurement error than property crime. For this

reason, the fixed effects models probably deserve more attention.

Table 2.10 __ Police Force Area Models of Violent Crime in England and Wales,

1992-98 Including Area Fixed Effects

(¢)) 2) 3) ) S ©)
Basic Model Labour Labour Deterrence Deterrence Final Model
with Market (Wage | Market (Mean (Crime (Overall)
Demographics distribution) Wages) Specific)
Proportion -.014
Non-White (.026)
Proportion of -.135
16-19 year (.112)
olds in Full
Time
Education
Proportion -.048 -.034
Unemployed (.071) (.070)
25", .561
Percentile (.630)
Wage
75", 487
Percentile (.376)
Wage
Mean Wages 1.13%** 1.22%**
(.450) (.452)

Proportion 28] %%* 228*
Found Guilty (.075) (.057)
Proportion -.056 -.166
Jailed (.078) (.109)
Police -.798*** -.639* -.525%*
Numbers (.301) (.328) (:302)
Average 078 -.002
Sentence (.059) (.083)
Length
Area Fixed Yes Yes Yes Yes Yes Yes
Effects
Year Fixed Yes Yes Yes Yes Yes Yes
Effects
R-Squared .9997 9997 .9997 .9997 9997 .9997
Obs 287 287 287 286 286 286

Robust Standard Errors in parenthesis, * significant at 10%, ** 5%, *** 1%
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Table 2.11 Police Force Area Models of Violent Crime in England and Wales,

1992-98 Specified in First Differences

D) @) ©) @ B) ©)
Basic Model Labour . Labour Deterrence Deterrence Final Model
with Market (Wage | Market (Mean (Crime (Overall)
Demographics distribution) Wages) Specific)
Proportion -.005
Non-White (.017)
Proportion -.038
of 16-19 (.077)
year olds in
Full Time
Education
Proportion .027 .041
Unemploye (.059) (.056)
d
25", 115
Percentile (.533)
Wage
75", 470
Percentile (.291)
Wage
Mean .660* 622
Wages (.393) (.392)
Proportion 285 202**
Found (.081) (.095)
Guilty
Proportion -.045 -.111
Jailed (.053) (.075)
Police .018 -.362 -.346
Numbers (.040) (.353) (.363)
Average -.009 -.023
Sentence (.041) (.058)
Length
Area Fixed Yes Yes Yes Yes Yes Yes
Effects
Year Fixed Yes Yes Yes Yes Yes Yes
Effects
R-Squared .203 212 212 .241 216 212
Obs 287 287 287 286 286 286

Robust Standard Errors in parenthesis, * significant at 10%, ** 5%, *** 1%
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2.8 Incorporating Dynamics into Crime Models

Earlier findings indicated that crime is highly persistent over time. While the
inclusion of area fixed effects will control for part of this, there may still be persistence
above and beyond this. It is therefore important to include some measure of inertia in the
models. One way to do this, is to include a measure of the lagged dependent variable in
the model, in an attempt to account for historical factors which cause differences in the
dependent variable that are otherwise difficult to account for (Wooldridge 2000).

One issue with first differencing models is that it necessarily produces serial
correlation when a lagged measure of the dependent variable is added to the model. This
is because a non-zero correlation is induced between the lagged dependent variable and
the error term. The problem arises from the fact that the error term will pick up a range of
factors that have not been included in the model (for example peer pressure). In a
contemporaneous model, the error term is assumed not to be correlated with any of the
explanatory variables. So peer pressure is represented by the error term as it is not
reflected in any of the other right hand side variables. However, in a dynamic first
differenced model, the contemporaneous error term may be correlated with the lagged
dependent variable which may also include a measure of peer pressure. This will result in

biased estimates. This can be seen more clearly in the model below:

, -C,,)=a+ p(demo, —demo,_,)+ B,(labourmarket , — labourmarket,,_,)

+ S, (deter,, — deter,,_,)+6(C

at-1

Car—2) +(Fa - Fa) + (gat - 8at—l)
The potential correlation exists because:

E[(Cat-l - Caz—z )’ (8at - gal—l) #0
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This problem can be overcome using an instrumental variable technique
suggested by Arellano and Bond (1991). However, a more simple procedure is to
incorporate the lagged variables into the fixed effect dummy variable model, where no
bias problem exists. This is done for property crime in Table 2.12, The Table reports two
specifications. The first simply shows the preferred specification from the previous fixed
effects dummy variable model for property crime. The second includes a lagged measure
of the dependent variable.

The first thing to note is that the lagged measure of property crime is strongly
positive and statistically significant at a greater than 1% level. The inclusion of the
lagged dependent variable slightly reduces the coefficient on all the independent
variables. However, with the exception of the wage inequality measure, all remain
statistically significant. Thus, the results show that even after accounting for some
persistence, property crime remains strongly persistent in the fixed effects model.

Table 2.13 shows the results from the dynamic models of violent crime. As with
property crime the Table reports three specifications. The first is the preferred model
from the previous fixed effects dummy variable model (column (6), Table 2.10), which
for violent crimes contains a measure of the average wage in the area and the number of
police officers. The second specification (2) adds in a lagged measure of violent crime in
the area.

The results show that like property crime, violent crime is strongly persistent over
time. Having already accounted for some persistence in the fixed effects model, the
coefficient on the lagged violent crime variable attracts a positive coefficient statistically

significant at a greater than 1% level. The coefficient itself is slightly larger in magnitude
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than the lagged measure of property crime at .580 compared to .472. Thus, violent crime,

even more so than property crime, is heavily persistent.

Table 2.13 Police Force Area Models of Violent Crime in England and Wales,

1992-98 Using Dummy Variables and Including L.agged Variables

(0] 2
Preferred Model (1) Plus Lagged Crime Measure
Wage Inequality 358** .186
(.171) (.150)
Proportion Found Guilty - 139%** - 118%**
(.045) (.036)
Police Numbers -.316%* -.256**
(.153) (.101)
Property Crime — Lagged AT2xA*
(.054)
Area Fixed Effects Yes Yes
Year Fixed Effects Yes Yes
Test for Serial Correlation Yes Yes
R-Squared .9997 9999
Obs 286 246

Robust Standard Errors in parenthesis, * significant at 10%, ** 5%, *** 1%

Table 2.12 Police Force Area Models of Property Crime in England and Wales,

1992-98 Using Dummy Variables and Including L.agged Variables

@) (0]
Preferred Model (1) Plus Lagged Crime Measure
Mean Wages 1.22%** 873**
(.452) (.434)
Police Numbers -.525%* -.001
(.302) (.291)
Violent Crime- Lagged 580***
(.105)
Area Fixed Effects Yes Yes
Year Fixed Effects Yes Yes
Test for Serial Correlation Yes Yes
R-Squared .9997 .9997
Obs 286 246

Robust Standard Errors in parenthesis, * significant at 10%, ** 5%, *** 1%
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2.9 Concluding Remarks

In an attempt to establish simple descriptive relationships between crime and its
correlates in England and Wales in the 1990s, this Chapter has looked at two ways in
which the crime rate varies: between police force areas, and within police force areas.
Using different methodologies, it was found that the discovery of significant relationships
was easier using cross-sectional data. However, these results are possibly misleading, do
not allow causality to be established and as a result can offer few implications for
criminal policy. Examining area level data over time has proven much more successful. It
allows us to ask the conceptual question in the right way: If X changes what happens to
crime?*® Although more difficult to establish significant relationships, those that have
been discovered are more robust, even to the inclusion of dynamic effects.

Thus, when using area level panel data to exploit cross-area changes in order to
identify the determinants of crime, the results show that in the 1990s property crime in
areas experiencing a growth in wage inequality rose by more. Crime has been lower in
areas where the number of police officers was higher and it has been lower where the
proportion found guilty of all crimes has increased.

Explaining violent crime rates has proven more difficult since their relative
infrequency makes the results much noisier. Despite this, evidence has shown that violent
crime is positively related to average wages, it is higher in areas where the average wage
has been higher over the period under examination and lower in areas where the number

of police officers has increased.

33 The equivalent cross-sectional question is: Is crime high when X is high?

96



The results have also shown that both property and violent crimes are heavily
persistent over time and that failure to account for this persistence may mean that some of
the factors that help explain crime are ignored.

As well as highlighting which factors are most closely associated with different
crimes, these findings point to the potential usefulness of area data in understanding
crime. This will be utilised in the following Chapter, which further explores the

relationship between crime and the labour market at area level.
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3. Spatial Patterns of Crime: Can Labour

Market Variables Explain Them?

3.1 Introduction

Residential location is a strong determinant of the level of crime. Indeed, the
location of where you live strongly determines the level of crime you are likely to
experience. In 1999, a person living in South Africa was nine times more likely to be
murdered than someone living in the USA. A person in the USA was four times more
likely to be a victim of homicide than someone living in the UK, who in turn was one and
a half times more likely to be killed than someone in Norway (Home Office, 2001a).

The likelihood of being a victim of crime in England and Wales is documented in
the British Crime Survey (BCS), a household survey that asks about people’s experiences
of crime. Figures from the 2000 BCS show that the risk of victimisation ‘varies
considerably across households with different characteristics and situated in different
localities