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Abstract

This PhD thesis focuses on the philosophical fotiada of Neuroeconomics, an
innovative research program which combines findirsggl modelling tools from

economics, psychology and neuroscience to accaurtidiman choice behaviour. The
proponents of Neuroeconomics often manifest the iteonb to foster radical

modifications in the accounts of choice behavioewvedoped by its parent disciplines.
This enquiry provides a philosophically informedpegisal of the potential for success
and the relevance of neuroeconomic research faroecims. My central claim is that
neuroeconomists can help other economists to bodde predictive and explanatory
models, yet are unlikely to foster revolutionarydifications in the economic theory of

choice.

The contents are organized as follows. In chapie?s | present neuroeconomists’
investigative tools, distinguish the most influahtiapproaches to neuroeconomic
research and reconstruct the case in favour olueahenrichment of economic theory.
In chapters 3-7, | combine insights from neuro-psjyogy, economic methodology and
philosophy of science to develop a systematicouréiof Neuroeconomics. In particular,
| articulate four lines of argument to demonstrtat economists are provisionally
justified in retaining a methodologically distinati approach to the modelling of

decision making.

My first argument points to several evidential agpistemological concerns which
complicate the interpretation of neural data andt cdoubt on the inferences
neuroeconomists often make in their studies. Mpseé@rgument aims to show that the
trade-offs between the modelling desiderata thatoezonomists and other economists
respectively value severely constrain the incorpanaof neural insights into economic
models. My third argument questions neuroeconoimagtempts to develop a unified
theory of choice behaviour by identifying some cahissues on which they hold
contrasting positions. My fourth argument differatés various senses of the term
‘revolution’ and illustrates that neuroeconomiste anlikely to provide revolutionary

contributions to economic theory in any of thesesss.
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POETIC FOREWORD

“Imagine a vast and restless sea, constantly vdwedolent storms.
In the middle of the sea, you and your friends elaproceed

Strenuously fighting against the hostile winds.

Day after day, the motion of the waves impairs yoagile vessel,
And opens bursts in the hull, and nearly makeskig shrink:

Till the day comes, when some members of the eve |

Yet, the boat is at open sea and can still proctemgh not to proper speed:
Shall you follow your comrades, abandoning the elefes the unknown?

Or shall you further rest on board, trying to rep#ie boat?

Before deciding, consider this: the restless maignie economic realm;
The waves stand for the behavioural, experimemdlr@euroscience drifts;

The little crew on the open sea is the communigcohomists”.



INTRODUCTION

Revolutionary scientific change has been the foafs intense philosophical
controversies in the second half of the twentiethtary. Before those days, scientific
progress was usually regarded as a cumulative ggogbereby novel theories supplant
and occasionally reduce earlier ones. In 1962, KphblishesThe Structure of
Scientific Revolutionsvhich provides an innovative and highly contr@varaccount of
intertheoretic transitions. Kuhn’'s model differsofmundly from the conception of
scientific change that was popular among logicakitpests, who characterized
scientific progress in terms of logical-mathemdtidarivations between individual

theories.

Kuhn focuses not so much on isolated theories, rhthier on paradigms, that is
“disciplinary matrices” including elements such @xonomies for the investigated

phenomena and scientists’ methodological commitsm¢€b®70a, p.182). In his view,

scientific disciplines undergo sharply delimitedapbs of normal and revolutionary
science. During periods of normal science, scienteke for granted the validity of the
received paradigm and regard experimental reshtis hear against it as anomalies
calling for further investigation. If anomalies aoculate, however, scientists come to
question the validity of the prevailing paradignmdathe relevant discipline enters a

period of revolutionary science.

Phases of revolutionary science culminate in sifientevolutions, that is “non-

cumulative developmental episodes in which an opderadigm is replaced [...] by an



incompatible new one” (1962, p.86; see also Kuh&81l). According to Kuhn,
scientific revolutions involve radical modificatisnin scientists’ beliefs and
commitments. These modifications are often so pmodo that the proponents of

competing paradigms “live in different worlds” (184, p.193).

Kuhn’s account of scientific change was soon suliga number of objections (see e.g.
Achinstein, 1968, Lakatos, 1970, and Toulmin, 19TR)response to criticisms, Kuhn
(1970a, 1974 and 1981) came to endorse a lessnexti@ew of intertheoretic
transitions (see e.g. Sankey, 1993 and 1994). Hemyevs initial model prompted
animated discussions among the practitioners ared ghilosophers of various
disciplines. For instance, some economists (e.gvidey, 1975) took several episodes
in the history of economic theory to fit with Kulsn’account, while others (e.g.
Baumberger, 1977, and Blaug, 1975) argued thataaugtist model of scientific
progress provides a more accurate characterizatiorthe development of their

discipline.

In the history of science, scientific revolutionavke been claimed to occur both in
underdeveloped disciplines (e.g. think of the dwenv of the phlogiston theory by
Lavoisier's chemical theory) and in mature scien@esg. think of the replacement of
Newton's theory of universal gravitation by Einstgigeneral theory of relativity). One
such revolution is allegedly under way at the ifsieg between economics, psychology
and neuroscience. The story goes as follows. Qheettast decade, a growing body of
research has come together under the name of Neuromics (henceforth, NE), an

emerging discipline which combines findings and mgilig tools from economics,



psychology and neuroscience to account for humaitetbehaviour. Neuroeconomists
(henceforth, NEs) aim to integrate findings and ellimg tools from NE’s parent

disciplines. In particular, they often speak of iempenting revolutionary modifications
in the accounts of decision making provided by ¢hdssciplines (see e.g. Camerer,

Loewenstein and Prelec, 2005, and Glimcher, 2010).

There are at least two respects in which the emergef NE promises to constitute an
especially significant episode of scientific changke first one concerns ttseopeof
NEs’ proposed revolution. Economists, psychologistsd neuroscientists have
separately achieved significant successes in modealhd explaining choice behaviour.
However, they usually employ dissimilar construatsl pursue different explanatory
goals (see e.g. Glimcher, 2010, ch.1). The pioneérblE frequently manifest the
ambition to develop a single, unified theory of ideobehaviour that spans NE'’s parent
disciplines and “transcends the explanations avi&lto neuroscientists, psychologists,
and economists working alone” (Glimcher and Rustich2004, p.452). A second
peculiarity of NES’ intended revolution relatesit® purporteddepth The proponents of
NE rarely rest content with integrating particulisndings from economics, psychology
and neuroscience. On the contrary, they often sm#akubstituting the constructs
traditionally employed in these disciplines. Fostance, after noting that we are able to
“observe the brain better than ever before”, Camela@ms that NEs “will eventually
[...] replace the simple mathematical ideas of ecansmwith more neurally-detailed

descriptions” (2005).
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The aforementioned assertions point to momentdesdisciplinary rearrangements and
raise several questions concerning revolutionangnsfic change. To give some
examples, are NEs likely to foster a genuine rei@mbuspanning both natural and social
disciplines? What obstacles stand in the way dizieg this ambitious project? More
generally, do scientific revolutions constitute aedijve advances in the involved
disciplines, or do they call into question the mutpd progressiveness of science? What
implications do scientific revolutions have for theetaphysics and the epistemology of
science (see e.g. van Fraassen, 1980, Hacking, Ba8&l, 1984, Psillos, 1999, and
Stanford, 2010, for a debate between realist atideahst interpretations of scientific

theories)?

The rise of NE provides us with a valuable oppadtjuto investigate a number of
philosophically relevant issues besides these dregsus briefly consider some of these
issues in turn. The first one concerns the ideaintdrdisciplinary consilienceThe
practitioners of economics, psychology, and neueose have developed a wide
variety of approaches to model human choice behaviBegrettably, their models
usually have quite a narrow scope and are raréggiated into unified theories at the
intradisciplinary level. Indeed, even when targgtithe same explananda, the
practitioners of each discipline often rely on drgtar presuppositions and make use of
distinct constructs (e.g. compare themo oeconomicugposited by rational choice
theory with the agents figuring in bounded ratidgaland ecological rationality
models). The situation is even more fragmentethairiterdisciplinary level, where we
presently lack a shared methodology for buildinghdied account of choice behaviour.

In this respect, several questions arise regafdiag] attempts to integrate evidence and

11



modelling tools from different behavioural sciencEsr example, what findings and
constructs are to be employed in developing NE ns@ddo what extent do the
methodological divergences between economists, hpdygists and neuroscientists

affect the prospects of NE?

Secondly, the emergence of NE has important agjga to philosophical debates
regardingintertheoretic reductior(see e.g. Nagel, 1961, and Oppenheim and Putnam,
1958). Interdisciplinary research often promptemse disputes concerning the nature
of intertheoretic relations among the practitionefsthe involved disciplines. NES’
proposals proved to be especially controversial deveral reasons. To give one
example, their attempts to provide a neural miaroftation to economic theory
promise to accomplish the first instance of inteditetic reduction spanning both
natural and social scientific disciplines. HowewEs’ reductive claims hardly fit with
some philosophers’ criticisms of intertheoreticuetibns (see e.g. Fodor, 1974, Dupre,
1983 and 1993, and Cartwright, 1999). Moreovery thave been questioned on the
more pragmatic ground that it is more fruitful torgue integrative - rather than
reductive - approaches between NE’s parent disgpli(Craver and Alexandrova,
2008). Do NEs possess the means to develop a negluatification of economics,
psychology and neuroscience? Do they concur onflwhbicthese disciplines is best
equipped to provide the fundamental constructsiferNE theory of choice? What are

the prospects of a non-reductive unification of 8lgarent disciplines?

Thirdly, the rise of NE constitutes an especialljtable case study for investigating

how notions of explanation and criteria of explanatory relevancevary across

12



disciplinary boundaries. In the former respect,dbestion arises as to how exactly the
conceptions of explanation that are respectivegsppposed in distinct natural and
social sciences differ. What kind of explanationsedonomists attempt to develop? Are
they concerned with providing mechanistic accowitpeople’s decisions, or do they
aim to understand the reasons motivating econogeata (see e.g. Knight, 1935, and
Davidson, 1963)? What kinds of methods are besedudor economists’ explanatory
purposes (see e.g. Mill, 1843, and Weber, 1904)?tA<riteria of explanatory
relevance, the mere fact that decision making takase in the brain does not license
the conclusion that NE findings are relevant fororemmics. Still, several NEs
presuppose that understanding how decision malsngnstantiated at the neuro-
psychological level ispso factoinformative to economists. In doing so, they rety
disputable assumptions concerning the explanatelgvance of neuro-psychological

findings for the economic theory of choice (Kuoskoand Ylikoski, 2010).

A fourth issue of philosophical significance relate thepragmatics ofmodellingin
science. The proponents of NE frequently argue ¢ésahomists could develop more
predictive and explanatory models by incorporatimguro-anatomical and neuro-
physiological insights. However, distinct modellidgsiderata (e.g. think of tractability
and descriptive accuracy) often pull in differemedtions and make opposing demands
on modellers. The trade-offs between distinct dasidh, in turn, impose significant
restrictions on the construction of models spanmiffgrent disciplines and levels of
description. In this respect, one wonders whethand, if so, on what grounds -
economists should include several neural insights their models of choice. This

guestion has important implications for the potargignificance of NE research, as the
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trade-offs between the desiderata that NEs and ettenomists respectively value are

unlikely to abate with progress in NES’ observaticimols and experimental practices.

A fifth issue concerns thmterpretationthat modelsof decision making are given in
different behavioural sciences. The following castris especially profound in the
current literature at the interface between econsppsychology and neuroscience. On
the one hand, economists usually rely on as if nsooechoice (e.g. think of expected
utility theory) which make no assumptions regardimgpat neuro-psychological
processes underlie choice behaviour. On the otéued,imany NEs take their models to
provide descriptively accurate characterizationthefneuro-psychological substrates of
choice behaviour. In particular, some NEs (e.g. &am Loewenstein and Prelec, 2005,
p.10, and Glimcher, 2010, p.126 and 133) urge ewnasis to substitute their as if
representations with mechanistically informed aotsu of decision making.
Regrettably, the availability of multiple NE moded$ choice which posit dissimilar
neuro-psychological processes does not fit welhwite realistic interpretation many

NEs give to those models.

Last but not least, NEs’ contributions raise selvgugstions ohormativesignificance,
especially regarding economic welfare analysespmtidy evaluations. The proponents
of NE often manifest the ambition to evaluate petgpldecisions according to a
normative perspective. In particular, they aim sgoeatain not just what the best way to
achieve a given objective is, but also what obyestiagents should pursue in specific
situations. In what circumstances, if any, do nqsgchological findings legitimize

NEs to influence or interfere with people’s deas® What sort of paternalistic
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interventions might be advocated in designing anddifging particular choice
architectures? To be sure, more accurate knowletigiee neural substrates of choice
behaviour may enable NEs to develop more inforreadind reliable indicators of well-
being. Nonetheless, various factors constrain thkevance of NE findings for
economists’ normative analyses. To give one examparo-psychological empirical
evidence does ngier seprovide compelling indications as to what agenight to
choose in specific decision settings. Furthermprefound differences remain between
NEs’ and other economists’ conceptions of well-geiMore specifically, standard
economic theory does not take a position as to velggnts’ objective well-being
consists in. For their part, many NEs relate agetiective well-being to their hedonic

states or the activation patterns of particularaleareas.

In the following chapters, | explore these and ogttglosophically relevant issues with
the aim to assess the prospects and the relevaiNie for one of its parent disciplines,
namely economics. In doing so, | shall mention asging what impact NE findings
may have on neuro-psychological research and goatdarge (e.g. think of futuristic
forms of neural marketing or the therapeutic beseaferivable from neurally informed
accounts of addictive behaviour). My focus on ecoitotheory is motivated both by
the significance that NEs’ contributions allegedtiigve for the economic account of
decision making and by the lively debates that sdffs’ assertions have fostered

among economists. Let me expand on this point.

The pioneers of NE often argue that economistscoasiderably improve their models

of choice by incorporating neuro-psychological ahles. Some NEs go as far as to
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advocate the replacement of various fundamentastoacts (e.g. constrained utility
functions, optimization tools) of standard econortlieory. NEs’ calls for a neural
enrichment of economic theory have prompted hewregus reactions among
economic modellers and methodologists. To a fimgiraximation, three prototypical
positions can be distinguished in the economisash. On the one hand, tkeeptics
doubt (e.g. Harrison, 2008a and 2008b, and Rubims2®08) or even deny (e.g. Gul
and Pesendorfer, 2008) the relevance of NEs’ dmrtidns for the economic theory of
choice. On the other hand, thenthusiasts(e.g. Rustichini, 2005) contend that
incorporating neuro-physiological insights into momic models will have significant,
and arguably revolutionary, implications. In thighly simplified picture, a halfway
position is advocated by theoderatege.g. Smith, 2007, ch.14), who cautiously note
that it is too soon to judge NEs’ achievements drad the extent to which NE will

inform mainstream economic theory remains an opapirgcal question.

When it comes to assessing the potential for sgcoedNE research, many authors
refrain from judgement by alleging that NE is aatilely young discipline whose
prospects depend on empirical findings that atetstcome.Prima facie this moderate
stance may seem preferable to the other two positias adopting a ‘wait and see’
attitude is less risky than pontificating about fobeure of economics, psychology and
neuroscience. However, prudently postponing judgerdees not appear to be the best
way to evaluate the prospects of the NE enterpAsier all, the fact that the case for
NE is “mostly based on promise” (Camerer 2008a2pdbes not prevent one from
examining the grounds on which such promise rdsideed, one may argue that

precisely because the advancement of NE dependssamnewhat speculative
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assumptions, it is especially important to discnate between fruitful research avenues

and misleadingly attractive dead ends.

The central claim of this thesis is that NEs’ ciimttions help economists build more
predictive and explanatory models of choice, ye&t anlikely to foster revolutionary
modifications in economic thedryAs | shall illustrate below, the reasons for my
scepticism run deep in the methodological foundtiof NE’s parent disciplines and
involve a number of interrelated philosophical ssuTo be clear, | am aware that
methodological debates occasionally degenerate sed-referential speculative
exercises, and | share the reluctance of many Id&iponers to engage in hair-splitting
which might appear to be of little help to the msdion. Still, the NE literature is
growing very rapidly, with profound dissimilaritiesn the way different authors
conceptualize and develop their research. In sudordext, the opportunity - and
arguably, the need - arises for a scrupulous methgttal appraisal, which enables
economists, psychologists and neuroscientists te raocurately assess the merits of

NES’ proposals.

My investigation can be broadly divided into twatgalnchapters oneandtwo, | place
the emergence of NE into dialectical context, preske main investigative tools of
NEs and reconstruct their case in favour of a neamachment of economic theory. In
chapters thredgo seven | combine recent neuroscientific findings withnealerations
from economic methodology and philosophy of scieilacgevelop a systematic critique

of NE. In such a context, | examine both what maxeurate knowledge of the human

! In this enquiry, | shall employ expressions susHeconomic theory of choice”, “traditional
theory of choice”, “economic account of decisionking”, etc. to refer to both decision theory
and game theory.
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neural architecture may add to our understandingcohomic behaviour and whether
such knowledge justifies a significant import ofured data into economic models of
choice. In particular, | articulate and defend salvknes of argument (see below) which
aim to demonstrate that economists are provisipnglistified in retaining a

methodologically distinctive approach to the madellof decision making. Let me

anticipate briefly the contents of each chaptduin.

In chapter ong | provide a general framework for understandimgl assessing NE
research. After comparing the main definitions tiBthas been given in the literature, |
identify three major respects in which NEs’ conttibns can be differentiated. | then
relate the emergence of NE to previous researtteanterface between economics and
psychology. Finally, | present the brain-imagingl dmain-stimulation instruments that
NEs frequently employ in their studies. ¢hapter two | identify several respects in
which incorporating neural insights can help ecoistsnto improve their models. In
doing so, | reconstruct the main arguments thaeHasen provided in support of a
neural enrichment of the economic theory of choMereover, | illustrate how NES’
arguments can be combined in a cumulative casiaéoneural enrichment of economic

theory.

In chapter thregl discuss various evidential and epistemologoaicerns which arise
in relation to the collection and the interpretatiof neural data. Furthermore, |
critically examine the inferences made in many rbraiaging and brain-stimulation
studies. In particular, | distinguish between sqr@blems that are likely to be resolved

thanks to advances in scanner technology and othatsare unlikely to abate with
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scientific progress. Ichapter four | attempt to demonstrate that NEs overestimage th
extent to which their contributions improve economodels of choice. Moreover, |

identify some trade-offs between the modelling desita that NEs and other
economists respectively value and argue that theske-offs severely constrain the

incorporation of neural insights into economic med# choice.

Chapter fivecalls into question NEs' attempts to develop aiadifinterdisciplinary
theoretical framework by pointing to the profoungssimilarities (e.g. in terms of
employed constructs and pursued explanatory aimsjwden the economic,
psychological and neuroscientific accounts of denisnaking. In such a context, | cast
doubt on the possibility of combining NEs’ contritmns in a cumulative case in favour
of NE by identifying some central respects (e.gvINE is supposed to inform standard
economic theory) in which NEs themselves hold @sting positions. Ichapter six |
provide a case study which aims to illustrate hbe ¢onceptual differences between
NE’s parent disciplines constrain the relevanceeifro-psychological findings for the
economic theory of choice. More specifically, |tdiguish three notions of utility -
namely decision utility, experienced utility andurna utility - that are frequently
mentioned in debates over decision theory. | sulesgity examine some critical issues
regarding their definition and measurability. Inrdpso, | critique NEs’ calls to replace
decision utility with experienced and neural wilas a central concept of decision

theory.

Thefinal chapterrelates the ongoing debate between NEs and otlo@omists to the

philosophical literature on revolutionary sciemtithange. In particular, | differentiate
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various senses in which NE has been claimed tolugwnize economic theory and
argue that NEs are unlikely to prompt revolutioneoyptributions in any of these senses.
In the conclusion | evaluate the prospects of NE in light of Lalgtdlistinction
between progressive and degenerating researchammsgid then summarize the main
problems impeding the advancement of NE and prosalee brief remarks regarding

the future of NE research.

NEs’ contributions are making inroads into bothunalt and social scientific research,
attracting increasing attention and financial reses. However, NE presently
constitutes a highly fragmented discipline, whadatron to economics, psychology and
neuroscience is hard to characterize preciselythBtmore, a number of conceptual and
empirical issues still wait to be sorted out anglesed in the NE literature. This
enquiry aims to provide one of the first philosagatly informed methodological
appraisals of theelevanceof NE for economic theory and the potential $oiccessn
NE research. My overall goal is not just to critgine proponents of NE, but also to
prompt them to build their case in favour of ‘mindfeconomics’ on more solid

empirical and conceptual foundations.
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CHAPTER ONE

WHAT IS NEUROECONOMICS?

What is NE? How exactly is it related to the ecomommeory of choice? At first
approximation, NE can be characterized as an iis@plinary enterprise which
combines findings and modelling tools from econ@njgsychology and neuroscience
to account for human choice behaviour. At closeangixation, however, profound
dissimilarities can be found between NEs’ approache this chapter, | provide some
conceptual and terminological distinctions thatl Veiter help us to assess the relevance
of NE for its parent disciplines. More specificallgection 1.A examines the most
influential definitions that NE has been given lire iterature and differentiates various
approaches to NE research. In section 1.B, | réngsishe dialectical context in which
NE emerged, devoting particular attention to prasidevelopments in research at the
interface between economics and psychology. Inisect.C, | present the brain-
imaging and brain-stimulation tools that NEs emplay their investigations,

highlighting the main strengths and limitationseath instrument.
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1.A DEFINITIONS AND APPROACHES

Over the last few decades, economists have ingy@number of insights from other
behavioural sciences into their models of choidee @evelopment of interdisciplinary
research programs such as behavioural and expddameoonomics represented a
significant advancement in the economic accoumtesfsion making In recent years, a
growing body of research has come together undemtme of NE. In spite of its
relatively recent origin, NE has already been attar&zed in remarkably different ways
both by NEs and by other researchers. The follovistgllustrates the diversity of the

definitions formulated by the pioneers of the ¢iioe.

1) Some authors speak of NE in distinctivehyerdisciplinary terms. McCabe (2003a),
for example, depicts it as “an interdisciplinamgsearch programvith the goal of
building a biological model of decision making” ésalso McCabe, 2003b and 2008). In
a similar vein, Glimcher and Rustichini (2004, %4haracterize NE as the attempt to
combine economics, psychology and neuroscience ardingle, unified discipline with
the ultimate aim of providing a single, generalottyeof human behaviour” (see also

Glimcher, 2010, p.393, and Rustichini, 2005, p.203-

i) Other times, NE is presented as a speafpplication of economic theory to the
modelling of the human neural architecture. Fotanse, McCabe (2008, p.346) notes

that economists’ optimization techniques offer wsgrentists a useful way to

% The expression “decision making” is often usedeaote both observed choice behaviour and
the underlying cognitive and computational procesde what follows, | employ such an
expression to refer to observed choice behaviouthowt taking a position as to whether
economistgjuaeconomists should be concerned with those progesse
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characterize the workings of the brain and maistéwat NE represents “an increasingly
important route for the export of economic ided&3r their part, Glimcher, Dorris and
Bayer (2005, p.253) argue that utility theory pd®s “the ultimate set of tools” for
modelling neural areas’ activation patterns. Indeleely go as far as to claim that while
economists typically assume that “it @& if expected utility was computed by the
brain”, neuroscience “suggests an alternative, amore literal, interpretation”,
according to which “the neural architecture actudtbes compute desirability for each

available course of action” (ibid., p.220; see &4att and Glimcher, 1999).

iii) Some NEs characterize their discipline asatensiorof distinct economic research
programs. For example, Camerer (2003) defines NE &® a “branch” of behavioural
economics, which “expands behavioral econorbigsising facts about brain activity”,
and as “a new kind” of experimental economics, Whiexpands experimental
economics by measuring biological and neural pseE®do understand how people
choose, bargain and trade” (see also Camerer, ZI®PG, and Camerer, 2008a, p.44).
Zak (2004, p.1737), instead, argues that NE isaéLthal extension” of both behavioural

economics and the bioeconomic research program

Iv) Again differently, NE is occasionally regarded an application afieuroscientific
techniques and methods to the economic accouré¢@$idn making. For instance, the
economist Rustichini (2005, p.201) speaks of NE‘aset of papers that apply the

concepts, methods, and technical tools of neumseieto economic analysis”.

® The idea is that bioeconomics primarily investgahow past processes of natural selection
influence contemporary humans’ choice behaviourene@hs NE studies the current neural
underpinnings of decision making (Vromen, 2007,4p-6; for further details on the
bioeconomic research program, see Landa and Ghid€199).
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Similarly, Zak (2004, p.1737) depicts NE as “an egirgg transdisciplinary field that
uses neuroscientific measurement techniques tdifigéime neural substrates associated

with economic decisions” (see also Sugrue et AD52p.363).

The claims reported above provide dissimilar charagations of the theoretical
presuppositions and the explanatory aims of NE.s&e this, let us compare the
contentions presented at poifitandiv above. On the one hand, Glimcher, Dorris and
Bayer (2005) and McCabe (2008) emphasize the slitiyabf economic modelling
tools for representing neural events and processeshe other hand, Rustichini (2005)
and Zak (2004) advocate the modification of theneoaic theory of choice in light of
neuroscientific insights. A proponent of NE mightderse both of these positions
without ipso factoincurring inconsistencies. For instance, she nigya- in line with
Glimcher, Dorris and Bayer (2005, p.215) - thatights from economic theory
effectively “guide neurobiological experiments whican, in turn, yield new economic
theories”. Even so, the point remains that conaidlerdifferences can be found in the

way distinct NEs conceptualize their own research.

Indeed, not just NEs but also other economists ctiefpie subject matter and the
methodology of NE in heterogeneous terms. For elamipayzan and Bourgeois-
Gironde (2005, p.2) view NE as a “joint experimémpaoduction between neural
sciences and experimental economics”. Gul and estenm, instead, characterize it as a

research program based on the following two tenets:
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“Assertion |: Psychological and physiological ewvide [...] can be used to
support or reject economic models or even economeithodology. Assertion II:
What makes individuals happy (‘true utility’) diffe from what they choose.
Economic welfare analysis should use true utiliather than the utilities

governing choice(2008, p.3).

The situation appears to be even more intricatenwdree considers wh&inds of NE
research have been differentiated in the literatDioerender this point more vivid, let us
examine the following three examples. In a recetitla, Montague (2007a, p.219)
argues that there are “two natural [NE]”, one whichestigates “the way that neural
tissue is built, sustains itself through time, grdcesses information efficiently”, the
other which primarily examines “the behaviouralalthms running on such a neural
tissue”. Craver and Alexandrova (2008, p.381-2)stdad, differentiate between
neuroeconomics propemwhose goal is “to explain economic behaviour byealing
how brain mechanisms work”, aegdonomic neural modellingvhich exports economic
concepts “in models of brain processes or in thalyars of data delivered by
neuroscientific techniques”. For his part, RossO84) p.473) distinguishes between
behavioral economics in the scannevhich uses neuroimaging data to foster the
replacement of “standard aspects of microeconomeoriy by facts and conjectures
about human psychology”, amteurocellular economigsvhich relies on economists’
constrained maximization and equilibrium analysts rfiodel relatively encapsulated

functional parts of brains” (see also Harrison Rags, 2010).

I am not concerned here with comparing or asseshm@gbove categorizations. For the

purpose of this enquiry, it suffices to note thditedent researchers - and, at times, the
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same author in different papers - propose quiteiitar definitions of NE and employ
such a term to refer to distinct bodies of researchthis respect, one might well claim
that we should not overemphasize the importancedrafving sharp disciplinary
boundaries (Montague, 2007b, p.407). This, howeawveaplies neither that the existing
characterizations of NE are equally appropriatethat any contribution at the interface
between economics, psychology and neurosciencebeaplausibly regarded as an
advance in NE. In the remainder of this sectiadgehtify three major respects in which
NEs’ studies can be differentiated. More specificdl shall distinguish NEs’ positions
regarding: (1) thexplanandahey target; (2) th&ind of accountshey aim to develop;

and (3) how their accountslateto the economic theory of choice.

1) What are theexplananda targeted by NEs?

A first criterion in light of which distinct apprehes to NE research can be
differentiated concerns the explanatory targetSlie$. As anticipated above, most NEs
are concerned with investigating the neural sutesraf choice behaviour. This,
however, falls short of implying that they pursiee tsame explanatory goals. In this
respect, it is useful to distinguish between pneximateand theultimate explanatory
targets of NEs. The former expressiafiers to the neural evidence with which most
NEs are directly concerned (e.g. think of the atton patterns of particular neural
areas). The expression “ultimate explananda”, atsteelates to the phenomena that
NEs aim to explain by means of such neural evideAsel argue below, two main

positions can be differentiated with regard touhiamate explananda of NE studies.

* Compare, for instance, the characterizations ofttNE Camerer puts forward in his articles
(e.g. 2005, 2008a and 2008b). Despite invariabBakimg of “neuroeconomics”, he employs
this term in quite different senses.
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On the one hand, NEs frequently manifest the aobito accurately identify the

algorithms implemented by the human neural architecand the inner workings of
specific neural populationsné¢ural ultimate explananda For instance, Glimcher,

Dorris and Bayer (2005, p.215) argue that NE expents “can be much more than
efforts to locate a brain region associated witmedypothetical faculty” and “will

reveal the nature of the economic computationsnbragerform”. On the other hand,
NEs often employ neuro-physiological evidence ideorto provide more adequate
explanations of observed decisiom®l{avioural ultimate explananylaThe idea (e.g.

McCabe, 2003a and 2003b) is that more accurate lkdge of the human neural
architecture helps us to better account for therbgeneity of human choice behaviour.
To be sure, several NEs target both neural andviomiral ultimate explananda in their
investigations. Still, these two sets of explanaada not coextensional, and various
authors refer to the divide between them in deniangaseparate approaches to NE
research (see e.g. Craver and Alexandrova, 2008nhearoeconomics proper” and
“economic neural modelling”, and Ross, 2008a, omrhdvioral economics in the

scanner” and “neurocellular economics”).

2) What kind of accounts do NEs aim to develop?

My second question asks what kind of accounts oicehbehaviour NEs attempt to

provide in their studies. In this respect, an undire distinction can be drawn between

NEs’ short termandlong termgoals. Regarding short term goals, most NEs m#eat

with developing neurally enriched models of spediehavioural patterns, ranging from
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trust and reciprocity (e.g. Zak et al., 2004, 2@0% 2007) to addictive gambling (e.g.
Ross et al., 2010, ch.1 and 5). When it comesng term goals, several NEs manifest
the more ambitious aspiration to provide a unitiegoretical framework for modelling
decision making. For example, Glimcher and Rustic(2004, p.447) characterize NE
as the combination of economics, psychology andaseience “into a single, unified
discipline with the ultimate aim of providing a gla, general theory of human
behaviour”. In a similar vein, Rustichini (20052p3-4) maintains that NE attempts “to
complete the research program that the early claési particular Hume and Smith) set
out in the first place: to provide a unified theafyhuman behaviour”. Indeed, some
NEs aim to provide - not merely descriptive, bigoal prescriptive insights concerning
people’s decisions. For instance, Glimcher, Doand Bayer (2005, p.214) conjecture
that by combining economic and neuroscientific apphes NEs will develop “a
methodology for reconciling prescriptive and destive economics” The idea is that
NE findings cast light not just on the causal upderings of observed decisions, but

also on what people ought to choose in specifimsins.

3) How do NEs’ accountgelate to the economic theory of choice?

The pioneers of NE often speak of building an uhiwriplinary theoretical framework
spanning NE’s parent disciplines. The idea is tavjgle “a mechanistic, behavioral, and
mathematical explanation of choice that transcetids explanations available to

neuroscientists, psychologists, and economists iwgrkalone” (Glimcher and

® See alsoVromen (2010a, p.30-1) on the possilbfisombining neuro-psychological research,
which identifies “the evolutionary problems thatr durains evolved to solve”, and standard
economic theory, which offers a “normative benchdhénry specifying the optimal solution to
those problems.
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Rustichini, 2004, p.452). However, NEs advocatefogfeneous views concerning the
interdisciplinary relationship that purportedly tsl between NE and its parent
disciplines. In particular, two main positions da@ contrasted with regard to how NE

supposedly relates to the economic theory of chdieeme expand on this divide.

In a 1998 article, the economist Rabin distingusstveo ways in which psychological
findings can inform the economic account of decisinaking. On the one hand, he
takes some of these findings to suggestial modifications to rational choice models
without challenging the way in which those modets #pically constructed, i.e.
maximization of a utility function under varioustiefinable constraints. On the other
hand, he contends that the difficulties people entar in evaluating their own
preferences and experienced well-being point tosvded moreradical critique” of
economic theory, which casts doubt on economist& af “coherent” and “stable”

utility functions (Rabin, 1998, p.12, italics mirsege also Rabin, 2002).

In their 2005 manifesto, Camerer, Loewenstein amdeP (p.10, italics mine) propose a
similar distinction concerning how neuroscientifindings can inform the economic

theory of choice:

“In the incremental approach, neuroscience adds variables to convetio
accounts of decision making or suggests specifictfanal forms to replace ‘as if’
assumptions that have never been well supportedrieally [...] The radical

approach involves turning back the hands of tinetasking how economics might
have evolved differently if it had been informearfr the start by insights and

findings now available from neuroscience”.
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These assertions point to what is commonly regaesed fundamental divide between
distinct approaches to NE research. However, teeapassage can be interpreted in a
variety of ways, and not all of these readings egaally persuasive. In particular, a
literal interpretation does not appear to be paldity plausible. To see this, let us
consider the aforementioned characterizations ef iticremental and the radical

approach in turn.

i) ConcerningincrementalNE, it remains obscure what exactly Camerer, Loesian
and Prelec mean when they prefigure (2005, p.¥jdplacement of “as if assumptions
that have never been well supported empiricallyd.be sure, one may well complain
about the purported ad hocness or non-falsifigbdft some economists’ as if defences
of rational choice theory. Moreover, the mere fézt virtually any decision can be
rationalized in terms of some as if representatiais short of implying that all
economists’ as if models plausibly account for obse choices. Even so, there are at
least two reasons to doubt NEs’ calls (e.g. Came@@d8a, p.47, and Rustichini, 2005,
p.203) to evaluate economic models of choice imseof their neuro-computational and
neuro-cognitive plausibility. Firstly, economic nedsl of choice are not meant to
accurately characterize the neuro-computational aedro-cognitive substrates of
people’s decisions. And secondly, there are seveitatia besides neuro-computational
and neuro-cognitive plausibility in terms of whighmodel can be assessed (e.g. think of
tractability). In this respect, it remains uncleahy economists should adopt the
evaluative standards employed by modellers whogshadelogical presuppositions and

explanatory aims sharply differ from their own.
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i) Even more puzzling is the counterfactual scen#éinat Camerer, Loewenstein and
Prelec (2005) depict in presenting thadical approach. More specifically, their
characterization of radical NE appears to be valpoler to at least three criticisms.
Firstly, one wonders whether it makes sense tchagkeconomics might have evolved
if current neuroscience had influenced it from “ttart”. What does “the start” of
economic theory stand for? How are we supposedetify it? Secondly, it is hard to
see how we could reliably ascertain how economigghirhave evolved, had it been
informed by the insights now available from neuresce. Maybe economists would
have developed quasi-infallible neurally informeddals with tremendous predictive
credentials. Or perhaps they would have fallen mfeyredeemable confusion due to
pan-explanatorfubris In short, the range of possibilities is so wilattfavouring one
particular counterfactual scenario would appedrgauite arbitrary. Finally, it remains
obscure how exactly speculating about counterfacenelopments of economic theory
is supposed to inform the current debate over ¢evance and the prospects of NE.
After all, the point is that we now have some pduleneuroscientific tools at our
disposal, and it is the current availability of seeinstruments which raises issues of

methodological significance.

At this stage, one may wonder whether a more p¥aistharacterization of the
incremental/radical divide can be provided. As dued elsewhere (Fumagalli, 2010,
Sec.l), incremental NEs typically rest content wetiriching specific economimodels

in light of neuro-physiological findings, whereaadical NEs aim to implement

substantial changes in econontiieory On this account, what the difference between
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incremental and radical NE amounts to partly depardwhich conception of scientific
theories and models one endorses. | shall expandi®issue irchapter two For now,
we can explicate the distinction between incremend radical NE as follows. On the
one hand, incremental NEs work on the assumptianttaditional economic theory and
its axiomatic apparatus offer a suitable basisnfodelling people’s decisions. On the
other hand, radical NEs urge economists to adopheghanistic approach to the
modelling of choice behaviour and speak of compl#ging or even replacing

economists’ constructs such as preference relatindstandard equilibrium concébts

One might rebut that the above characterizationrapresents radical NE as an
implausibly ambitious project. Nonetheless, theamdes of NE frequently put forward
enthusiastic comments in relation to such a fachigsy enterprise. For instance,
Camerer, Loewenstein and Prelec (2005, p.10 anddld)y assert that neuroscience
“points to an entirely new set of constructs to enid economic decision making” and
that NEs will “substitute familiar distinctions leten categories of economic behavior
[...] with new ones grounded in neural detail” (sdgoaCamerer, 2005). Similarly,
Rustichini (2003) optimistically speaks of NE agevolution” which will soon provide
“a theory of how people decide in economic and tafjia situations”. In this
perspective, it is not surprising that most ecorsdsri while cautiously welcoming the

proposals of incremental NEs - oppose the coniohatof radical NEs. For radical NEs

® The incremental/radical divide cuts across othdorimative distinctions regarding NE

research. To see this, suppose that you wantedhssify NEs' proposals in terms of their

relevancefor the economic theory of choice. On the one handncremental modification may

have a considerable significance (e.g. think of eura-physiological variable whose

incorporation enabled NEs to more accurately ptedaople’s decisions in heterogeneous
choice settings). On the other hand, a radicalrifriton might have limited relevance for the
economic theory of choice (e.g. think of an innox&tmodel which can be applied only to
highly controlled experimental settings).
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attempt to alter or even replace some fundameatats and constructs of economic

theory.

To recapitulate, the proponents of NE advocatdrdiks conceptions of the theoretical
presuppositions and the explanatory aims of tlesearch. In particular, their use of the
term NE is suggestive of a degree of unificatiod aammonality of purpose that is not
present in the current NE literature. In this respene might insist that some
approaches to NE research can be consistently sgloHowever, NES’ accounts are
exceedingly heterogeneous to be plausibly congideseexpression ahneandthe same
approach. Indeed, it appears that NE is currerdbt bharacterized as - not so much a
single, unified discipline, but - a composite resbgrogram consisting of a clusiafr
approaches. In what follows, | shall use the terfd ™ refer to this cluster of
approaches unless stated otherwise. This use ofethe is sufficiently general to
encompass most of the existing characterizationdlief Moreover, it can be made
sufficiently precise to enable us to assess theifgignce of specific contributions in

NE research.
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1.B  GENESIS

The first publications explicitly devoted to NE &aped just a few years ago, following
some pioneering studies of the neural correlateshofces (e.g. Platt and Glimcher,
1998 and 1999) The rise of NE has been favoured - and, arguab&gde possible - by

a series of advances in its parent disciplineghis section, | place the emergence of
NE in dialectical context, relating it to earlieev@lopments in research at the boundary
between economics and psychology. After presergtagdard utility theory, which
provides economists with the basic mathematicdbttoy modelling decisions in risky
and uncertain situations, | examine some attenapiiscorporate psychological insights
into traditional economic models. In the next sattil shall consider some recent
advances in brain-imaging and brain-stimulationht@togy which enabled NEs to

investigate the neural substrates of choice behawoan unprecedented level of detail.

Expected Utility Theory (EUT) was introduced by Vdteumann and Morgenstern
(1944) following previous work by Ramsey (1931)aagactable and formally rigorous
framework for modelling choices in conditions ddkri(see Stigler, 1950, for a review).
EUT was generalized by Savage (1954) into subjeatxpected utility theory, which
applies to conditions of uncertaifityStandard EUT rests on a representation theorem
according to which, if an agent’s preferences Satlgee intuitively appealing axioms,

then there exists a unique probability function andtility function U(.) unique up to

" See also TenHouten (1991, p.390) for an early imerdf NE as “the study of the neural
substrates, and associated mental phenomena, dfiginee and consumptive economic and
socioeconomic behaviour”.

8 An agent faces a situation Kk when she ignores which state of affairs will oclout knows
both all the potential consequences of her actionkthe probability that each consequence has
of occurring. An agent faces a situationuoicertaintywhen she ignores not just which state of
affairs will occur, but also the probabilities tisaime consequences have of occurring.
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positive linear transformations, such that for ang actsx andy, x >y iff U(x) > U(y).
In this way, choice behaviour can be modelled ashd@ agent exhibiting it was

maximizing the expected utility of her actions.

The axioms at the basis of standard EUT are therioigl axiom, the continuity axiom
and the independence axiom. More specifically, tihéering axiom requires that
agents’ preferences satisfy the properties of cetapkss and transitivity. An agent’s
preferences are complete if and only if the agenalways able to express definite
preferences regarding the options she facesorarfy two actx andy, x>y V y >Xx.

An agent has transitive preferences if and onlfoifany options, y andz, (x >y "y >

2) — x >z Thecontinuityaxiom demands that, if an acts preferred to another agt
but is not preferred to a third axtthen there exists a compound lottery oyemndz
which is indifferent tax. Formally, ifz> x>y, then there exist$ ¢ [0, 1] such thak ~
[ay; (1-)Z]. Finally, the independenceaxiom requires that adding a common
component to each side of a choice relation doéshemnge the agent’s preferences. In
other words, if an act is preferred to another agt then the compound lottery over
(with probabilitya) andzis preferred to the compound lottery oyewith probability

a) andz, i.e. ifx >y, then px; (1-0)Z] > [ay; (1-¢)Z] O a ¢ [0,1].

EUT was soon accepted as part of mainstream ecenttraory. During the Fifties,

however, its descriptive validity was called intoegtion by a number of findings. Let
us examine three clusters of anomalies in turnirgt group of findings cast doubt on
the descriptive validity of the EUT axioms. Fortersce, contrary to the ordering axiom,

agents are rarely able to express complete prefeseand often exhibit intransitive
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preferences (Loomes and Sugden, 1983, and Tverk®§9) Moreover, people’s
preferences occasionally violate the continuityoaxiand the independence axiom (see
e.g. Allais, 1953, and Tversky and Thaler, 1990hede findings prompted some
authors to question also the normative tenabilitypcific tenets of EUT. For instance,
Levi (1986) argues that there is nothing inhereirtigtional about having incomplete
preferences when one faces situations of unceytdiur their part, Allais and Hagen
(1979) provide a normative critique of independerrel Sugden (1991, sec.lV) doubts

that the transitivity axiom is a necessary requeetrior rationality.

A second cluster of anomalies document that - eoptio EUT - people’s preferences
are frequently sensitii® several factors besides the expected utilitp@ated with the

examined options. For example, agents’ choicesoaniderably vary depending on the
way preferences are elicited (see e.g. DiamondHaubsman, 1994, and Lichtenstein
and Slovic, 1971) and how the description of thailable options is framed (see e.g.

Simonson and Tversky, 1992, and Tversky and Kahnef®81 and 1986).

A third series of findings point to the mistakesldmases affecting agents’ probabilistic
estimates. This evidence casts doubt on the EUdt tiat agents act as if they were
computing the expected value of each action by aogely applying the rules of

probability calculus and Bayesian updatingor instance, many people overestimate

the representativeness of the sample on the bdsiwhith they formulate their

® According to Bayes’ Theorem, when an agent reseiev informatiori concerning an event
E, she updates her probabilistic estimates in aecme with the formul® (E|l) = P(E) P(I|E) /
P(l), where P(E), P(I|[E) and P(E|l) respectively represent the prior probability, the
verisimilitude and the posterior probability Bf
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probabilistic evaluations and arrive at differemlpabilistic estimates depending on the

order with which they receive information (Tverskyd Kahneman, 1974).

When the violations of EUT were first presented,stneconomists reacted by casting
doubt on the reliability and the robustness of ¢bhbected evidence. The thought was
that the documented anomalies were more likelyefteet peculiar features of the
examined choice settings than widespread tendeati@sman choice behaviour. EUT,
however, came under increasing pressure when tthesptiead and replicable character
of its failures was documented. For instance, sauatbors (e.g. Kahneman, Slovic and
Tversky, 1982, and MacCrimmon and Larsson, 197@5tiated the robustness of
various violations of EUT to modifications in theperimental setting and in the
structure of agents’ incentives. Others (e.g. Bétey and Suckling, 1999, Griffin and
Tversky, 1992, and Wilson and LaFleur, 1995) dertratexd the persistence of several
anomalies in presence of experienced agents. Timekegs prompted many authors to
guestion the descriptive validity of EUT. In the nds of Tversky and Kahneman, “the
deviations of actual behavior from the normativedeloare too widespread to be
ignored, too systematic to be dismissed as randwar, end too fundamental to be

accommodated by relaxing the normative system” 19%8).

Three main responses have been developed by neaimstconomists. Some attempted
to show that learning and incentives tend to redoiceeven eradicate the reported
violations (see e.g. Chu and Chu 1990, Cox andh@retl996, and Smith, 1991).

Others insisted that EUT offers accurate predistiohdecisions made under specific

conditions. For instance, the proponents of theadisred preference hypothesis (e.g.
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Binmore, 1999, and Plott, 1996) alleged that stech@@onomic theory captures only
the main causal factors influencing economic betwavand interpreted its violations as
resulting from some of the omitted factors. Stithers refined the axiomatic apparatus
of EUT so as to reconcile such a theory with thigected findings. For instance, some
authors (e.g. Aumann, 1962) relinquished completgnethers weakened (e.g. Chew,
1983, and Gul, 1991) or abandoned (e.g. Machin@2 Ehd 1987) independence, still
others (e.g. McClennen, 1990) relinquished bothpleteness and independence. Over
the last decades, various modified versions of Eld¥e been developed along similar

lines (see Starmer, 2000, for a detailed review).

The proponents of NE are frequently sceptical allbetdefences and the theoretical
refinements put forward by mainstream economistspdrticular, they criticize most

modified versions of EUT for beingd hocor underconstrained. Before examining
NEs’ instruments and studies, let us consider thiress of research at the interface

between economics and other behavioural sciencehwrelude NEs’ contributions.

A first series of models, developed since the FRifties, relate to the concept of
bounded rationality. The idea (e.g. Simon, 1955 48&7) is to construct more
predictive economic models by taking into accousyghological findings about
decision making processes. The rationale in fawbtinis approach can be explicated as
follows. Human individuals lack the cognitive anmhmputational capacities required to
make optimal decisions. In particular, they appmeade the predictions of standard EUT
only when their cognitive and computational limipas have a negligible impact on

their behaviour. Hence, if economists are to bwpitddictive models of choice, they
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have to take into account the cognitive and contjmural limitations of real life
economic agents. To give one example, the satigfigpproach represents agents who -
lacking the cognitive resources to compute optirmalutions - rest content with

decisions that are sufficiently good for their ppseps.

A second series of models relinquish the axiomfdindations of EUT and define
agents’ utility functions in light of specific beliaural and psychological findings. By
way of illustration, consideprospect theoryKahneman and Tversky, 1979; see also
Tversky and Kahneman, 1992, on cumulative prosgesbry). In prospect theory,
agents’ utility depends not only on their absolleeels of consumption, but also on
how close these levels are to some specified meferpoint(see e.g. Markowitz, 1952).
More specifically, Kahneman and Tversky proposealaes function which: is concave
in the domain of gains and convex in the domaitos$es to reflect agents’ decreasing
sensitivity to gains and losses; is steeper indbmain of losses to capture agents’
aversion to losses; and has a flex point in thgioto reflect the fact that agents tend to
be risk seekingvhen a prospect’s outcomes are all positive ankdanersevhen those

outcomes are all negative.

A third, more radical departure from traditionabeomic theory is represented by the
heuristics and biaseapproach. The proponents of this approach relgigthie idea that
decision making results from a unique optimizingitgtgy and model people’s choices
as the result of many context-dependent decisit@s ((kahneman, Slovic and Tversky,
1982, and Tversky and Kahneman, 1974). More regetitle so-calledecological

rationality approach has been developed, which postulatesinttdaiduals routinely
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make decisions on the basis of fast and frugalisiees (Gigerenzer et al., 1999). In this
context, decisions are regarded as rational t@xtent that they are well-adapted to the
opportunities and risks presented by the choieeasdn faced by the agent (Goldstein
and Gigerenzer, 2002). This view sharply differ®nir economists’ traditional
conception of rationality as conformity to contéxttependent rules of logic and

probability theory.

Over the last decade, NEs have urged other ecot®rtos incorporate not just
psychological, but also neuro-biological insightdoi their models of choice. The
proponents of NE share with behavioural econontietsambition to broaden the range
of variables included in economists’ models. Intisatar, both NE and earlier research
at the boundary between economics and psychologyeaegarded as manifestations
of a long-lasting trend to build more predictivedrts by extending the evidential base
of economic theory (Payzan and Bourgeois-Girond@52 p.7; see also Rustichini,

2005, p.201-4).

Having said that, it would be overly simplisticregard NE as the mere continuation of
behavioural and experimental economics with tedbgioklly more sophisticated
instruments. For NEs rely on findings and methadsnf cognitive and computational
neuroscience which transcend the reach of eadietributions at the interface between
economics and psychology (Montague, 2007a, p.dh8ed, NEs frequently critique
those contributions. For instance, Glimcher, Doamgl Bayer (2005, p.213-4) allege
that bounded rationality models “have little or predictive power outside of their

bounded domains”. Similarly, Glimcher (2010, p.Jdr”d 120) contends that prospect
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theory “has too many interacting parameters [fandjea truly falsifiable theory” and
criticizes the heuristics and biases approach &styating hypothetical heuristic

nauseam

To recapitulate, standard EUT enables economistspi@sent agents’ decisions across
many choice settings in highly tractable terms.Sactheory, however, has various
descriptive shortcomings, which prompted economnasis$ other researchers to modify
it in several ways. Some of these refinements (higk of generalized expected utility
theory) testify the flexibility of economists’ mainatical tools. Others point to more
radical modifications of standard economic theomhich draw on evidence and
modelling tools from other behavioural sciencesthis perspective, the anomalies and
paradoxes faced by traditional economic theory banregarded as both “signs of

fundamental weaknesses” and a “fertile source ebrgtical progress” (Sugden, 1992,

p.X).
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1.C INSTRUMENTS

Scientific revolutions often result from the intraddion of innovative technologies in a
particular field of research. By way of illustratiothink of the impact that Galileo’s

telescope studies had on the controversy betweerCtpernican and the Ptolemaic
systems (see e.g. McMullin, 2005). More recenthge tlevelopment of high-energy
machines has disclosed unprecedented possibildfegvestigation in theoretical

physics, giving new impetus to cosmological spdauts and to the search for
fundamental particles. The introduction of novestioments fostered revolutionary
modifications not just in physics or astronomy, lalgo in other natural and social
disciplines. Recent developments in brain-imaging &rain-stimulation technology
provide us with a striking example of technolodigariven revolution in neuroscience.

Let me expand on this issue.

The human brain is one of the most complex systbatshave been hitherto targeted by
scientists. Its staggering complexity stems fromesa features of the human neural
architecture, ranging from the remarkable numbeir\ariety of neurons (e.g. in terms
of size and shape) to the heterogeneous functiandl anatomical interconnections
between brain regions. By way of illustration, ttexebral cortex of an adult contains
approximately 18 neurons, each having up to*1ynaptic connections, with average
neural density reaching 1@eurons per miin several areas (Braitenberg and Schuez,

1998, and Rockel et al., 1980).
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A neuron (see the figure below) typically comprises a cell body (also called soma) and
an axon, i.e. a long protoplasmic fiber, covered by myelin sheath, by means of which

the neuron transmits electrochemical signals to other neurons. Around the cell body, a
branching dendritic tree receives signals from other neurons, while the axons’ terminals
release neurotransmitters towards the dendrites of the surrounding neurons.
Neurotransmission involves a number of neurochemicals (such as serotonin and
dopamine) which regulate the activity of various neural populations. The junctions

between the axon sender of one neuron and the receiver dendrite (or the cell body) of

another neuron are called synap&es

Image removed due to copyright being held by another party.

Source: Carlson (1992, p.36).

The process by means of which the brain collects information from the external
environment can be divided into three steps, namely: transduction, which converts
incoming stimuli into membrane voltages and action potentials; encoding and initial

processing; and cortical processing (Glimcher, 2010, p.144). The activation process of

1% Most synapses involve no direct contact between distinct neurons (chemical synapses). In
some cases, however, there is some cytoplasmic continuity between adjacent neurons (electrical
synapses). The existence of electrical synapses led some to doubt that neurons are more
appropriately characterized as physically separate units (neuron doctrine) rather than as parts of
a physically continuous network (reticular theory). For a discussion, see Mundale, 2001.
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most neurons, which is mediated by various typesoonfchannels situated on their
surface membrane, can be characterized as follees the figure below; see also
Hodgkin and Huxley, 1952, for an early model). Whemeuron does not send any
signal, the voltage difference between the outsidd the inside of its membrane
(resting potentigl is approximately -70 mV (intracellular more negal. When a
neuron sends impulses through its axon, a depwigriaurrent occurs and the voltage
difference moves towards 0 mV. When such a diffeeeis about -55 mV, aaction
potential (also called “spike”) is originated, with the \axdie difference reaching up to
40 mV. The threshold at which action potentialsstakace is approximately the same
across many neural populations, while their durati@aries from 0.1 to a few
milliseconds. After a spike, a neuron typicallyesta period of mechanical recovery
(refractory period, with the voltage difference between the outsidd the inside of the
neuron returning back towards its initial valuep@karization). At this stage, one

frequently observes a hyperpolarization, i.e. &estehere the voltage difference goes

beyond -70 mV (Harada and Takahashi, 1983).
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Image attribution: Adriana.Lico, available from:
http://www.wikilectures.eu/images/thumb/7/73/
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Before the introduction of brain-imaging and bratimulation instruments,
neuroscientists investigated the human brain’s tfanal organization by examining
subjects who had undergone brain damaging accidergs Damasio, 1994), invasive
surgical interventions (e.g. Freeman and Watts21®hzzaniga and LeDoux, 1978),
and inborn or degenerative diseases (e.g. Baromi€d®995). In such a contelsion
studiesconstituted the main source of evidence until $legenties. In a typical lesion
study, one associates the cognitive or computdtiomaairment suffered by a patient
with a specific brain lesion so as to identify wltaintribution the damaged region
provides to normal brain functioning (Glymour, 199Regrettably, lesion studies do
not enable one to develop systematic theories aihkunctioning (see section 3.C).
Thanks to brain-imaging and brain-stimulation toolseuroscientists elaborated
increasingly detailed anatomical maps and distsiged various neural populations

according to functional criteria (Bechtel, 2002ag &undale, 1998).

In the remainder of this section, | examine theirbinmaging and brain-stimulation

instruments that NEs often use in their invest@ati For the purpose of this enquiry, |
gloss over some of the physical and chemical psasesnderlying the generation of the
signals targeted by NEs’ instruments. My charaz&dion, however, is sufficiently

accurate to enable us to assess the evidentia@sttmological concerns related to the
collection and the interpretation of neuro-imaguhega. | shall describe the principles
underlying functional magnetic resonance (fMRI) gyakitron emission tomography
(PET) in greater detail, as NEs frequently empllogse tools in studying the neural

substrates of choice behaviour.
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i) The electroencephalogranfEEG) offers a graphic representation of the almait
impulses and currents which primarily originatenfrehe pyramidal cells in the cortex
(Kutas and Dale, 1997). In a typical EEG measureéngenumber of electrodes (ranging
from 16 to 256) are attached to the surface of lgestis scalp. The electrodes are
connected to a differential amplifier, which detepatterns of variation in voltage over
time. By placing microelectrodes close to the samnaaxon of a neuron, one can
measure the overall synaptic activity in a targetemliral population (local field
potentials, see e.g. Logothetis, 2002 and 2003)ebiceer, so-called evoked response
potentials (ERPs) can be obtained by presentingesisbwith specific stimuli and by
averaging the obtained responses over numerous tE&& (Rugg and Coles, 1995,
ch.1-2). EEG studies can provide detailed inforovatabout the timing of neural
processes and require less demanding statistilysas than fMRI or PET for
interpretation (Bechtel and Stufflebeam, 2001). dguinately, EEG technology enables
one neither to accurately locate the spatial orgfithe registered signals nor to infer
the functional roles played by the examined nearahs. For these reasons, EEGs are
employed most fruitfully in combination with othlerain-imaging and brain-stimulation

instruments..

i) The positron emission tomographPET) enables one to estimate neural areas’
activation patterns by measuring the quantity obdl entering them (regional cerebral
blood flow). Before undergoing a PET investigatitre subject is injected or inhalates

a limited amount of radiolabeled compound (e.geleth glucose) having a short half-

! Similar remarks apply to magnetoencephalographg@)] a non-invasive technique which
measures the magnetic fields generated by sma#iceitular electrical currents in the brain
(Cohen and Halgren, 2004, and Hansen et al., 2010).

46



life. The radioactive atoms in the compound quickly decay, releasing positrons. Each of
these positrons collides with a nearby electron and annihilates with it. As a result, two
photons are emitted, which travel off the annihilation point in approximately opposite

directions along a line with random orientation (Vardi, Shepp and Kaufman, 1985, p.8;

see also Ter-Pogossian et al., 1980).

As shown by the figure below, only some of those photons are detected by the detector
ring, a cylindrical volume of detectors surrounding the head of the investigated subject.
For instance, while the annihilation at poinis detected (locations D3 and D67), the

one at pointy goes unnoticed because the photons’ trajectory does not intersect the
detector ring. On the basis of the observed detections, researchers estimate the
concentration of the injected compound in different neural areas. This estimate, in turn,
is interpreted in light of sophisticated computational models to vyield graphic
representations of neuro-physiological activity (Ollinger, 1994, and Ollinger and

Fessler, 1997).

Image removed due to copyright being held by another party.

Source: Vardi, Shepp and Kaufman (1985, p.9)

iii) The functional magnetic resonancdMRI) is an application of the magnetic

resonance (MR) technology previously used in clinical research. In order to generate
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MR images, one needs both a contrast mechanismegtmating brain regions’

activations and a reliable criterion for interpngtithe observed signals. MR can
measure neural activation patterns via blood-volwhanges (e.g. Belliveau et al.,
1991), changes in blood oxygenation (e.g. Ogawalaed 1990), tissue perfusion (e.g.
Detre et al., 1992) and even water diffusion (eegyBihan, 2007). Most fMRI studies,

however, focus on variations in blood oxygenati@vels. These haemodynamic
variations are the source of the so-called BOLD@HI oxygenation level dependent)

signal (Ogawa et al., 1990, and Toga and Mazzig@a2, ch.13).

fMRI has higher temporal and spatial resolution nthBRET (Dobbs, 2005). Its
functioning can be characterized as follows (Buxt®®02, and Jezzard et al., 2002).
The researcher applies a strong magnetic fieltheégpatient’s skull to make the nuclei
of atoms having odd atomic weight align the axesthair spin. A brief pulse of
radiowaves is then used to perturb this alignmfiten the pulse ends, the nuclei tend
to go back to their aligned state, releasing ragiwes whose frequency reflects the

features of the targeted atoms (Bechtel, forthcginfn

So far, fMRI investigations of decision making peeses have predominantly focused
on individual choices and two-agent interchanga#) wery few authors investigating

multi-agent interactions. In recent years, howewaluable insights concerning the
neural underpinnings of collective decisions anciagdanteractions have been acquired

(see e.g. Berns et al.,, 2005). In this respects itvorth mentioning the so-called

2 MR images can be acquired after either multipleitation pulses or a single pulse (echo
planar imaging). The quality of MR images is aféetboth by the time between the excitation
pulse and the recovered signal (echo time) andhéyiine between successive pulse sequences
(repetition time). 1 do not expand on these defalighe purpose of this enquiry.
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hyperscanning which allows one to simultaneously monitor neuagkivations in
multiple subjects, each in a separate MRI scarnses Montague et al., 2002, for the
first application; see King-Casas et al., 2005, dmnlin et al., 2006, for some

hyperscan studies of repeated trust games).

iv) Thetranscranial magnetic stimulatioff MS) consists in stimulating or deactivating
specific cerebral regions by means of impulses ajmetic energy. More specifically,
one applies a time-varying magnetic field and exa®mithe modifications that are
subsequently induced in the targeted neural atdasks, Ditterich, and Shadlen, 2006).
TMS can provide informative evidence about the fiomal role played by specific
neural regions by selectively and reversibly pdaing their activation patterns (Bechtel
and Richardson, 2010, p.256-7). TMS investigaticens effectively complement fMRI
studies, which often report the activation of ar@a®se operations are incidental to the
execution of the examined tasks. Nonetheless, éhability of TMS findings is
constrained by our limited understanding of how Tsffects overall brain activity. For
example, disrupting activation in the areas engdged particular task may stimulate
activation in other regions whose operations ieterfwith those of the targeted areas in

ways that elude experimental contfdls

v) Single neuron measuremerdse performed by inserting microscopic electrodes
directly in the brain and measure variations inivitial neurons’ voltage. Despite

having a commendably high spatial and temporal luésa, single neuron

3 The activation patterns of specific neural areas be altered also by means aéctric
stimulations(see Olds and Milner, 1954, and Mendelson, 1967ed0ly applications). Yet, the
electric fields generated through electric stimolatare less focal and more sensitive to skull
conductivity than the ones generated via TMS (Shgpal., 1991).
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measurements often disrupt activity in the invedgd areas and are generally applied
to non-human species due to ethical consideratibhis. significantly constrains their
usefulness for the study of higher cognitive andhgotational functions. Moreover,
single neuron measurements enable one to monioadtivity of only few neurons at
once (Ludvig et al., 2001). Given that performingask usually activates several
functionally interconnected areas (see section,3@nitoring single neurons rarely
provides informative insights regarding the funitib organization of wider brain

regions.

To recapitulate, each brain-imaging and brain-siatnon instrument is characterized by
specific strengths and limitations. By combinin§fatient instruments, NEs can acquire
complementarynformation about the examined phenomena and geavidependent

evidential support to the findings obtained witlspecific technique (Camerer, 2008a,
and Logothetis, 2008a). To be sure, some brainimgagnd Dbrain-stimulation

instruments are prone to common biases and expa@neonfounds (see section 3.B).
Still, obtaining convergent results by means ofhtegues involving independent
auxiliary assumptions increases our confidenceachdechnique, as it is unlikely that

those techniques produce similar findings by chgBeehtel, 2002a, p.S48)

“ A related debate has taken place in the philosaphgcience regarding the so-called
derivational robustness of models, i.e. the inddpapne of a model’'s implications from the
assumptions used to derive them (Woodward, 2006;as80 Levins, 1968). The following
contrast is prominent in the literature. On the baed, some authors (e.g. Kuorikoski, Lehtinen
and Marchionni, 2010) argue that robustness arsalgan be employed as a method for
confirmation of specific claims about causal meddras. On the other hand, others (e.g.
Weisberg, 2006, and Odenbaugh and Alexandrova,)ZiiEbe that robustness analysis is best
regarded as a method of discovery rather thanrcoafion of hypotheses.
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Besides combining different brain-imaging and bistimulation instruments, NEs
often attempt to corroborate neural findingstbgngulating neural, psychological and
choice data (see e.g. Houser et al., 2007, andigdk and Halligan, 2004; see also
Rubinstein, 2007 and 2008, on response times). aiicplar, some NEs employ
pharmaceuticals and hormones to investigate thesataunderpinnings of choice
behaviour (see e.g. Bielsky et al., 2005, on tHeuence of vasopressin on social
recognition). The idea is to identify how peopldishaviour varies in response to
diverse perturbations of the neuro-physiologicabcpsses associated with decision
making (see e.g. Baumgartner et al., 2008, Kosfeldl., 2005, and Zak et al., 2004,

2005 and 2007, on the role oxytocin plays in prangpinterpersonal trust).
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CHAPTER TWO

THE CASE IN FAVOUR OF NEUROECONOMICS

The proponents of NE often employ the following t8tage argument in advocating the
neural enrichment of economic theory. In the fipkhce, they cast doubt on the
descriptive and normative validity of the tradineconomic account of decision
making. For instance, it is often argued - in Wmiéh some economists (e.g. Rustichini,
2005, p.202, and Schotter, 2008, p.71-2) and piyllesrs (e.g. Hausman, 2008a, p.130-
9, and Sugden, 1991, sec.I-IV) - that rational cadheory faces frequent, statistically
significant and robust descriptive failures; thatomatic approaches typically fail to
ground an informative account of economic behayiaod that an exclusive reliance on
observed choice data would constitute a severddiion for the economic theory of
choice. In the second place, NEs highlight varioespects in which neuro-

psychological findings may inform the economic agtoof decision making.

In this chapter, | identify several respects inathneural data have been claimed to be
importable fruitfully into economic models of cheicl shall focus in turn on
descriptive accuracy, predictive power, model gelac explanatory insightfulness,
and applicability to welfare analyses. For eachthafse desiderata, | reconstruct an
argument in favour of a neural enrichment of ecoisomodels which builds on the
assertions that NEs put forward in the literaturén doing so, | provide various
considerations concerning the pragmatics of economaidelling and examine some of

the findingsthat NEs deem to be of great significance for odamomists. Moreover,

> These arguments are rarely given explicit fornagion by NEs. Still, | take my
reconstructions to provide a faithful character@abf NEs’ positions.
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| illustrate how the NESs’ assertions can be comiiite a cumulative case for the
neural enrichment of economic theory. Before prdoeg let me provide three

preliminary caveats regarding the contents of¢hepter.

Firstly, scientific models are constructed and eggpfor a variety of purposes, which
range from making precise predictions to providaxglanatory insights regarding the
investigated phenomena. The list of attributes dneixe does not exhaust the set of
modelling desiderata valued by economists, yetiges/us with an informative basis
for assessing the merits of NEs’ calls to includeral insights into economic models.
To be sure, each of these desiderata has beenredefindissimilar ways in the
literature. As | aim to illustrate below, howevere can provide instructive insights
into model selection and model evaluation in ecaosnby adopting a sufficiently

general and uncontroversial characterization of emsideratur.

My second caveat relates to the notion of modeliafiety of things - ranging from

physical objects (e.g. Black, 1962) to descriptigasy. Achinstein, 1968) and set
theoretic structures (e.g. Suppes, 1960) - caresasvmodels. In what follows, | focus
on mathematical models of decision making unlestedtotherwise, without expanding

on further distinctions between conceptions of ecoic model$’. Also, | gloss over

18 Significant interrelations exist between distinmidelling desiderata. For instance, descriptive
accuracy is occasionally valued because of theigireel and explanatory gains it yields to
modellers (see e.g. Camerer, 2007, C28). | shathmrd on the interrelations between different
modelling desiderata ichapter four

7 See e.g. Lucas (1980) and Sugden (2000) on econuotels as counterfactual or artificial
worlds that modellers envision to investigate thepprties of their target systems; McCloskey
(1990) and Morgan (2001 and 2002) on models as rabic@ation of an uninterpreted
mathematical structure and a corresponding naeratirerpretation; Gibbard and Varian (1978)
and McCloskey (1983) on models as metaphors ocatares intended to exaggerate or isolate
specific features of the examined phenomena.
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the various ways in which the relationship betweerdels and their target systems has
been characterized in the literature on scientifadelling (see e.g. van Fraassen, 1980,
on isomorphism, and da Costa and French, 2003, aptialpisomorphism; see also

Giere, 1988, on different resemblance relations).

My third caveat concerns the relationship betweeonemic models and economic
theory. The proponents of NE advocate the integmadf neural insights in relation to
both economic models and economic theory. The nstaf model and theory have
been characterized in several ways in the econbtarature (see e.g. Maki, 1993 and
1996, Guala, 1998 and 2002, and Morrison and Mqr$y@89, ch.1-3), with significant
distinctions being made between them. The follovdivide is particularly prominent in
the literature on scientific modelling. On the omend, the syntactic view (see e.g.
Carnap, 1938, Braithwaite, 1953, and Nagel, 19@finds theories as sets of sentences
in an axiomatized system, with models providingiaterpretation which relates the
formal theory to the objects under investigatiom. t@e other hand, the semantic view
(see e.g. Suppes, 1967, Suppe, 1977 and 1989, iane, G988) regards theories as
collectionsof models rather than sets of axiomatic senter@ashis account, a theory
is defined in terms of “the class of its modelsedily, without paying any attention to
the questions of axiomatizability, in any speciahduage” (van Fraassen, 2000,

p.179)®.

'8 |n the words of van Fraassen (1980, p.44): “Thaatit picture of a theory identifies it with
a body of theorems, stated in one particular lagguanosen for the expression of that theory.
[In the semantic] approach the language used teesgphe theory is neither basic nor unique;
the same class of structures could well be destiibeadically different ways”.
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In what follows, | speak of a neural enrichmenteabnomic models and economic
theory interchangeably, as the cogency of my cenattbns does not hinge on the
difference between these two notioRsima facie my doing so might seem to obscure
a distinction | proposed in section 1.A, accordiagvhich incremental and radical NEs
respectively aim to modify economic models and eotio theory. This, however, is
not necessarily the case, as incremental NEs axeeowed withspecificmodels rather
than entireclassesof models (or theories). More generally, the paiaains that
incremental and radical NEs respectively attemphtwlify standard economic theory

to a significantly different extent (see sectioA)l.
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2.A DESCRIPTIVE ACCURACY

Economic modellers often aim to provide descrigyiveccurate representations of the
features or the behaviour of their target systefsiodel’s descriptive accuracy can be
evaluated along different dimensions (see e.g. Nd§63, and Musgrave, 1981; see
also Maki, 1992, p.329, for a distinction betweearious respects in which the
realisticness of economists’ modelling assumpticais be appraised). To render this
point more vivid, let us distinguish the two followg senses of “descriptive accuracy”.
On the one hand, there is the question whether demimcludes all the relevant
properties or traits of the phenomena of inteit®stthe other hand, one can assess how
accurate the model’'s characterization of each obehproperties is (see Weisberg,
2007a, for a similar distinction). Now, a model cha regarded as more or less
descriptively accurate depending on which of thése senses of “descriptive
accuracy” is considered. For instance, one modgl capture most of the properties of
its target system but fail to characterize thessp@rties accurately. Another model,
instead, may include just a small subset of thggnttes of the examined phenomena

yet offer an accurate characterization of thospgnties®.

NEs refer to both of these senses of “descripteeuacy” when they advocate the
incorporation of neural insights into economic medeMore specifically, their

argument from descriptive accuracgn be characterized as follows:

19 various authors speak of “realism” instead of ‘dastive accuracy”. For his part, Maki
(1988; see also his 1992, 2001, and 2007) advodatsguishing the terms “realism” - which
relates to ontological and semantic doctrines iflopbphy - and “realisticness” - which
designates specific attributes of scientific reprggtions.
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P.1  Standard economic theory fails to provide amteurcharacterizations of the
neuro-psychological substrates of people’s decssion

P.2 By incorporating NE insights, economists couldbvide more accurate
characterizations of the neuro-psychological sabstrof people’s decisions.

P.3  Standard economic theory posits agents hawmgjausible cognitive and
computational abilities.

P.4 By incorporating NE insights, economists cocehstruct models which posit
agents having more plausible cognitive and comjuurtat abilities.

C Economists should incorporate NE insights intrttmodels of choic®.

Let us examine the various steps of this argumentin. Premise lasserts that the
economic theory of choice fails to provide an aateircharacterization of the neuro-
psychological substrates of people’s decisions.ifgiance, some NEs allege that while
economists consider agents’ choices as primititesse choices result from more
fundamental neuro-psychological processes (sedséirgcher, 2003 and 2010). Others
contend that although economists regard peopl&€sidas as the product of conscious
deliberation alone, human behaviour is shaped gy “fhuid interaction between
controlled and automatic processes, and betweenitoeg and affective systems”
(Camerer, Loewenstein and Prelec, 2005, p.11). idlea is that standard economic

theory focuses exclusively on people’s rational ives, thereby failing to reflect the

%2 The conclusion of this argument contains the pigthee term “should” even though it is
derived from descriptive premises. This is becdusgppressed for expository simplicity both
an intermediate conclusion stating that “economisse some reasons to incorporate NE
insights into their models of choice” and an implipremise claiming that “these reasons
license the claim that economists should incorolNIE insights into their models of choice”.
Analogous remarks apply to the arguments in thecsecbelow.
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complexity of decision making processes (PayzanBmageois-Gironde, 2005, p.12;

see also Camerer, 2007).

Premise 2states that incorporating neural data enablesogomts to provide more
descriptively accurate characterizations of theagasychological processes underlying
observed decisions. The thought is that brain-imggind brain-stimulation techniques
allow us to disclose the workings of the human akwarchitecture and measure
variables that economists previously regarded asbsarvable. In the words of
Camerer, NE “is not in opposition to rational cleitheory, but sees potential in
extending its scope by observing variables thatcareidered inherently unobservable
in [it]” (2008a, p.45). To be sure, many NEs acktexge that economists usually have
to rely on abstractions, isolations and idealizadion order to construct informative
model$’. At the same time, they question the legitimacysefere simplifications in
economic modelling and doubt that economists canaie agnostic regarding the
neuro-psychological substrates of choice. Indeeches(e.g. Camerer, 1998, p.177, and
Glimcher, 2010, p.126 and 133) explicitly urge emorsts to complement or relinquish
their as if representations in favour of mechacady informed models (I shall expand

on this issue in sections 4.A and 7.D).

Premise 3 in turn, asserts that economic models posit agéatving implausibly
sophisticated cognitive and computational abilitidhe idea is that the perfect

calculators with complete preferences and prodgimasoning skills figuring in the

! The idea is that “because of the high premium esves places on the [...] quantification of

evidence, attending to all facets of human natureeither feasible nor desirable” (Rabin, 1998,
p.13). See e.g. Cartwright, 1994, and Jones, 200%bstractions; Maki, 1992 and 2009, and
Sugden, 2000, on isolations; Cartwright, 1983, MtiMu 1985, and Weisberg, 2007a, on

idealizations).
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economists’ models do not remotely resemble réalhuman individuals. This lack of
descriptive accuracy, in turn, is said to negayiwedfect both the explanatory and the
predictive performance of economic models. To givee example, rational choice
models often assume that a greater availabilitypmifons is better for agents. This,
however, does not fit well with the evidence cdkekin many studies (see e.g. Sarver,
2008, on how people often take decisions they legégret when more options are

available).

Finally, premise 4alleges that NEs’ investigations provide econosngth informative
insights regarding agents’ cognitive and compuieticabilities. The thought is that
since agents’ choices result from underlying neasgehological mechanisms,
acquiring a better understanding of those mechanissonstrains economists’
conjectures regarding agents’ cognitive and comjmntal endowment. On the basis of
these premises, the argument concludes that ecetsorshould include neuro-
psychological variables and findings into their ralsdof decision making. In the words
of Camerer (2007, C35), “the largest payoff fromEJNwill not come from finding
rational-choice processes in the brain for comgleanomic decisions [...] The largest
innovation may come from pointing to biological idnles which have a large influence
on behaviour and are underweighted or ignoredandsrd theory” (see also Camerer,

Loewenstein and Prelec, 2005, p.10, and Park akdZ0®7, p.54).

In rebuttal to the aforementioned claims, an ecasbmmay allege that economic

models of choice are meant to describe neithendlueal substrates of decisions nor the

cognitive abilities of real life individuals. Indeéesome authors question the very idea
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that traditional economic theory requires us tonidg the modelled agents with
individual people. As Ross puts it, “from the enuat point of view” the agents
modelled by economists are “merely sites of congignpthere is no reason at all to
assume they're people, rather than firms or casmtar pension funds. [They] are
‘representative’ optimizers whose ontological st&undeterminate” (2008b, p.130; see
also Kacelnik, 2006, and Ross, 2002). To be suossK2008c, p.738) concedes that
economic modellers are typically concerned withdidual optimizers”. Still, he
insists that the idea that the paradigmatic mofl@noeconomic agent is an individual
human being is “in no way part of or implied by thathematics” of standard economic

theory (Ross et al., 2008, p.viii; see also Ro8652.

Now, it is true that many economic models can bgliegh without taking a position
regarding what entities the posited agents map. ofeg the point remains that most
economic models are meant to target the choicdgmabfaced by real life individuals.
Furthermore, the vast majority of economists impli@assume that real life individuals
constitute the paradigm case of agents. Indeesd,hard to see how economists could
assess the merits of their own models if they rapshiagnostic about what sort of
entities those models are meant to represent. ishat say, abandoning the idea that
“the paradigmatic economic agent is a whole adeis@n” may suffice to block the NE
critique of economic theory (Ross, 2010, p.639)l, w economists would be willing
to relinquish this assumption. For such a presupposplays a fundamental role in

both model construction and model evaluation imecaics.
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2.B PREDICTIVE POWER

The predictive performance of an economic modellmaevaluated in several respects.
By way of illustration, let us distinguish betwepredictiveaccuracy which refers to
the exactness of a model's observable implicatiegarding the examined phenomena,
and predictiverobustness which relates to the stability of a model's puotige
performance across distinct choice contexts. Ttvesanotions point to different aspects
of a model’'s predictive performance. For instarsmne models may enable one to
formulate very accurate predictions, but only ir@fc decision settings. Other models,
instead, may allow one to make just approximateliptens across a wide range of
choice situations. Moreover, both predictive accyrand predictive robustness can be
evaluated along different dimensions. For exammae may deem a model’s
predictions to be more or less accurate, dependimgvhether she considers the
magnitude of the effects anticipated by such mdtelfiming at which those effects are

predicted to occur, and so on (Moscati, 2006).

The proponents of NE often criticize economic med#l choice by emphasizing their
predictive shortcomings (e.g. Loewenstein et 8008 p.651, and Rustichini, 2005,
p.202). Moreover, they argue that economists cobléin substantial predictive gains
by incorporating neuro-anatomical and neuro-phggiglal insights. For instance,
Camerer alleges that NEs’ investigations identiuno-psychological variables that
predict variations in people’s choices (2008a, pske also Camerer, 2008b, p.370).
Similarly, McCabe asserts that “by moving the stoflgecision making a step down, to

the brain, neuroeconomics will [...] make economiedty more predictive” (2008,
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p.348). For their part, Glimcher, Dorris and Ba{@005, p.221) go as far as to maintain
that by revealing the neuro-biological mechanismdeulying people’s decisions, NEs
will build “a mechanistically accurate economic dahg which is by necessity

predictive”.

NEs have identified several respects in which aaleenrichment of economic models

purportedly brings predictive benefits to economidtam not concerned here with

providing a comprehensive review of NEs’ appealpradictive considerations. For the

purpose of this section, | shall focus on the fellty argument from predictive gains

P.1  Neuro-physiological insights enable econontistpredict variations in agents’
behaviour.

P.2  Neuro-physiological insights enable econontstenprove their out of sample
predictions.

P.3  Neuro-physiological insights enable economistsdentify missing economic
variables.

C Economists should incorporate neuro-physiologitsights into their models of

choice.

Let us consider the various premises of this argunmeturn. According tg@remise 1
NEs’ contributions help economists to better actdan the heterogeneity in agents’
choice behaviour. In the words of Camerer, NE neteanables economists to “ground
economic theory in detailed neural mechanisms whieh expressed mathematically
and make behavioural predictions” (2007, C26; sé® @8ernheim, 2009, and

Rustichini, 2009).
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To be sure, if NEs are to substantiate their dallsa neural enrichment of economic
theory, their rationale for incorporating neuraights must go beyond the econometric
platitude that when one increases the set of eapday variables, the correlation
between them and the dependent variables is almeostded to increase Fortunately,
various authors have provided persuasive successssshowing the predictive gains
yielded by a neural enrichment of specific moddl€tmice. For example, some (e.g.
Hsu et al., 2005, and Kuhnen and Knutson, 2005)vsthat differential activation in
some neural areas can be used to predict agertaVvioerr in conditions of risk and
ambiguity. Others (e.g. Knutson et al., 2007) tHate that the activation patterns of
particular areas can constitute a better prediofochoices than people’s expressed
preferences (see also the pioneering studies @it Li965, and Libet et al., 1979). Still
others (e.g. McCabe et al., 2001) predict subjgmtspensity to trust other players in

game theoretic settings by monitoring the activatiof specific areas.

The reasoning underlyingremise 2can be explicated as follows. Economists often
need to predict choice behaviour in novel decisiontexts. Now, one might succeed in
providing accurate predictions even without having detailed knowledgke the
mechanistic underpinnings of the modelled phenon{®aodward, 2003, p.232-3).
Yet, models which do not take into account the raaditic underpinnings of their
target systems often fail to provideliable and robust out of sample predictions

(Bechtel and Richardson, 1993, and Craver, 2007sdme definitions of mechanisms,

22 To give one example, the fact that morning sureslgnsignificantly correlated with stock

returns in several countries (see e.g. Hirshlgifet Shumway, 2003) falls short of implying that
economists should import complex meteorologicalgims in their models of the financial

market.
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see Glennan, 2005, p.445, and Machamer et al.,, 208D This remark is especially
relevant for models examining choice contexts Hrat subject to rapid and profound
modifications. In this respect, it would be oflétimport to contend that economists
could formulate accurate out of sample predictiomghout importing neuro-
physiological insights. For these insights can hetwnomists to ascertain not just
whetherobserved choices are consistent with their thephet alsavhythis is the case

so as to employ their models to different decigorblems (Schotter, 2008, p.79).

NEs’ calls to include neuro-physiological insigiito economic models can be seen as
an instance of a more general position, according/tiich economic models should
capture the influence of the causal factors undeglyhe modelled phenomena (Mill,
1844, ch.1; see also Cartwright, 1998, 1999 and7R00bhe idea is that a model's
predictions are reliable to the extent that thesahdiactors it posits resemble those
operating in the examined target systems (Pemhe2@d5). Analogous claims have
been put forward by various proponents of NEs.ifRstance, Fehr and Camerer (2007)
hold that identifying the neural substrates of obsé choices in specific experiments
helps economists to better predict people’s deassim other experimental settings.
Similarly, Rustichini asserts that investigatinge ttalgorithmic underpinnings of
observed choices enables NEs to make more acquedéections both across different

decision settings and for more extended times¢a39, p.50).

Premise 3points to a third respect in which neuro-physiaad findings are said to

yield predictive benefits to economists, namely ittentification of missing economic

variables (see e.g. Bernheim, 2009). To render ploist more vivid, consider the
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following example. People’s risk preferences caraiways be inferred univocally from
their observed choices. Now, suppose that the aiv patterns of some neural areas
provide informative insights regarding agents’ nslkferences and that these activation
patterns are accurately observable. Economists dcarmploy observed neural
activations as proxies for agents’ risk preferenaten these preferences cannot be
inferred precisely from the available choice dataural data could arguably be used to
predict also hypothetical and counterfactual cheide be sure, these predictions are
complicated by the fact that several areas (eagetelated to imaginative faculties) are
likely to exhibit differential activations dependiron whether agents envision actual,
hypothetical or counterfactual decisions. Yet,pitesof these complications, NEs might
succeed in building more predictive models by olisgrthe activation patterns that
specific areas exhibit while people contemplatedtiyetical and counterfactual choice

problems (Bernheim, 2009, p.14).

On the basis of the previous premises, the arguifnemt predictive gaingoncludes
that economists should incorporate neuro-physioldginsights into their models of
choice. To better appreciate the rationale for ¢thagm, let us consider one illustration
of how including neural insights can increase thedjctive power of a standard
economic model. Economic agents frequently exlalsignificant degree of prosocial
behaviour in game theoretic settings. Considerekample, one-shot ultimatum games.
In a typical ultimatum game, player 1 chooses howsplit a given amount M of
benefits between herselfijband player 2 ). Player 2, in turn, can either accept or
reject the offer of player 1. If she rejects ite thenefits are lost to both players. Game

theoretic reasoning predicts that player 2 shoaltept any positive transfer and that
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player 1, anticipating this, should offer the smsilpositive amount to her. Yet, subjects

typically transfer fairly high amounts of benefisee e.g. Guth et al., 1982).

In a recent article, Vercoe and Zak (2010) propaseeurally informed model to
account for why many agents offer resources togaes in one-shot ultimatum games
where such behaviour does not serve to build theim reputation as altruists. In this
model, player 1 derives utility not just from keegisome benefits;bbut also from
offering benefits p to player 2, provided that,l» b*, (i.e. her offer to player 2 is
sufficiently high to be accepted) and(t) > 0. The termu (tr) represents an empathy
function, witht measuring the distress of player 2 perceived ayayl1, and constitutes
an innovation with respect to standard models timatum games. To see this, let us

focus on player 1. Her decision problem can be &bized as follows:

Max p,p2 U (by) + o (t) U (by)

st. h+bpb =M, b>b*

While moderate levels of observed distress increaspathy and assistance to others,
high levels of perceived distress cause avoidandeirehibit oxytocin release (see e.g.
Barraza and Zak, 2009). Moreover, various NE ssideg. Zak et al., 2004, and
Kosfeld et al., 2005) associated increases in @kytwith higher levels of empathy and
trust (amount of resources an agent transfers rticpr games). In light of these
findings, Vercoe and Zak (2010) take(t) to capture the effects of oxytocin release,
and characterize it as a continuous hyperbolic ttancwith domain and range [0,1]

such thatr (0) > 0,a (1) = 0 andu (t*) > a (0), witht * = argmaxa (t). Their model
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predicts that as < a (t*) rises, the benefits that player 1 offers to piag increase. By
physiologically manipulating empathy (infusions oxytocin and other hormones),
Vercoe and Zak provide support to the predictioristteeir model in various

experimental settings.
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2.C MODEL SELECTION

Economic modellers frequently value the possibibifyderiving testable implications
from their models. However, the observable impiarad of economic models of choice
are typically conditional upon a variety okteris paribusqualifications and other
auxiliary assumptions. Indeed, the very act of ueg testable implications from
economic models often requires one to introducesididry hypotheses about test
conditions (Eichner, 1983). For these reasons, erapiand experimental findings
contrary to a model’s implications can rarely bgareled as direct evidence against the
model itself as opposed to some of its auxiliarguagptions (Hausman, 1992, p.207;
see also Duhem, 1906, and Quine, 1953, for anatogemarks regarding scientific
theories). As Machlup (1955, p.19) puts it: “Whdse teconomist’s prediction is [...]
based upon specified conditions, but where it tspussible to check the fulfilment of
all the conditions stipulated, the underlying theoannot be disconfirmed whatever the
outcome observed [...] our tests cannot be convinemgugh to compel acceptance”
(see e.g. Blaug, 1992, Hands, 1985a, Hutchison8,18@d McCloskey, 1983, for a

debate).

The proponents of NE often criticize economistsrédying on “a plethora of competing
models that are either not tested, or if teste@énoixplain the data equally well”
(Vercoe and Zak, 2010, p.133). Moreover, they wrgenomists to select and assess
their models in light of neuro-cognitive and newwmmputational evidence. Their

argument from model selectican be reconstructed as follows:
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P.1  Observed choice behaviour can be accounteith terms of several competing
economic models.

P.2  Economists are often unable to discriminatecéffely between competing
economic models of choice.

P.3  Neuro-physiological evidence enables econortostetter discriminate between
competing economic models of choice.

C Economists should rely on neuro-physiological dewce to discriminate

between their models of chofce

The proponents of NE frequently argue along thiesss lin advocating the use of neuro-
physiological data for model selection purposeseaonomics. For example, after
contending that economists often provide variou®raatic systems consistent with
observed choices, Camerer (2008a, p.47) allegds“tiearal tests could winnow a

crowded field of possible theories down to the mplausible theories”. Similarly,

Rustichini (2009, p.58) complains that economistsk |effective strategies for model
selection and asserts that a “fundamental rolé\Bfresearch consists in “pruning the
multiplicity of models, and to make them closethe hard experimental test” (see also

Glimcher, 2010, p.396].

28 Discriminating between distinct models of the sataeget system is most plausibly
conceptualized as not so much an all-or-nothingiffout rather a matter of nuanced
evaluation. | am not concerned here with providagrecise quantitative measure of the
effectiveness with which we can discriminate betweempeting models of choice. An intuitive
measure relates to a modeller’s ability to idenséifgarrow set of plausible models out of many
available candidates.

% Neural insights have been claimed to inform maskection and theory choice in other
disciplines besides economics. For instance, Greera. (2001; see also Greene, 2007) take
some brain-imaging findings about the neural cates of moral deliberation to discriminate
between deontological and consequentialist mombries (see Berker, 2009, for criticisms).
Similar debates took place in the literature at ih&erface between psychology and
neuroscience. For example, some authors (e.g. IHen2005) allege that functional
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To render these remarks more vivid, let us consiher example of how NE findings
can inform model selection in economics. As we haeen in section 1.B, prospect
theory accounts for various violations of tradiabEUT by assuming that agents value
options with respect to specific reference poirtkw, reference points can be
determined in terms of several variables, includimg level of consumption to which
one got used in the past, one’s expectations coimgeher future levels of wealth, how
one’s resources compare with those of other agetds,Regrettably, prospect theory
does not specify how reference points are to berchéed, how they vary across choice
settings, and what reasons we have to believeathants value options in reference-

based terms.

Recent NE research provides some intriguing insighthis latter respect. For example,
Glimcher (2010, p.274-8) argues that a referenseda&ncoding of external stimuli and
choice options is metabolically more efficient (eig terms of required energy
consumption) than objective encoding. In his viewrrent neurobiology speaks against
the reference-point independent valuation systenmicitly posited by standard EUT.
These remarks arguably provide economists withdalitianal reason besides predictive

considerations to favour prospect theory over tiaal EUT models.

A defender of standard economic theory might oppgbseeause of neural data for model
selection purposes in economics on the ground ébahomic theory does not make

explicit assumptions about the inner workings & tuman neural architecture. After

neuroimaging data enable us to discriminate betvedtennative psychological theories. Others
insist that neuroimaging data do not (e.g. Colthefi04 and 2005, and Harley, 2004) or even
cannot (e.g. van Orden and Paap, 1997, and U@8all)2provide decisive evidence concerning
the merits of psychological theories.
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all - the thought would be - why should economicdels be evaluated in light of
findings coming from disciplines having dissimilaethodological presuppositions and
explanatory aims than economics? In rebuttal t® ¢kdim, various authors (e.g. Quartz,
2008) doubt that economists can remain entirelyostjn concerning the neuro-
physiological underpinnings of choice behaviour.eThlea is that even though
economic models make no expliegissumptions regarding the inner workings of the
human neural architecture, they do make predictibas can be either confirmed or
disconfirmed by neuro-physiological evidence. Herncine reasoning goes - neuro-
physiological data should be used to constrain @disdriminate between alternative

economic models.

To be sure, NE models of choice are constrainedusbtby bottom-up neuroscientific
findings, but also by top-down behavioural eviderBg way of illustration, consider
the pioneering studies of Dorris and Glimcher (2084 the neural substrates of reward
evaluation. After observing that the firing raterobnkeys’ LIP neurons correlates with
the relative expected desirability of saccadic eyavements, Dorris and Glimcher
allege that “the average firing rates of these miesirmay also encode the subjective
desirability of actions in humans” (2004, p.376@t lus suppose that this was actually
the case. As noted by Glimcher (2010, p.234-6)atld be mistaken to infer from it
that the human brain encodady relative expected subjective values. For any ogani
whose valuation system stored only these valueddamake intransitive choices much
more often than humans are observed to do. Inrdgpect, observed behavioural
patterns constrain NE models by suggesting théindiskinds of desirability signals are

presumably encoded in the human brain.
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2.0 EXPLANATORY INSIGHTFULNESS

Economic modellers often aim to not just describgom@dict people’s decisions, but
also explain them. Now, the mere fact that somen@tic models are predictive or
descriptively accurate does not imply that theyase explanatory for economists. In
the philosophy of science, dissimilar accountsxgfi@nation have been advocated. For
instance, some authors (e.g. Hempel, 1962 and 18&%eive of explanation as the
deductive derivation of a sentence describing ttamandum from a set of premises
containing at least one natural law. Others (eadm8n, 1971 and 1984) characterize
explanation as the identification of statisticalevance relationships between the
explanans and the explanandum. Still others (emveZ, 2006 and 2007) relate
explanation to the uncovering of the mechanistidenpinnings of the investigated

target systents.

The proponents of NE frequently contend that, dedpeing at a relatively early stage
of development, their discipline provides maeplanatorily informativeaccounts of
choice behaviour than standard economic theory. ikstance, Zak (2004, p.1738)
boldly asserts that NE research “will allow econstsito answer fundamental questions
they are unable to address”. Similarly, Brocas @atillo allege that NE provides “new
reliable theories capable of explaining [...] indiw& behaviour and strategic choices”
(2010). In spite of NEs’ contentions, many econdsn@oubt the explanatory relevance

of neuro-physiological findings for the economiedhy of choice. As Rustichini puts it:

% Each of these accounts of explanation faces dbject For instance, consider Hempel's
deductive nomological modeRPace Hempel, many generalizations appear to be exmanat
even though they fail to satisfy his model's comwais, and many derivations that are intuitively
non-explanatory meet the conditions of the moo=# @sg. Kitcher, 1981).
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“a common criticism that is raised to neuroeconami& the following. With this

method we now know, for example, the specific ragian the brain that are active
when some behavior is observed. This informatiory rha very interesting for a
neuroscientist [...] but what does it add to the usi@dading of economic behavior?”

(2005, p.201).

NEs claim that their neuro-physiological findingeyide economists with explanatorily

informative insights in several respects. Theiredssns can be combined into the

following argument from explanatory insightfulness

P.1  NEs’ insights help economists to explain theiabdity in human choice
behaviour.

P.2 NEs’ insights help economists to provide siaguéxplanations of economic
phenomena.

P.3 NEs’ insights help economists to account fomeocanomalies of standard
economic theory.

C Economists should incorporate NES’ insights thir models.

Let us consider the various steps of this argunretdrn. Premise lasserts that NEs’
findings enable economists to better account fav people behave in different choice
situations. This claim fits well with the unificahist model of explanation (e.g. Feigl,
1970, Friedman, 1974, and Kitcher, 1981 and 1986¢ording to which scientific

progress consists in disclosing connections betwaets and phenomena previously
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regarded as unrelatéd In the NE literature, various authors maintairattmore
accurate knowledge of the human neural architedtelgs economists to better account
for the interpersonal and intrapersonal variabilif people’s decisions (McCabe,
2003b, p.294; see also Craver and Alexandrova, ,2p0#6). Two kinds of NE
contributions can be distinguished in this resp@ct.the one hand, some authors (e.g.
van't Wout et al., 2005 and 2006) illustrate hovertg’ decisions change depending on
the activation patterns of specific neural areasitl@ other hand, others (e.g. McClure
et al., 2004a, 2004b and 2007) document how thegaticins of particular areas vary
depending on the features of the available opti@g. the amount, variance and

temporal distribution of reward<)

An economist may object that in spite of its dgstore failures, standard economic
theory offers a highly general account of choickawsour, which enables economists to
model a wide variety of decisions within a commoatimematical framework (e.g.

Dixit, 1990). One might even argue that economiotly has a degree of generality
comparable to that of some theoretical frameworkshie natural sciences such as
Newtonian mechanics and the theory of natural seledsee e.g. Rosenberg, 1992,
p.231-2). Regrettably, these assertions do notigeoeconomists with a cogent rebuttal
to the NEs’ argument from explanatory insightfukme$o see this, let us distinguish

between the notions of generality and explanateagin.

% See e.g. Churchland and Churchland, 1996, on hewtdh's laws of motion unified
previous accounts of terrestrial and celestial amtFor a critical appraisal of the unificationist
account of explanation, see e.g. Halonen and Hkafik999.

*"In NE game theoretic studies, neural activatioitepas have been shown to vary depending
on: players’ degree of cooperation in past moves. [illing et al., 2002, and Sanfey et al.,
2003); players’ perceived fairness (e.g. Rillingilet 2004a, and Singer et al., 2006); the theory
of mind possessed by the players (e.g. Rillind.e2804b); and players’ reputation (e.g. King-
Casas et al., 2005, and Delgado et al., 2005).
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In everyday scientific discourse, models and tle=oare said to be generalizable when
they can be applied to a vast range of actual gpdthetical situations (see e.g. Gabaix
and Laibson, 20083. Now, NEs may acknowledge that economists’ mathieaiaools
can be employed to model a wide variety of choares target systems. This, however,
does not imply that economists’ models of choiceeha great explanatory reach, i.e.
provide explanatory insights regarding a vast rasfgghenomena. Indeed, various NEs
complain that economists, psychologists and neignssts can offer only “local
explanations” of choice behaviour, which allow ote make “only very limited
predictions about how [people] will behave in theufe” (Glimcher, 2010, p.14; see

also Padoa-Schioppa, 2008, p.455, for similar reg)ar

Premise 2states that neural findings can help economistdeteelop more adequate
singular explanations of economic phenomena. Tloeight is that NEs can better
account for “why a certain fact occurred in a dertgay”, providing us with detailed

insights regarding “the causal and structural rehat that produced [it]” (Aydinonat,

2010, p.159). By way of illustration, let us cor&idome NE studies which manipulate
people’s choice behaviour by means of neurochemiddlese studies aim to “identify
the reasons why different conditions produce deifierbehaviors [by] using drugs to
cause changes in brain activity” (Vercoe and Z&,®2 p.143). For example, Kosfeld et
al. (2005) show how inhaling oxytocin makes sulgauobre likely to invest more, yet

without altering their risk preferences (see ala& &t al., 2004).

8 See also Matthewson and Weisberg (2009, p.182)Vsaiberg (2004, p.1076), on the
distinction betweem-generality- which concerns how many actual phenomena a nag#ies
to - andp-generality - which relates to how many logically, nomologigatr physically
possiblesystems are targeted by a model.
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The significance of these contributions can be egipted in light of the interventionist
account of explanation, according to which explematonsists in displaying patterns
of counterfactual dependence between the investigirget variables and particular
sets of intervening variables (Woodward, 2003, Wwbdward and Hitchcock, 2003a
and 2003b). The idea is that NE findings help eausts provide robust generalizations
regarding how the examined target variables (@gciic agents’ decisions) vary under

experimentally regimented interventions on speciéaro-physiological variables.

Premise 3asserts that NES’ insights explain some of theraties faced by standard
economic theory. For instance, Rustichini maintdived neuro-psychological findings
enable NEs to account for some inconsistent dewdy explaining them as the result
of an optimal adjustment of people’s learning medras to the choice situations they
face (2009, p.55). Similarly, Brocas and Carrilk®10) claim that “evidence from the
brain sciences [...] can help uncover the ‘true’ wations for the ‘wrong’ choices and
improve the predictive power of the thed®y”In this respect, it would be of little
import to reiterate (see e.g. Gul and Pesendor2®08) that economists can
accommodate a vast array of experimental and erapitiesults by altering the
mathematical formulation of agents’ preferences amiastraints. For accommodating

the available evidence does not amount to accayfdinit.

To render this point more vivid, let us compareeflyithe Ptolemaic model of planetary

motion and Newton’s gravitational model. The eplegcpostulated to reconcile the

29 Similar claims were put forward by some behavibemnomists. For instance, Rabin holds
that “because psychology systematically exploreadrujudgement, behaviour and well-being,
it can teach us important facts about how humafferdrom the way they are traditionally
described by economists” (1998, p.11).
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former with celestial observations accommodatetthgctories followed by specific
planets, yet do not offer informative insights asvhy the planets move as they do. On
the contrary, Newton’s model provides an explanigtorstructive account of planetary
motion in terms of gravitational force. By way afadogy, consider some behavioural
economic models such as prospect theory. These Isnoften fit observed choices
better than standard EUT. At the same time, theyatoprovide explanatory insights
regarding why the anomalies of EUT emerge in thst fplace. In this respect, NE
promises to enable economists to better accouiefople’s decisions by disclosing the

underlying neuro-psychological mechanisms.

To give one example, consider ambiguity aversiofisierg, 1961). Three main
explanations of this phenomenon have been propos#te economic literature. The
first suggests that when the odds are unknown agasume that someone may control
the odds to their disadvantage. The second ho&dptople treat probabilities as if they
were outcomes and thus tend to be risk-averse ighrd to probabilities as they are
concerning outcomes. The third account interpratbiguity aversion as the result of
people’s reluctance to bet whenever they think titaers possess information they
lack. Now, choice behaviour data rarely enable aesders to discriminate between
these competing accounts of ambiguity aversiora hecent study, Hsu et al. (2005)
document that several neural areas (e.g. the araygdal the orbitofrontal cortex)
exhibit different activations in conditions of argbity as opposed to conditions of risk.
This finding does ngber sediscriminate between the first and the third iptetation of
ambiguity aversion, but casts doubt on the secapthpration (see Keren and Gerritsen,

1999, for some subjective reports in support oséhimterpretations).
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2.E  WELFARE ANALYSES

So far, we have examined several respects in whimbrporating neural insights can
improvepositiveeconomic theory. NEs, however, advocate the neima¢hment of the

economic account of decision making alsonenmativegrounds. In particular, several
NEs take neuro-psychological findings to challertgeditional economic welfare

analyses and policy evaluations. Below | consider argument from wants / likes
divergencesby means of which some NEs criticize standard avelfanalyses. The
reasoning, which targets economists’ alleged ifieation between agents’ wants and

likes, goes as follows:

P.1  Economic welfare analyses focus on people’dsvan

P.2  People’s well-being depends on their likes.

P.3  People’s wants and likes diverge.

C(1) Economic welfare analyses fail to capture &jewrell-being.

P.4  NEs’ findings accurately measure people’s Wwelhg.

P.5 NEs’ findings help people choose what promtites well-being.

C Economic welfare analyses should rely on NEglihgs.

Let us examine the various steps of this argumertuin. As stated bypremise 1
welfare economists are typically concerned with gpie's wants. These are usually
inferred from observed choices or agents’ own repoAccording topremise 2
however, people’s well-being relates not so muchat they struggle to obtain, but to

what they actually like. The idea is that satisfyipeople’s preferences does not
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necessarily make them better off (Loewenstein ¢t28I08, p.666) and that economic
welfare analyses should target what individuale lilather than what they happen to
desire and choose (Camerer, Loewenstein and P96, p.37). In the words of Gul
and Pesendorfer, many NE studies rest on the assumtpat “what makes individuals
happy [...] differs from what they choose” and theb@omic welfare analyses should
be based on what makes individuals happy rather ‘e utilities governing choice”

(2008, p.3).

Premise 3states that people’s wants and likes diverge. fhioeight is that people’s
motivations for action are “not always closely tiedhedonic consequences” (Camerer,
Loewenstein and Prelec, 2005, p.37; see also Can2€@6). There are various reasons
why a mismatch between wants and likes can oconrrgiVe one example, people’s
preferences are occasionally based on mistakerefbelind can be prone to
manipulation (see e.g. Elster, 1983, and Sen, 198@j)eover, people’s epistemic and
computational limitations constrain their ability judge whether they will like what
they want (see e.g. Bernheim and Rangel, 2008 Land/enstein and Haisley, 2008).
Indeed, people often struggle to obtain things twélynot like in the long run due to
self-control problems (see e.g. Loewenstein, 1996] Ross et al., 2008, on drug

addicts and pathological gamblers).

The purported correspondence between likes andsweat disputed by some cognitive
scientists before the advent of NE. For instancerridge (1996) challenged the
assumption that people struggle to obtain what thdlylike by pointing out that two

separate systems - one responsible for motivandrdasire (wanting system), the other
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responsible for pleasure and pain (liking systemineerlie people’s behaviour. As
Berridge’s distinction suggests, satisfying peapieimediate desires may fall short of
maximizing their longer-term hedonic satisfactiMoreover, the alternative that would

maximize an agent’s hedonic satisfaction may tabbé among her preferred options.

On the basis of the first three premisesnclusion 1doubts that standard economic
welfare analyses provide informative insights concey people’s well-being.

According to premises 4and 5, identifying the neuro-psychological processes
underlying decisions enables NEs to measure wallgband help people choose what
promotes their well-being. The thought is that Nikdings help us identify both why

people often act in ways that do not promote thedtl-being and what kinds of

interventions are likely to correct their actioris. this perspective, NE promises to
integrate two major lines of research at the bountetween economics, psychology
and neuroscience, namely happiness studies (seBrem and Porta, 2005 and 2007)
and recent investigations on how to design and pkeple’s choice architectures. Let

me expand on this latter point.

Various ways to correct people’s decisions have lpgeposed in the literature, ranging
from restricting agents’ choice set to making smptons more salient than others. By
way of illustration, let us consider what kindsimtervention are respectively advocated
by asymmetric paternalists and libertarian patéstsal The proponents of asymmetric
paternalism (e.g. Camerer et al., 2003, and Can20e6) argue that it is often possible
to benefit people who make suboptimal decisionfavut imposing substantial costs or

restrictions on those who make optimal decisioms.tReir part, libertarian paternalists
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(e.g. Sunstein and Thaler, 2003, and Thaler andgt8umy) 2008) maintain that people
can be induced to make better decisions withouinigatheir autonomy infringed. In the
words of Loewenstein and Haisley, NE research matke®ssible to “steer human

behavior in more beneficial directions while minamig coercion” (2008, p.6).

I am not concerned here with settling the meritdhelse assertions. In section 4.A, |
shall put forward some cautionary remarks regardihg relevance of neuro-
psychological findings for economists’ welfare assals. In section 7.C, | shall critically
assess some NEs’ attempts to measure and proneoteethbeing of economic agents.
In doing so, | shall argue that NEs’ calls to grdwetonomists’ normative analyses on
neuro-psychological findings rest on presupposgtiaich transcend both the scope of

traditional decision theory and the evidential reaENE investigations.
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2.F THE META-ARGUMENT IN FAVOUR OF NEUROECONOMICS

As we have seen in the previous sections, econsro@t improve their models with
regard to specific modelling desiderata by incoagiog neuro-anatomical and neuro-
physiological insights. The arguments we preserdgbdve can be combined in a
cumulative casen favour of NE in a relatively straightforward wakhe idea is to take
the conclusion of each of those arguments anddeciuas premise in a meta-argument
whose conclusion is that economists should incatealES’ insights into their account

of choice behaviour. This meta-argument goes #avis!

P.1  NE insights increase the descriptive accuod@conomic models of choice.

P.2  NE insights overcome the predictive failurestandard economic theory.

P.3  NE insights enable economists to discrimi@&veen competing economic
models of choice.

P.4  NE insights help economists to better exaople’s decisions.

P.5 NE insights accurately measure and effectipdynote people’s well-being.

C Economists should incorporate NE insights inkeirt account of choice

behaviour.

Prima facie this meta-argument seems to provide compelliragars in favour of a
neural enrichment of economic theory. As | argu¢hm following chapters, however,
there are cogent reasons to resist this cumulatase in favour of NE. More
specifically, | shall articulate several lines afjament which attempt to demonstrate

that economists are provisionally justified in metag a methodologically distinctive
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approach to the modelling of decision making. Leé roriefly anticipate these

arguments in turn.

In chapter three | critically assess the evidential basis on whids’ findings and
inferences rest. In particular, | argue that mamsNclaims can be disputed on purely
evidential and epistemological grounds. The reagphipresent irchapter fourcan be
summarized as follows. NEs and other economistpertvely value different
modelling desiderata. These desiderata often pulbpposite directions and make
contrasting demands on modellers. Those contrastsirn, severely constrain the

incorporation of neural insights into economic med# choice.

In chapter five | cast doubt on NEs’ attempts to elaborate alsjngeneral theory of
choice behaviour on two main grounds. The formemnceons the profound
dissimilarities (e.g. in terms of employed constsuand pursued explanatory aims)
between the economic, psychological and neurosticeatcounts of decision making.
The latter relates to some central respects (ewy.NE is supposed to inform economic
theory) in which NEs themselves hold contrastingitians. Inchapter six | provide a
case study to illustrate how the conceptual diffees between NE’s parent disciplines
constrain the relevance of neuro-psychological ifigsl for the economic theory of
choice. Inchapterseven | differentiate various senses of the term “retioh” and
argue that NEs are unlikely to prompt revolutionargdifications in economic theory

in any of these senses.
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CHAPTER THREE

ARGUMENT FROM UNCONVINCING EVIDENCE

The recent advances at the interface between edosiopsychology and neuroscience
have encouraged various NEs to put forward quitbitamus assertions regarding the
relevance of NE for its parent disciplines. NEsiicis have prompted a variety of
reactions among the practitioners of these disegli In particular, some economists
welcome the opportunity to enrich specific moddlgl@cision making in light of neuro-

psychological findings. Still, most remain convidadat NE isde facto(e.g. Harrison,

2008a and 2008b, and Rubinstein, 2008) or @évgminciple (e.g. Gul and Pesendorfer,
2008) incapable of triggering revolutionary modafions in the economic theory of

choice.

In this chapter, | critically assess the accurany #ne reliability of the evidential basis
of brain-imaging and brain-stimulation findings. Mover, | identify and discuss some
epistemological issues which arise concerning niferénces made in those studies. My
reasoning can be summarized as follows. NEs @a#igtandard economic theory in
several respects and speak of introducing profauadifications in economic models
of choice. For NEs’ criticisms and proposals toefffective, their evidential basis must
be statistically significant and robust to chanigesxperimental settings. In many cases,
however, NEs fail to show that the evidential bagistheir claims is statistically
significant and robust to changes in experimeng#tirgys. Hence, many NES’ claims

can be resisted on purely evidential grounds.
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Before proceeding, let me emphasize that my cetiguby no means intended to cast
doubt on the merits of brain-imaging and brain-station studies indiscriminately. On
the contrary, my aim is to identify the main stréfrsgand limitations inherent in those
investigations so as to better assess the poténtialiccess in NE research. In sections
3.A and 3.B, | focus on the issues that respegtiagke in relation to theollectionand
theinterpretationof neural data. In section 3.C, | assess thehiétiaof specific kinds

of inferenceghat NEs make in their studies.
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3.A  COLLECTION OF DATA

The experimental protocols employed in NE studigferdin a number of respects,
ranging from the kind of examined organisms to itteéruments used to monitor the
neural areas of interest. The design of speciffzearments includes elements such as:
production procedureswhich prescribe what stimuli are to be presemtethe subjects
and the temporal distribution of these stimaoleasurement procedureshich indicate
what variables are to be monitored in the pre-dtisiunter-stimulus and post-stimulus
phase; andetection proceduresvhich specify what value the measured variablastm
have for the experimenters to legitimately concldlat the phenomenon of interest
occurred (Sullivan, 2009, p.514). In this sectidnexamine some evidential and
epistemological issues which arise with regardh® dollection of raw neural data.
More specifically, | discuss in turn the limiteda@ability and representativeness of
data, the insufficient spatial and temporal resotubf current NE instruments, and the

constrained reliability of the proxies targetedNif studies.

1) Limited availability and representativeness of dta

Availability of raw neural data is often claimed to be a cluprarequisite for the

verifiability and the reproducibility of NE findireg Regrettably, NEs rarely make raw
neural data publicly available to other researchgtarrison, 2008a, and Spiegler,
2008). In this respect, one may well note that otieuroscientists rarely make raw
neural data public (Quartz, 2008, p.467). This, &osv, merely redounds to the

disputable character of the current experimentatie, which violates the standards of
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most economic practitioners and fails to incengvilze adoption of rigorous procedures
for data processing (Ortmann, 2008, p.442). Thdbisay, precisely because of the
difficulties involved in interpreting and replicagj NE experimental reports (see below)

it is highly advisable that NEs make raw neurabdaitblicly available.

As to therepresentativenessf the published results, some authors (e.g. &a@2608)
worry that the increasing accessibility of brainagimg and brain-stimulation
technology, coupled with the decreasing costs feitirgg up experimental trials,
incentivizes selective presentation of findings. Beosure, inter-laboratory competition
discourages strategic misrepresentations of firedlargl can alleviate the flaws inherent
in individual studies (Hubbard, 2003). Yet, the @bexity of the experimental designs
and the inferential steps involved in NE studiesde it more difficult to assess the
representativeness of the published results. Meremlly, the impression remains that
the hurry to colonize new areas of investigatiahdeme NEs to overstate the evidence
supporting their claims. To render this point merad, let us consider the limitesize

of the experimental samples employed in most NHissu

The number of subjects whose brains are monitaregeuroscientific experiments is
usually quite small, i.e. typically less than twe(tabeza and Nyberg, 1997 and 2000).
The limited size of the experimental samples, im,tusignificantly constrains the
reliability of the conclusions derived from the lected data. Now, while many
practising neuroscientists acknowledge this conde¢bs frequently gloss over it as if it
was of negligible importance. For instance, Bhadl &€amerer (2005, p.432) dismiss

the complaint that a small number of subjects aq@cally monitored in fMRI
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investigations by claiming that “for most fMRI siad [16 subjects] is usually an
adequate sample to establish a result becausegaddire subjects does not alter the
conclusions much”. As shown by the history of lesistudies (see e.g. Bechtel,
forthcoming), one may occasionally gain informativeuro-physiological insights on
the basis of a small experimental sample. Howet e still an open empirical question
whether monitoring just a few subjects enables MEsbtain robust findings in “most
fMRI studies” (see Thirion et al., 2007, for dissim). Moreover, the mere fact that the
results of some experiments do not considerably wdren the size of the examined
sample is increased does not license confidentleeiraccuracy of those findings. For
one might get stable experimental outcomes everases where the technology

provides rather inaccurate measurements of thesiigeted phenomena.

2) Insufficient spatial and temporal resolution

The accuracy of brain-imaging and brain-stimulatieports depends on a number of
factors. Among these, we find the spatial resoluaod the temporal resolution of the
employed instrumentsSpatial resolutionrefers to a scanner’s capacity to detect the
elementary units of brain activation (Logotheti€)08a, p.870). So-called ‘voxels’
(volume pixels) constitute the smallest box-shapad of a three-dimensional scan and
can be regarded as the basic observational ungstém by neuro-imaging studies. An
unfiltered voxel in a typical fMRI study containg @ 6 x 16 neurons, with many of
these having to activate to generate a detectapalgBechtel and Richardson, 2010,
and Logothetis, 2008b). Now, advances in scanredmtdogy will presumably allow

for significant improvements in signal specificapd voxel size in the future. Still, the
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point remains that the accuracy of current braiagmg investigations is subject to
severe constraints. This, in turn, calls into goesNEs’ calls to modify economic

models of choice in light of the available neurgsiblogical findings.

Similar concerns arise regarding tteenporal resolutiorof the signals targeted in NE
studies. These signals may reflect the integratibmip to a few seconds of neuro-
physiological activity (Henson, 2005). Given thaural activations may take place
within milliseconds, the workings of various neunabpulations are likely to go
unnoticed. This problem has been alleviated thamkke introduction of scanners with
higher temporal resolution, but affects even theated event-related fMRI, where
several signals can be generated within a secondefRet al., 1998). That is to say,
even the most advanced scanners yield informati@t s “orders of magnitude
coarser” than neural firings themselves (Roski®@882p.24). These limitations, in turn,
call into question the suitability of NEs’ curretégchnology for studying the neural

substrates of choice behaviour.

3) Unreliable proxies

The signals examined in fMRI and PET studies domeasure neural activity directly.
On the contrary, they target physiological facttileat are causally related in a rather
complex way to downstream consequences of neutigltgt (Roskies, 2008, p.25). In
particular, neural activations are usually estidata the basis ofroxies whose
accuracy and reliability have been questioned aioua grounds (e.g. Logothetis et al.,

2001, and Logothetis and Pfeuffer, 2004). To retlisrpoint more vivid, let us briefly
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compare the processes by means of which the signals targeted in PET and fMRI studies

are generated.

As shown by the figure below, when a neural area activates, one typically observes a
noticeable increase in cerebral blood flow and in glucose utilization (Fox et al., 1988),
coupled with a differential increase in oxygen consumption (Fox and Raichle, 1986).
PET targets variations in regional cerebral blood flow, while fMRI captures
discrepancies between variations in regional cerebral blood flow and changes in oxygen
consumption (Kim and Ugurbil, 1997, and Ogawa et al., T890) particular, the
BOLD signal targeted by fMRI reflects the mismatch between variations in regional
blood flow and changes in the amount of oxygen remaining at the site of brain

activation (Raichle, 1998).

Image removed due to copyright being held by another party.

Source: Raichle (1998, p.770)

% The quantity of blood flowing to a neural area can be estimated thanks to the fact that
oxygenated blood is diamagnetic (i.e. it weakly counteracts the applied magnetic field) and that
deoxygenated blood is paramagnetic (i.e. it slightly enhances the magnetic field). For further
details, see Huettel et al. (2004, ch.1).
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Let us focus on BOLD signals. The interpretatiornth&fse signals is complicated by the
fact that their strength does not always refleategion’s intensity of activation in
accurate terms. There are various reasons whyahiappen (see e.g. Logothetis and
Wandell, 2004). Let us consider three such reasonwirn. Firstly, BOLD signal
responses non-linearly vary in strength with thrergjth of the applied magnetic field
and increase only marginally in regions having redlty high blood flow (Bechtel and
Richardson, 2010). Secondly, oxygenation variatiomsarge vessels can conceal
oxygenation changes in the capillary bed and gémesurious BOLD signals (Klein,
2010a). And thirdly, excitatory and inhibitory inéetions between different neural
populations (see e.g. Douglas and Martin, 2004)asionally generate considerable
dissociations between actual neural activity arel riietabolic variations targeted by
fMRI and PET instruments (Buzsaki et al., 2007, dmdjothetis, 2008a). Indeed,
neuromodulatory interactions can induce largerypbdtions in BOLD signals than the
sensory inputs themselves, with increases in BOfBats occurring even without a net
excitatory activity in the examined neural popuas (Jueptner and Weiller, 1995, and

McCormick et al., 2003).
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3.B  INTERPRETATION OF DATA

In this section, | consider some of the eviderdiadl epistemological issues which arise
in relation to thenterpretationof neuro-physiological data. More specificallydiscuss

in turn the alleged arbitrariness, the derived ati@r and the limited generalizability of

many brain-imaging and brain-stimulation findingsis list does not exhaust the set of
concerns related to the interpretation of NE swidieYet, it identifies some major

respects in which we can evaluate the evidentigisha NES’ investigations.

1) Arbitrary Findings

The definition of the baseline conditions of activa and the identification of
activation thresholds constitute two major souroéghe purportedarbitrariness of
many NE findings. Let us examine these two issodsifin. In a typical brain-imaging
study, thebaselineconditions “consist of lying quietly but fully aka in [the] scanner
with eyes closed or passively viewing a televismonitor” (Raichle, 1998, p.768).
However, complex physiological and metabolic vaoias usually take place in the
human brain even when one is not engaged in spatfnitive or computational tasks
(Gusnard and Raichle, 2001, and Newman et al., )2004is, in turn, significantly
complicates the interpretation of the observedvatin patterns (see theoint 3

below).

%1 See e.g. Roskies (2007) and Savoy (2001) on heereed activations can be given different
interpretations depending on one’s background asBons regarding brain’s structure and
functioning.
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With regard tahresholding the fact that claims of statistical significarere relative to

the choice of a specific significance level hastleulmplications for the interpretation

of neuroimages. In particular, various authors wakat thresholding at any level of
significance tends to generate “artificially shamapriers between ‘active’ and ‘inactive’
regions” (Klein, 2010a, p.270). This concern can daetly mitigated by providing

gradations of color representing different magrewiaf the examined test statistics
(Hubbard, 2003, p.29). Yet, images reporting difsinpatterns of activation can be
obtained by setting different activation threshol8&oreover, what activations are
detected at particular significance levels ofteniesadepending on the temporal and
spatial specificity of the employed scanners (Halett al., 2004, and Thirion et al.,
2007). In light of these remarks, the precisiontted colourful pictures appearing in
several NE studies appears to be elusive and te soent misleading (Hardcastle and

Stewart, 2002¥.

2) Derived Character of Findings

The experimental reports presented in NE articlegypically obtained after a number
of data manipulations and statistical adjustments These manipulations and
adjustments alter raw neural data in ways whicaroélude the experimenters’ control
(see e.g. Bullmore et al., 1995, and Uttal, 2001)vhat follows, | focus on the BOLD
signal targeted in fMRI studies and critically iesp three kinds of intervention

required to make raw fMRI data amenable to analged intersubject comparisons,

% See also Weisberg et al. (2008) on people’s tasydén regard specific psychological
explanations as more compelling even when irrelenaaroscientific data are presented in their
support.
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namely: corrections for the independence of stadistests, brain averaging and brain

normalizations. Let us consider these three intgrogs in turn.

Neuroimages do not report brain activity direchyt rather indicate regions where the
data license some confidence that the examineds atgalerwent differential

activations across experimental conditions (Kl&i@10b, p.187). In a typical brain-

imaging study, thousands sfatistical tests for activatioare performed across voxels
(Friston et al., 1995a). The significance testdctivation consists of two steps. Firstly,
one estimates the likelihood that one would obsewvearea’s activation when the
experimental tasks do not engage activation in thi@a (spurious activation).

Secondly, one compares the estimated likelihoaal poedetermined significance level
for each investigated brain region. The resultssaremarized in statistical parametric
maps, which illustrate in what areas the data wari@ confident assertion of

differential activity across experimental tasksgifl 2010a, p.267-8).

Given that the signals coming from spatially contigs voxels are often correlated, the
statistical tests performed on these regions arendependent and tend to yield false
positives (Henson, 2005, p.208). To remedy thisbler, researchers correct the
obtained statistical estimates in various ways ésgeFriston, 2003, and Friston et al.,
1995b¥3. Even so, several authors (e.g. Kiebel et al.912fiestion the validity of

those corrections. Indeed, some go as far as tewdrthat the correlations reported in

neuroscience studies are endemically inflated ésge Vul et al., 2009, on social

¥ For instance, one can constrain the search factsffin the main fMRI experiment to
anatomically delimited regions by performingfunctional localisey i.e. an auxiliary fMRI
experiment which aims to isolate a functionally gpksed region of interest before the
implementation of the main fMRI experiment (Fristomd Henson, 2006, and Saxe et al., 2006).
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neuroscience investigationid)In such a context, further concerns arise froe ftct
that most fMRI studies rely on voxel-based analydfdsme series data, with estimates
from one stage being taken as data in the nexe s@#uys, in turn, calls into question
the accuracy of the subsequently reported findiagsstandard errors of estimates are

likely to propagate at later stages (Harrison, 2008

With regard tdorain averaging neuroscientists usually average the registertzadion
signals both over different trials for each subjactl across different subjects. In this
perspective, brain images are best regarded asajigagons rather than particulars, as
there typically is no specific physical brain thiabse images are intended to represent
(Roskies, 2008, p.26). In neuroscientific reseassteraging is frequently advocated on
the ground that it minimizes the effects of interfg signals on the registered activation
patterns (Bechtel and Mundale, 1999). However, @uéhe interpersonal variability
exhibited by several areas’ activations, poolintadecross subjects usually constrains
the signal’'s spatial precision (Van Orden et aDpP, p.153). Furthermore, simple
averaging can decrease or even suppress signa@s qeppose that during the
experiment the monitored region activates in sonigests, but deactivates in others).
For this reason, neuroscientists usually rely orremmmplex averaging procedures
which take into account the temporal covarianceadels in the functional regions of
interest (Friston et al., 2006, p.1081). These gdaces, however, further complicate the
interpretation of neural data and constrain the gamability of the results obtained by

means of different experimental protocols.

% These criticisms have not remained unchallengext. ifistance, on the basis of some
simulations Lieberman et al. (2009) argue that fMiRBlyses are unlikely to report spurious
high correlations. Yet, they also concede that ‘#Hect sizes from whole-brain analyses are
likely to be inflated” (2009, p.306; see also Aetral., 2006).
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As to brain normalizationsthe idea is to make the image of distinct brdinen the
image of a standard brain by aligning several mestiate points of each subject’s
brain with the corresponding points of the standaedn (Aizawa, 2009, p.503). Brain
normalizations are typically performed to allevi#tte constraints that the anatomical
differences between individual brains impose on ititerpersonal comparability of
brain-imaging findings. Still, the very act of ingohenting brain normalizations may
screen off significant anatomical and functionagsihnilarities between the neural
architectures of distinct subjects. Moreover, emiplg different normalization
templates can lead one to interpret observed aictivaatterns in dissimilar ways (see

e.g. Ashburner and Friston, 1999, and Gispert.e2@03).

3) Limited generalizability of findings

A number of concerns arise regarding temeralizabilityof many NE findings. The
first worry can be explicated as follows. As we @éaseen above (point 2), several
auxiliary assumptions and experimental manipulatiane required to interpret raw
neural data. This, in turn, makes it difficult tonepare the evidential reports obtained in
different experiments. To be sure, not all diffexesn across experimental procedures
constrain the comparability and the generalizabditthe obtained results (e.g. think of
marginal variations in inter-stimuli intervals).il§tthe point remains that most NE
findings “are highly indexical to the experimenssdt-up” employed to obtain them
(Kuorikoski and Ylikoski, 2010, p.223see Sullivan, 2009, for similar remarks

concerning laboratory experiments in cognitive neaience). To render this point
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more vivid, below | consider three issues whichstain the generalizability of NEs’
findings. These issues respectively concern thetiimmal and anatomical differences
between the neural architectures of different g®cihe interpersonal variability of

neural activation patterns, and the experimentaipsef NE studies.

NEs investigate the neural architecture of a varétspecies The decision to focus on
a given species is guided by both ethical and peadignoonsiderations. For instance, the
ethical concerns related to the non-therapeutic afsgwvasive techniques limit the
applicability of single neuron measurements to husnalro remedy this problem,
various authors employ non-human primates as modeldiuman subjects on the
alleged ground that “the human brain evolved oweretby extending homologous
functions, and computations, in predecessor brajMgCabe, 2008, p.352; see also

Gazzaniga et. al., 2002).

Now, cognitive scientists acquired valuable inssglebncerning the human neural
architecture by working on the assumption thathithan brain was sculpted by long-
lasting evolutionary pressures (e.g. MacLean, 18868, Tooby and Cosmides, 1994 and
2005). Even so, the neuro-anatomical and neuroiplogscal dissimilarities between

humans and other species frequently prevent anshalies from serving as an
informative basis for investigating higher cogratifunctions (Allman et al., 2002). This
worry is especially pertinent when it comes to exang the neural substrates of
complex decision making tasks that cannot be slusienon-human primates. To be

sure, some NEs have recently extended previousngiadin non-human primates to
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more complex decision problefis Still, even leading NEs occasionally appear to
naively presuppose that the human brain “is bdgidhe primate brain with extra
neocortex”, with the primate brain being “a simplaammalian brain with some

neocortex” (Camerer, 2007, C29).

A second constraint on the generalizability of Nftsdings relates to theterpersonal
variability of neural areas’ activation patterns. To explitchte concern, let us consider
the plasticityof the human neural architecture. The human breiribés various kinds
of plasticity. For instance, cortical plasticity talms when a given psychological
function is implemented by anatomically distinctured areas at different times.
Synaptic plasticity, instead, consists in the mioément or inhibition of specific
synaptic connections between neurons in responsethéir past interactions
(Buonomano and Merzenich, 1998). People’s capazitgcover specific computational
and cognitive abilities after various traumas prtedpsome researchers to ascribe high
cortical plasticity to the human brain (Liepertagt 2000, and Richardson, 2009). Yet,
cortical plasticity is normally more limited thagnaptic plasticity (Gazzaniga, Ivry and
Mangun 2002, ch.18) Now, due to these kinds of brain plasticity mostral areas
exhibit some variability in their activation patterat both the interpersonal and the
intertemporal levels (Henson, 2009his variability, in turn, calls into question some
NEs’ ambition to formulate wide-scope empirical gelizations regarding the neural

substrates of choice behaviour.

% See e.g. Dayan and Niv, 2008, and Pessiglionel.et2806, on the dopaminergic
underpinnings of learning in humans; see also Kmutnd Peterson, 2005, on how dopamine
circuits respond to the receipt of money.

% See also Goldberg (2005, ch.14) on how the huneamah architecture exhibits a varying
degree of distinct kinds of plasticity across depehental stages.
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A third constraint on the generalizability of NEhdings relates to thexperimental
setupof NEs’ studies. The reasoning goes as follow® miajority of NEs have hitherto
focused on individual choices and two-person imtgwvas in highly controlled
experimental settings, where subjects are “sedieftamn advisors, artifacts and other
distributed cognitive resources” they have in idalsituations (Wilcox, 2008, p.530).
This narrow focus, in turn, constrains the geneadlility of NEs’ findings. For the
behaviour of real life economic agents is simultarsty shaped by a number of socio-
cultural factors - ranging from agents’ axiologicebmmitments to institutional
incentives (see e.g. Hutchins, 1995) - that arg paltly controlled for in single NE

investigations (see also section 4.A).

To be sure, various NEs investigate the neuralgases and mechanisms associated
with the socio-cultural factors which influence pegs behaviour (see e.g. Montague
and Lohrenz, 2007, and Spitzer et al., 2007, onnteal substrates of social norms
compliance). Yet, while decisions outside the labany are influenced by all these
factors simultaneously, NEs examine those factorisalation by screening-off other
environmental influences. In this respect, NEs m&jl object that similar problems
affect many studies in experimental economics &atl éxploring how people’s brains
interact with their socio-cultural environment cde “valuable” to economists
(McCabe, 2008, p.365). Even so, NEs still haventegrate their focus on individual
cognition with insights regarding “how individualgork in social groups [and] make

use of environmental scaffolding” (Craver and Alesteova, 2008, p.397)

" various studies in experimental economics (e.gitf§r1991) document how specific agents
violate rational choice predictions when testedisdated individuals, yet make consistent
decisions in the context of market institutions.Axsow puts it, “rationality is not a property of
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In such a context, the additional worry arises tirain-imaging and brain-stimulation
techniques do not enable NEs to monitor subjectthéncontext of their daily lives

(Bechtel, forthcoming). This concern can be expédaas follows. When a subject lies
in a scanner, various neural areas (e.g. thoselviedoin spatial awareness and
emotional responses) are likely to exhibit actmatpatterns that differ from the ones
they would undergo outside a scanner due to theHatthe subject is aware of being
monitored (see e.g. Bechtel and Stufflebeam, 2084 Ortmann vividly puts it: “Part

of the noise may come from subjects engaging indghts [...] like: Why am | lying

here? What's that dizziness? [...] Is this harmfuhtp health? Have they lied to me
after all about the health risks? What if | thinksty/naughty thoughts? Can the

experimenter decipher them?” (2008, p.437).

The above considerations point to a severe instaricthe so-called problem of
observer interferenge according to which the very act of measuring Hmec
phenomena alters them in ways which elude expetaheontrols (e.g. think of the
Heisenberg principle in particle physics). This lgemn is rarely acknowledged by
NEs, but subtly constrains tlegternal validityof their studies (on the external validity
of experimental results in economics, see Guald32md 2005, ch.7). To be sure, one
might object that the aforementioned biases aréelglto affect many NE studies.
After all - the thought would be - NEs are rarebncerned with the neural substrates
of spatial awareness and emotional responses. Howelwe to the widespread

anatomical and functional interconnections betweeural populations, variations in

the individual alone [...] It gathers not only itsrde but also its very meaning from the social
context in which it is embedded” (1987, p.201).
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those areas’ activations may significantly altetivations in the areas monitored by
NEs, thereby confounding the results of their stadiln particular, significant
discrepancies are likely to arise both betweenatttesation patterns that some areas
respectively display when a subject is and is nohitored (conditions | and 1l) and

when a subject is and is not aware of being magttgconditions 11l and V).

Now, it would be helpful to know which areas arteefied by these variations and how
exactly these areas’ activations change acrosstamll and Il and conditions Ill and
IV respectively. Regrettably, current brain-imagiagd brain-stimulation technology
enables us to monitor the neural substrates oteHmhaviour only in conditions | and
[ll. Hence, for all we know, most NEs may have meently reported highly context-
dependent evidence which fails to reliably indicateat activation patterns neural
areas undergo in real life situations. In this eespit would be of little import to
conjecture that NEs could supplement their measemésnwith some account of the
neural mechanisms that give rise to the observédations. For any such account
would be presumably based on the context-deperdidatprovided by the available
scanners. In the words of Roskies, the worry arigeg the “interpretation of
neuroimages takes place within a framework largedtablished by means of the
technique itself” (2008, p.30). Unfortunately, Nés not seem to take this concern into
adequate consideration. Indeed, even leading NE®rghty gloss over it when

presenting and discussing their findings.
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3.C INFERENCES

NEs draw on a rapidly expanding corpus of neurdean&cal and neuro-physiological
findings in developing their models of decision mmak Assessing in what respects NE
can inform its parent disciplines requires us touaately characterize the inferential
steps on which NEs’ experimental reports restshisisection, | examine the scope and
the limitations of the inferences made in many miaiaging and brain-stimulation
studies. More specifically, | focus in turn on ftinoal localizations, the subtraction
method, single and double dissociations, forward @verse inferences, function-to-

structure deductions and structure-to-function atiduns.

Before considering these inferences in detail, et put forward some remarks
regarding lesion studies Neuroscientists acquired valuable causal and tifumed
insights concerning the human neural architectyreamining subjects with brain
lesions. However, the inferences made in lesiodissuare frequently characterized by
significant limitations. Let us consider three mhamitations in turn. To begin with, it
is difficult to find a high number of subjects hagiexactly the same brain lesion in
terms of location, gravity, etc. Investigating sdtf with lesions in anatomically
proximate regions rarely provides informative itdgy as minor differences in the
location and gravity of lesions can generate digamtognitive and computational
impairments. In this respect, some progress has bmeele thanks to pharmaceuticals
which enable researchers to reversibly inactivpsially delimited neural populations
(Hubbard, 2003, p.28). Yet, the interpersonal campiéity of the reports obtained in

lesion studies is usually quite limited (Bechté€lp2a, and Mundale, 1998).
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Secondly, lesion studies rarely enable one to kshalvhat exactly the damaged regions
contribute to normal brain functioning. To appréeithis, suppose that some subjects
can properly perform a cognitive task X before suffg a lesion in area and lose that
ability once arear is damaged. It might be tempting to infer that ihj@red region
provides a necessary contribution to the normatetken of task X. Yet, the correlation
between the malfunctioning of areaand subjects’ failure to perform task X does not
license this conclusion. For instance, the malfionatg of a could result from the
impairment of another argh with the malfunctioning o precluding the subject from
performing task X irrespective of whetheris also damaged (Hubbard, 2003, p.29).
Conversely, significant damages to a neural areg nw produce any observable
cognitive or computational impairment. For exampiiien some specific regian is
damaged, other arefisy, etc. may implement the operation initially penfied bya

and prevent the functional deficit that would othise result.

Thirdly, attempts to acquire functional insights Ibyeans of lesion studies are
complicated by the fact that there are various waywhich lesions impair subjects’
ability to perform specific tasks. For instancéesion may: damage a neural area whose
functioning is necessary to the execution of a;tdsktort modulatory feedback between
distinct neural regions; occlude blood flow in aywthat alters the workings of
functionally related areas; and so on (see e.ghtecforthcoming). For this reason,
even establishing significant correlations betwaelesion and some resulting deficit
may provide limited information concerning the ftional role played by the damaged

area. As | argue below, some of the limitationseneint in lesion studies have been

103



overcome thanks to brain-imaging and brain-stimainvestigations. Yet, even the

inferences drawn in these investigations are aftebly several shortcomings.

1) Functional Localizations

The human brain contains a number of regions slisibfor processing specific types
of signals and contributing to particular cognitpecesses. These regions are neither
functionally nor anatomically insulated, but caowyt their operations in interconnected
networks (Hubbard, 2003, and Medler et al., 2006 aim of functional localizations
is not just to identify wherspecific cognitiveoperations take place, but also to disclose
the principles underlying brain organization (Bettgnd Richardson, 2010). The idea
that distinct neural areas play dissimilar functibroles is grounded in the fact that
different neural populations have heterogeneousoameal features (e.g. in terms of
cytoarchitecture and patterns of neurotransmisSlomttempts to localize cognitive
functions to specific brain locations consist ofeth stages (see e.g. Bechtel and
Richardson, 1993, and Craver, 2007). Firstly, ormscochposes the examined
experimental task into a set of component cognitigerations that are deemed to be
sufficient for its execution. Secondly, one ideesfthe set of neural areas composing
the investigated brain region. And thirdly, one magach cognitive operation on

particular neural areas.

¥ The following asymmetry is worth noting (AizawaQ@). On the one hand, developing
accurate anatomical maps constitutes a necessaringufficient condition for elaborating
detailed functionatategorizations. On the other hand, acquiring &tfanal understanding of
the human neural architecture facilitates the cetigt of neuro-anatomical maps, but is not
necessary for developing them.
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Neuroscientists have localized increasingly speciftognitive operations to
progressively smaller neural areas (Bechtel, 20G2id Hubbard, 2003). Even so,
severe limitations affect the localizations drawrcurrent NE studies. Let us consider
some of these shortcomings in tirnThe first limitation relates to the fact that the
human neural architecture exhibits widespreadny-to-many mapping®etween
anatomical regions and cognitive processes. Tweegsre worth mentioning in this
respect. On the one hand, even the execution gdlsicognitive and computational
tasks usually elicits a distributed pattern of \ation in several areas (one-to-many
mapping). On the other hand, most neural areasomespo diverse stimuli and are
engaged by dissimilar experimental tasks (manyr®+oapping). To be sure, the range
of functional roles an area can play once its anatal connectivity has been fixed is
quite limited. Yet, a neural population can oftearfprm heterogeneous functions
depending on what areas interact with it (Price &ndton, 2005, p.268). In other
words, the fact that an areaimnvolvedin the execution of some tasks does not imply

that such an area $pecificto those task&

Several studies document the existence of manyaoyminterconnections between

distinct neural populations. For instance, CabewhNyberg (1997 and 2000) illustrate

% A further question arises regarding the allegeplicationsof functional localizations for the
thesis that the human neural architecture is moduolaharacter (see e.g. Fodor, 2000, and
Mameli, 2001, on different versions of the modulathesis). In cognitive neuropsychology,
intense disputes took place concerning this istugoarticular, various authors argued that
identifying the anatomical locatiowhere mental operations are performed provides limited
(e.g. Shallice, 1988) or even no (e.g. Morton, 398k rmation for understandirigow the brain
performs those operations. | am not concerned\uheassessing these claims. For the purpose
of this enquiry, it suffices to note that “the qies of what defines a region anatomically is
difficult and unresolved” (Henson, 2005, p.197) dnalt there are na priori reasons to think
that anatomically separate regions correspondrictional modules (Harley, 2004).

0 A related distinction can be made between the etscofpluripotentiality and redundancy
Pluripotentiality obtains when an anatomically oeéded area can develop so as to perform a
range of distinct operations. Redundancy, insteagurs when two neural populations can
perform the same function.
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that distributed sets of brain regions are engayed by simple experimental tasks (see
also Anderson, 2006 and 2007). For his part, Ger(@007) compares various fMRI
studies of visual processing tasks and finds tbatarsingle area consistently activates
for a given category across those studies. In auwntext, one wonders at wheatel of
specificity cognitive operations and anatomically separatasaoan be associated. As
noted by various authors (e.g. Roskies, 2008, p.2a@ynitive processes can be
decomposed and associated with specific brainimtatonly to a limited extent. For
instance, researchers are unlikely to localize dergognitive abilities such as
language or attention, as these activate largeatetderconnected areas (see Petersen

and Fiez, 1993).

Functional localizations are further complicatedthg kind ofconnectivity patterns
exhibited by specific neural areas. To give onergda, neural circuitries frequently
exhibit cascaded (rather than thresholded) andactiee (rather than feedforward)
interconnections (Van Orden and Paap, 1997). Tinigrn, can render it prohibitively
difficult to perform functional localizations. T@s this, consider the following passage

by Coltheart (2004, p.22):

“Suppose one believes that some cognitive systetudaes a sequence of three
modules A to B to C, and one wants to localise airthese, say A, by imaging the
brains of people as they carry out some task ttatires module A. Because of the
cascaded nature of the system, modules B and widlctivated if module A is,
even if modules B and C are irrelevant as far agdbk is concerned. And because

of the interactive nature of the system, some efattivity in module A will be due
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to feedback from modules B and C. [...] How could @wer determine which

parts of the brain activity here are specificabbg@ciated with module A?".

2) Subtraction Method

Neuroscientists often employ tlsebtraction methoth investigating the human neural
architecture (see Donders, 1969, and Sternberg9)19%his method can be
characterized as follows. Given an experimentak t&s whose execution involves
several cognitive operations, one attempts to deaigcontrol task i requiring the
implementation of an additional operation with mspto . The activation patterns of
specific neural areas are monitored during the @@t of both tasks. The areas
exhibiting differential activation, in turn, are elaed to contribute to the execution of
the additional operation (Petersen et al., 1988@yiodis criticisms have been formulated
concerning the subtraction method (e.g. Van OraehRaap, 1997, and Uttal, 2001; see
also Friston et al., 1996, and Sartori and UmR@QO0, for some attempts to tackle the

limitations of subtraction studies). Let us examtwwe criticisms in turn.

The first criticism targets th@ure insertionassumption made in most subtraction
analyses. According to this assumption, one cartigely partition the processes
occurring between stimulus and response into @sefi successive operations, so that
adding an extra component to a task does not thieeactivations that particular areas
exhibit during the execution of the other comporsent the task. However, this
assumption is rarely satisfied. Moreover, it iseoftdifficult to ascertain how exactly
adding or removing a specific component affectsténgeted neuro-cognitive processes

across experimental settings (see e.g. AertsenPaesl, 1991, and Friston et al.,
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1996). This limitation, in turn, constrains theiability and the robustness of the

conclusions drawn in subtraction studies.

Secondly, the activation patterns of the neurahsiravolved in the execution of a task
may change during an experiment, depending onrastech as the extent to which the
experimental task is perceived as novel by theestilfRaichle, 1998). In particular,

neural adaptation - i.e. the response decreasestimalus that some neurons exhibit
when the stimulus is repeated (Krekelberg et #1062 - can significantly complicate

the interpretation of the observed activationsebd standard subtractive designs fall
to reveal what variations in the observed neurévaitons arise from changes in the
experimental tasks rather than from adaptive pgmsesin the targeted neural

populations.

3) Single and double dissociations

Single dissociationgim to identify what contribution a neural area\pdes to the
execution of a cognitive process by means of theviing two-stage procedure. Firstly,
one demonstrates that damaging or stimulating aahewea significantly affects the
execution of one task, yet not that of another.t&dcondly, one infers that the area
whose functioning has been altered is involvechanéxecution of the first - yet not the
second - task. There are various reasons to dbabtsingle dissociations license the
conclusion that the examined region contributesxiusively one of the two tasks. For
instance, suppose that two tasks X and Y diffahademands they respectively make

on a neural area, so that little damage to results in the impairment of task X alone,
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while severe damage to causes the disruption of both activities. Obseyvamly
situations where suffers minor damages could lead one to errongonfdr that such
an area does not contribute to the execution &f Yagsee Bechtel, forthcoming, for a

similar example).

In order to overcome the inferential limitationss@sated with single dissociations,
neuroscientists often attempt to fidduble dissociationsThe idea can be characterized
as follows. Consider two neural areagndp and two experimental tasks X and Y. A
double dissociation obtains when (i) altering therkings of neural area affects the
execution of task X (but not Y), and (ii) alterittge workings of neural ardghaaffects
the execution of task Y (but not X). One can eaglntify neural areas exhibiting
dissimilar activation patterns across experimem@hditions (single dissociations).
Double dissociations are more difficult to find,daare often regarded as compelling
evidence that different areas contribute to thecetten of distinct operations
(Robertson et al., 1993). This, however, is noessarily the case. To see this, suppose
that two neural areasandp are jointly involved in the execution of tasks xdaY. By
differently altering the workings of areas and , one may respectively affect the
execution of tasks X and Y (double dissociationgreyf the execution of those tasks

involves both neural areas (Hinton and Shallic®1)9

Most attempts to identify double dissociations resttwo fundamental assumptions,
namely (i) that the human neural architecture ismposed of functionally dissociable
systems, and (ii) that modifying the workings otleaf those systems has observable

effects on subjects’ experimental performance. Haneneither of these assumptions is
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vindicated by the identification of double dissaidas themselves (Van Orden and
Paap, 1997). In the words of Van Orden et al. (2@0114): “we require a reliable
theory of cognitive modules, before the fact, taarguntee that we observe a pure
dissociation [...] we next require a theory of taskstell us which [...] modules are
required by which laboratory tasks”. In this redpdcis telling how Shallice (1988)
dismisses his earlier claim (1979, p.191) that dmubissociations demonstrate that
distinct experimental tasks make dissimilar demamddifferent neural populations. As
he points out, such reasoning incurs the followeldtacy of affirming the consequent:
“if modules exist, then [...] double dissociationse aa relatively reliable way of
uncovering them. Double dissociations do exist. réfoge modules exist” (1988,

p.248).

4) Forward and reverse inferences

As we have seen in section 2.C, several NEs urgeoeaists to employ neural data for
model selection and model evaluation purposesidmeuroscientific literature, various
authors advocate using brain-imaging data to disoate between competing neuro-
psychological theories (Hubbard, 2003).férward inferencediscriminates between

alternative neuro-psychological theories on thesbafsthe activation patterns exhibited
by specific areas across experimental tasks. Té@ o@dn be characterized as follows.
Given two competing cognitive theoriegdnd T;, one designs experimental conditions
C, and G that differ in the engagement of a hypotheticalction F only according to

Ti. If function F affects the activation patterns @fspecific area, then observing
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differential activation in that area across comais G and G favours theory T over

theory Tp (Henson, 2005, p.197).

In making areverse inferenceinstead, one conjectures that the monitored stbje
engages in a particular cognitive process on teeslud the activation patterns exhibited
by specific brain regions (Henson, 2006, p.64). dspecifically, one concludes that
activation of arear in a task comparison reveals engagement in cegnirocess X
after observing that in several studies aregas active whenever the subjects engaged
in cognitive process X (Poldrack, 2006, p.59). then words, one takes the fact that a
particular area activates across experimental taskdving a specific cognitive process
to corroborate the hypothesis that the area cartg#bto the execution of such a process

(Poldrack and Wagner, 2004, p.177; see also Bul),30475-6).

The strength of a reverse inference crucially ddpeam the monitored areaslectivity

of activation i.e. “the ratio of process-specific activationtte overall likelihood of
activation in that area across all tasks” (Poldr&€06, p.20). That is to say, if a neural
areao is activated in correspondence with a large nunolb@ognitive processes, then
its activation provides weak evidence that an il is engaged in a specific
cognitive process X rather than others. Now, foewerse inference to be deductively
valid, the monitored neural area would have tovat#i if and only if the examined
cognitive process is engaged. Regrettably, thisaislly ever the case with the neural
circuits related to decision making processes.ddgdseveral areas have been shown to
activate in relation to a wide range of stimuligse.g. Elliott et al., 2000, on the

orbitofrontal cortex, and Baxter and Murray, 20@2, the amygdala). As a result,
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reverse inferences in NE studies often amount itdy faveak inferences to the best

explanation.

Assessing the strength of reverse inferences isplboated by the fact that an area’s
selectivity of activation is often difficult to estate precisely. For instance, the size of
an area can crucially influence its estimated $wiéc of activation, as smaller regions
usually activate more selectively than larger ohaswy, one could in principle increase
a reverse inference’s strength by focusing on amniatly more restricted brain regions.
Still, some areas are attributed a greater selgct¥ activation for the sole reason that
they can be studied at a higher resolution thaerethn this respect, even looking at
what areas are shown to activate more frequentlysacstudies does not enable one to
ascertain their selectivity of activation, as scaneas are investigated more often than
others just because they can be monitored moré/ €ase e.g. Poldrack, 2006, on the

BrainMap database at http://www.brainmap.org).

5) Function-to-structure deductions and structure-to-unction inductions

In making afunction-to-structure deductigrone infers - upon observing dissimilar
activation patterns in two experimental conditidbisand G - that performing these
tasks involves at least one different function (stem 2005, p.197). Atructure-to-
function induction instead, can be characterized as follows. If ékecution of an
experimental task C elicits activation in regiemrelative to some baseline condition,
and regior has been independently associated with functiondifferent studies, then

function F is engaged by the execution of C (igxdl98).
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Structure-to-function inductions rest on strongesuemptions than function-to-structure
deductions. These deductions, in fact, just asstiaea cognitive process does not
originate qualitatively different neural activat®racross experimental conditions.
Structure-to-function inductions, instead, presiggpdhe existence of one-to-one
mappings between functions and structural unitesscexperimental situations. As |
argued above (see point 1 in this section), sucasanmption is rather demanding and
rarely holds with the neural circuits associatethwidecision making processes. To be
sure, whether a one-to-one mapping between fursowl structures can be identified
partly depends on how exactly the concepts of fanand structure are defined. To see
this, suppose that no systematic mapping was douethdetween a specific cognitive
function and some anatomically delimited neuralaamy redefining the concept of
structure in such a way to denotenetwork of interacting areas, one may succeed in
redescribing the available evidence as if it supgubrthe existence of systematic

function-structure mappings.

One might think that this redefinition of the coptef structure “simply dodges the
guestion of whether there is a one-to-one funcstmeture mapping” (Henson, 2005,
p.217). Yet,paceHenson, the possibility of implementing such aefedtion does not

render the conjecture of a systematic function€stne mapping “unprovable in a
logical sense”. For once a precise definition aficture and function is provided, there
will typically be some fact of the matter as to Wiex a systematic mapping exists
between thoseelata. In this respect, Henson’s claim (2005, p.228j tlsng imaging

data to inform psychological theories requires ae-tmone mapping between
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psychological functions and brain structures fatesfollowing dilemma. On the one
hand, defining brain structures as anatomicallyciigelocations would render his
assertion implausible. On the other hand, takirgmtiio be networks of interacting

neural areas would risk making it disappointinghynformative.

Concluding remarks

To recapitulate, brain-imaging and brain-stimulatgtudies enable neuroscientists to
acquire many valuable insights concerning the ani&t and functional organization
of the human neural architecture. At the same timarious evidential and
epistemological concerns arise regarding the infaee NEs make in those studies.
These concerns do not license an unqualified sgegticoncerning brain-imaging and
brain-stimulation research. Still, they cast sesialoubts on the accuracy and the
reliability of the findings that some NEs regard aacular pronouncements. In the
words of Ortmann (2008, p.444): “There are too mapgn questions that have been
pushed aside [...] in the last few years people wesking into NE to stake claims [...]
This rush is understandable, and individually raipbut came at a cost of questionable

practices”.

To be sure, showing thabmeNESs’ studies lack a statistically significant aradbust

evidential basis does not license the claim thatisNEBcapable of informing its parent
disciplines. In particular, waving the flag of vahability to unnoticed or unknown
experimental confounds falls short of calling thadidity of NE research into question.

Yet, the point remains that many NEs fail to cohtos “confounds that are known in
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the experimental economics literature” (HarrisddQ&a, p.311). Moreover, ambiguities
and inaccuracies in task descriptions occasionaitjermine the informativeness of the
reported findings (Gold and Buckner, 2002). By vedyllustration, consider the study
of McClure et al.(2004a), where subjects were asked to make chdietéseen

immediate and distant rewards. As noted by Ortm@008, p.440), the contrast those
authors draw between ‘immediate’ versus ‘delayegivards is misleading, as the
rewards considered in their experiment are alldgetl’ as long as the monitored

subjects lie in the scanner.

Faced with these criticisms, a proponent of NE melyut that progress in scanner
technology and experimental design will providewith more detailed information
concerning the neural substrates of decision makieyy one should not overemphasize
the advantages derivable from those advances. keeexpand on this point. Various
limitations in NE studies will be alleviated or esgeme thanks to progress in scanner
technology and experimental design. For examples ddh address the concerns related
to their reliance on small experimental samplesrdplicating previous studies with
other experimental populations. Similarly, the sgatnd temporal resolution of current
brain-imaging instruments will soon increase thattksechnological progress. On the
contrary, some evidential and epistemological coreeare unlikely to abate with
technological advances. By way of illustration nthiof the many inferential steps and

auxiliary assumptions required to interpret nededh.

One might object that evidence is frequently preduand mediated by means of

sophisticated instruments in other scientific gBoes as well (Bechtel and
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Stufflebeam, 2001, p.55). Yet, NEs’ studies involae remarkable number of
interventions and interpretative steps, which rentee subsequent reports very
sensitive to the experimental setup. In this respdwe availability of a rapidly
improving technology by no means guarantees thas Mi&# soon provide clearly

interpretable insights into the neural substratefoice behaviour.

In such a context, a further question arises ashether neuroscience is sufficiently
mature to provide NEs with an accurate and relidalgis for informing the economic
account of decision making. This concern can bdieated as follows. Experimental
findings are getting accumulated, refined and aotly disconfirmed at a considerably
high pace in the neuroscientific literature (seg. &/ul et al., 2009). These rapid
advances do speak in favour of the progressiveacterof research programs such as
neurobiology and computational neuroscience. Atstimae time, they make it plausible
to expect that our currently best neuro-psycholgiteories will be revised in the near
future. In this respect, one wonders why exactlgnemists should construct their
models on the basis of findings and conjecturesdlalikely to be corrected withia

fewyears.

These concerns resemble those raised by variolsspphers of science (e.g. Laudan,
1981, and Stanford, 2010), who questioned the fdaitxs of realistic interpretations of
scientific theories on the basis of the profourebtly changes occurred in the history of
several disciplines. In the words of Laudan (19847), scientific realism “cannot,
even by its own lights, explain the success oféhosiny theories whose central terms

have evidently not referred and whose theoretiaals|l and mechanisms were not
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approximately true” (see Poincare, 1905, van Fexgss980, and Worrall, 1989, for a
critical discussion)Mutatis mutandisthe worry regarding NE research is that the rapid
theory changes occurred in the history of cognitinid computational neuroscience call

into question NEs’ currently best available neurasiific theories.
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CHAPTER FOUR

ARGUMENT FROM MODELLING TRADE-OFFS

As we have seen ichapter twg NEs frequently maintain that economists can imero
their models with regard to several desideratanmprporating neural insights. Their
contentions, however, have not been widely accepyedconomists, who frequently
oppose integrating other disciplines’ findings. garticular, most economists remain
quite sceptical about NEs’ attempts to implemenearal enrichment of the economic
theory of choiceAs Rubinstein (2008, p.486) provocatively putssiippose “we are
able to map all brains onto a canonical brain. flimetions of the different areas of the
brain are crystal clear to us. The machines usekjeriments are cheap enough that
thousands of subjects can be experimented on. iatlyfthe data is clear and double-
checked. The question would still remain: whathis potential role of brain studies in

Economics?”.

In this context, two issues of great methodologgighificance deserve to be discussed.
Firstly, there is the question why economists gmcally unwilling to include neuro-
psychological insights into their models. And sellgn one wonders whether
economists are justified in adopting such an ismiédt attitude. In this chapter, |
address these two issues in turn and criticallgsssNES’ calls to incorporate neural
insights into economic models of choice. In patbacul argue that NEs can improve
economic models with regard to individual modellidgsiderata, yet are unlikely to

provide models which supersede the ones employegtdryomists.
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The contents are organized as follows. Section 4ifks to show that NEs

overemphasize the extent to which their contrimgionprove economic models with
regard to specific desiderata. In the other twaiges, | focus on the trade-offs between
the desiderata that NEs and other economists risglgcvalue, devoting particular

attention to the tractability of economic models. dection 4.B, | reconstruct and
critiqgue the argument from tractability by meanswdfich economists often resist the
incorporation of neural insights. In section 4.Carticulate and defend a refined
argument from tractability which attempts to shdvatteconomists are provisionally
justified in retaining a methodologically distinati approach to the modelling of

decision making.

Before proceeding, let me provide two preliminagynarks regarding the focus of this
chapter. Firstly, | shall consider not just econsisiimodelling practices, but also the
pragmatic and epistemic goals which govern the tcoctson and evaluation of their

models. And secondly, | shall predominantly concet on neural - rather than
psychological - methods and findings. This chogcenbtivated by the significance that
some recent advances at the interface between mocsi@nd neuroscience have for
the issues | address in this chapter. However,aimous places | shall refer to the
literature on modelling in other behavioural scemand highlight some parallel
concerns which arise regarding the integration fefsé disciplines’ insights into

economic models.
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4.A LOCAL AND GLOBAL MODELLING IMPROVEMENTS

The proponents of NE claim that integrating neunsights can improve economic
models of choice in a number of respects. In tlstien, | critically assess NES’
contentions regarding the modelling desiderata xamnéned inchapter two In doing
so, | argue that NEs overestimate the extent tachvimcluding neuro-psychological
findings improves economists’ models. More spealfic | distinguish betweelocal
improvements which obtain when a model is improved with rebsy some specific
desideratum, individually considered - agidbal improvementswhich occur when the
trade-off between different desiderata is morestattorily resolved. | then illustrate
that NEs have failed to show that a neural enricttrgields global - as opposed to local

- improvements in economic models of decision mgkin

1) Descriptive accuracy

A model can be regarded as descriptively accuratd i it includes most of the
properties or features of its target system artopifovides a detailed characterization of
those properties or features (Weisberg, 2007a)olieg to various NEs, incorporating
neuro-psychological insights helps economists tweiase the descriptive accuracy of
their models in both of these respects (see se@ié). The idea is that neurally
enriched models include a larger subset of thefashfluencing people’s decisions and
posit agents having more plausible cognitive anchmatational abilities. As | argue

below, however, NEs have hitherto failed to suld&ita the claim that economists
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should include several neural insights into theadels. To see this, let us consider the

previous two aspects of descriptive accuracy in.tur

To justify their focus on a subset of the variableglved in the investigated choice
settings, economists may put forward the followiagsoning: “Most economic choices
result from the interplay of a high number of cauetors. For this reason, we
typically have to include in our models just a drsabset of the elements which operate
in the examined choice settings. Hence, it is muialbise of some form of neurophobia
that we resist a neural enrichment of our models, rbther because the very act of

modelling requires us to elaborate simplified reprgations of our target systems”.

The thought is that a descriptively accurate reprtzdion of economists’ target systems
would usually include so many variables that it Wodail to be intelligible or

informative. In other words, given that economicepbmena and agents are “too
complex to be tractable targets for direct exanmmdt economic models cannot be
exact replicas of their target systems, but haveesemble those systems only “in
certain respects and to certain degrees” (Maki52p®B04; see also Hausman, 1992).
As Maki puts it, “on suitable conceptual specifioas, arealist economist [...] is

obliged to employ assumptions that areealisticin many senses of the word” (1992,

p.319; see also Méki, 1994, ch.12)

Analogous considerations apply to the NEs’ complémat economists model agents

having implausible cognitive and computational itibs. By way of illustration,

consider the claim of Camerer, Loewenstein ander@005, p.32-3) that even though
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economists typically represent agents having stpbdéerences, people’s preferences
are subject to widespread intertemporal and aaostexts variations. Economists’
reliance on models positing stable preferences ativated - not so much by their
alleged ignorance of preferences’ variability, tather - by considerations of analytical
convenience. Moreover, the fact that standard enanaheory takes preferences as
exogenously fixed does not prevent the constructbnmodels which allow for
preference change (see e.g. Dietrich and List, 28dd also Loomes and Sugden, 1995,
on so-called random preference models, where thee @ various parameters such as

risk aversion is randomly determined at every ghrio

To give another example, several NEs take peoptegnitive and computational
limitations to cast doubt on standard economichelm particular, some contend that
since both intentions and actions are caused byor‘preural events which are
inaccessible to consciousness”, people often dailnderstand the reasons motivating
their choices and make decisions which violate rleemative axioms of standard
economic theory (Camerer, Loewenstein and Prel@@5,2p.31). Neuro-physiological
studies provide informative insights concerning femesis of conscious experiences
and the purported dependence of agents’ decisiansearo-biological determinants
(see e.g. Hohwy, 2007, Lloyd, 2002, and Roskie§6¢t Even so, the mere fact that
we often lack awareness as to when or why we malecsion does nqier serender
our choices more prone to violate the axioms afddiad economic theory. In particular,

one can model an agent’s decisions as the soldtioa constrained maximization

! See also Libet (1983, 1985, and 1996) for somaeegitng studies of the neural antecedents
of choices.In his view, “even a fully voluntary act is inited unconsciously [...] Cerebral
neural activity [...] precedes the subject's awaremésis/her intention or wish to act [...] Our
sense of agency is apparently illusory” (1996, p#& e.g. O’Connor, 2009, for a critical
evaluation).
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problem irrespective of whether the agent possetssesognitive resources to model

her decisions in those terms (see e.g. Bradleghdoming, and Ross, 2008b).

In such a context, the more general question adse® how economists’ reliance on
descriptively inaccurate assumptions bears on thetsnof their models of choice. By
way of illustration, consider the idealizing assuimp that a perfectly rational agent
updates her beliefs in light of novel informatiarstantly and with negligible cognitive
costs. This assumption falls short of providinglaupible characterization of human
individuals’ cognitive performance (Conlisk, 199@ven so, it offers a sufficiently
accurate approximation of people’s behaviour iresgvdecision settings (e.g. think of

repetitive and simple choices).

Now, it would be excessive to endorse Friedmargs8) instrumentalist motto that the
realism of a model's assumptions is irrelevant t® explanatory and predictive
performance (Musgrave, 1981, and Nagel, 1963)l, $ii€ point remains that even
economic models resting on descriptively inaccupaésuppositions can be explanatory
and predictive (Gruene-Yanoff, 2009). Indeed, ecoicomodellers often deliberately
build models which fail to accurately represent fifeenomena of interest (see e.g.
Méaki, 2002, on models postulating fictitious em#). In the words of Matthewson and
Weisberg (2009, p.182), many models aim not so nmoctesemble any real target
system, but rather to “canvass possibility spaas™;sometimes exploration of the non-

actual helps explain the actual” (see also Wim4&®&,7, and Odenbaugh, 2005).
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To be clear, it is true that - other things beingua - models which provide
descriptively accurate characterizations of theestigated target systems are often
preferred to models which fail to do so. Still, laargue in section 4.C, descriptive
accuracy often comes at the cost of other modeliegjderata such as tractability. In
this respect, many NEs appear to overlook thatptisibility of modelling people’s
decisions without having to incorporate neuro-psj@pical findings constitutes a
strength - not a limit - of standard economic tlyedtegrettably, NEs often gloss over
this issue and the implications it has for the eatibn of standard economic models of

choice.

To render the above remarks more vivid, let usrdisish two ways in which a model
can resemble its target system (see Glennan, Z#ébalso Matthewson and Calcott,
2011). On the one hand, economic models of chaieengeant to bdehaviourally
similar to their target systems in the sense that, gibensime inputs (e.g. specific
choice problems), they approximate their targetesys’ outputs (e.g. choices). On the
other hand, many NE models aim torbechanically similato their target systems in
the sense of providing descriptively accurate regméations of the mechanistic
underpinnings of those systems. Now, a model camebaviourally similar to its target
system without being mechanically similar to it. fdover, increasing the behavioural
similarity of a model to its target system does metessarily require one to increase the
model’'s mechanistic similarity as well. That is s¢ay, economists may succeed in
increasing the descriptive accuracy of their moddélchoice without including any

neuro-psychological insight into those models.
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2) Predictive power

NEs often claim (e.g. Camerer, 2007, C28) that amsrychological findings enable
economists to construct more predictive motfeRBrima facie one may expect NES’
insistence on predictive power to be welcomed byynaconomists. After all - the
thought would be - economists of all stripes agcalprominent relevance to predictive
considerations. Still, economistgua economists are not concerned with every
observable implication of their models, but onlyttwihose predictions which relate to
the phenomena they investigate (see e.g. Friedb®3, p.8 and 30; see also Hausman,
2008b). In what follows, | consider two lines ofjament which cast doubt on whether
constructing more predictive models requires ecastsno acquire detailed knowledge

of the neuro-psychological underpinnings of chdiebaviour.

The first reasoning points to the fact that ecorstsncan often improve their models’
predictions simply by examining theehavioural correlateof the neural processes
investigated by NEs. The thought is that even wthiéfierential activations in specific

neural areas correlate with variations in obserdedisions, choice behaviour data
“screen off the neural details” (Kuorikoski and R@ski, 2010, p.223; see also
Bernheim, 2009). In this respect, the further comaises that neural data are often
more difficult to obtain precisely in those sitwais when also the economic data of

interest are missing or inaccurate. To put it défgly, how likely is it that we can

“2 As specified in section 2.B, | use the expressimedictive power” to refer to both predictive
accuracy, which denotes the exactness of a modbékervable implications regarding the
investigated phenomena, and predictive reliabilithjch relates to the stability of a model's
predictive performance across distinct choice odate

125



observe people’s brain activity in detail and yatmot acquire data about their choices

and preferences?

The second reason to doubt that building more ptigdimodels requires economists to
import neural data relates to the existencenatftiple levels of descriptionf human
choice behaviour. The reasoning goes as followsple& decisions can be accounted
for in terms of social, psychological, neural eteechanisms (e.g. Bechtel, 2008, and
Craver, 2007). Now, economists can certainly sutaéeeconstructing more predictive
models by incorporating causal and mechanistiglrisi Even so, additional argument
is needed to substantiate the claim that neuralopposed to social, psychological, etc.
- data should be included into economic modelst & say, one may concede that
economists can formulate more predictive modeladigpting a mechanistic approach,
and yet resist the claim that the most informativechanistic insights are acquired at

the neural level.

A proponent of NE might advocate the neural enriehtvof economic models on the
alleged ground that neural insights provide ecostsmvith more predictive benefits
than other disciplines’ findings. Yet, there ardeaist two reasons to dispute this claim.
Firstly, it is doubtful that monitoring people’s ural activation patterns yields
predictive benefits over sufficiently wideemporal horizonsto be useful for the
economists’ purposes. After all, most NEs’ predics apply “to rapid transients in
spike rate in the 50-250 millisecond range” anchdbextend to the timescales required
to inform economists’ models and policy analysesorflgue, 2007a, p.223). And

secondly, one wonders howeneralizable the insights offered by specific NE
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experiments are. For instance, think of the NE rhqueposed by Vercoe and Zak
(2010) that we examined in section 2.B. As this elasliggests, some NE studies
provide valuable predictive insights regarding #jieeconomic decisions. Still, it
remains hard to see how exactly the results oldaimeightly controlled experimental

settings would generalize to the rest of econoieoty.

3) Model selection

During a trip to Murano (Italy), you visit a glasgftsman in order to buy a present for
your fiancé As it happens, you are holding an expensive cblbuase of glass, and the
vase falls out of your hand. There is a wide vgra@tmodels by means of which your
attempting to catch the vase before it breaks engilound may be represented. For
example, your action may be modelled as if you wieyeng to minimize purely
monetary losses (money-maximizing-agent), the gmonsise resulting from the vase’s
destruction (silence-loving-agent), the numben&is which will predictably lie on the
shop’s floor (mereologically-parsimonious-agentie physical inertia of your muscles

(fitness-obsessed-agent), and so on.

As this example suggests, observed choice behagaupften be modelled in terms of
many different constrained utility functions. Thispwever, does not imply that any
such model accounts for observed decisions in flikuerms. On what basis are we to
discriminate between competing economic models #natequally compatible with

observed choices? Several NEs (e.g. Camerer, 2@084a, and 2008b, p.370) regard

neuro-cognitive and neuro-computational plausipiis suitable criteria for model
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selection in economics. The thought is to discratenbetween distinct economic
models of choice in terms of their relative fit wihe available neuroscientific evidence
concerning decision making processes. Regrettablyro-physiological evidence alone

rarely enables economists to discriminate betweempeting models of choice.

To be clear, the mere fact that the available evdeis compatible with dissimilar
models does not exclude the existence of convinogagons to accept one of these
models over its competitors (Laudan, 1990, p.270)leed, one can find several
episodes in the history of science where scientipted for specific theories even in
presence of rival theories that also seemed wplpated by the available evidence (see
e.g. Okasha, 2000, on the controversy between thkerRaic and the Copernican
systems, and Zahar, 1973, on the transition betwsdewtonian and relativistic
mechanics). Even so, many NEs appear to overenggh#se extent to which neural
evidence discriminates between competing econonuodefs (see Bernheim 2009,
sec.1, for a similar remark). To render this pomutre vivid, let us consider economists’
multiple-selves models, which represent people’sisiens as the outcome of the

interactions of sub-personal entities and proceEsese.g. Ainslie, 1992).

In the economic literature, various kinds of muéiiselves models have been proposed.
For example, some of these models represent cl@haviour as the solution of a
bargaining game among multiple sub-agents withlaximg objectives (e.g. Schelling,
1978 and 1980). Others, instead, model choiceshasséquential equilibrium of a
signaling game between multiple selves each cdimgothe person’s behavior in

distinct temporal intervals (e.g. Benabou and ®&iy&d003; Prelec and Bodner, 2003).
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The proponents of NE take neuro-psychological datdnelp economists test their
multiple-selves models and ground them in neuraipsipgical detail. The idea is that
brain-imaging data enable economists to assodi@esub-personal entities posited by
multiple-selves models with specific mental proesssr neural areas (Spiegler, 2008,

p.520; see also Rustichini, 2009, p.53).

Unfortunately, NEs appear to overlook that standambnomic theory does not
presuppose that multiple-selves models providergesely accurate representations of
the neuro-psychological processes underlying chisétegviour (Harrison, 2008a, p.38-
9; see also Ross, 2008c). Indeed, it is an opestignevhether the sub-personal entities
postulated by multiple-selves models are more apglgted to psychological - as
opposed to neural - entities and processes (Vro@®t0a, p.27). For instance, Brocas
and Carrillo (2008) model intertemporal choiceghasresult of a conflict between two
neural systems that respectively target immediate delayed rewards. For their part,
Frederick, Loewenstein and O’Donoghue argue thatleliog behaviour as the
interplay of disparate psychological motives ensbkEronomists to account for
intertemporal choices in terms of more “legitimai@id “stable” constructs (2002,

p.393).

Now, one looks with sympathy at the Feyerabendiginitsof those authors who,
deeming neuroscience research to be “necessaabukiive” (Camerer 2008b, p.369),
advocate testing any sort of neural conjecturenEsee it remains unclear why exactly
economists should discriminate between economicefsoaf choice in terms of their

neuro-cognitive and neuro-computational plauskilAfter all, those models are not
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meant to characterize the activation patterns etifip neural areas or the workings of
the human neural architecture. Moreover, the mace that economists occasionally
face severe problems of evidential underconstrdg@s not imply that their models
should be tested against every kind of evidenceMAki puts it, “neurobiological data

would be one obvious candidatenong othersto be given a role in deciding between

observationally equivalent models of choice” (201.Q,15).

At this stage, the proponent of NE may object #@inomists cannot remain entirely
agnostic regarding the neural substrates of chmetwviour on the alleged ground that
the available neuro-psychological evidence narrdesn the set of economic models
compatible with it (Bernheim, 2009, p.17; see ald@mmen, 2010b, p.172). This
reasoning, however, does not imply that neuro-psiggfical evidence should be
employed to discriminate between competing econantidels of choice. To be sure, it
is certainly desirable that economists build modeh®se observable implications are
consistent with the findings collected in other dabural sciences. Yet, this does not
per selicense the demand that economists construct raaafethoice that are to be
“tested simultaneously at the neural, psychologiaall economic levels of analysis”
(Glimcher, 2010, p.132). For requiring economigts® economists to simultaneously
account for economic, psychological and neural gd#éZes an unreasonably heavy
evidential burden on them. In the words of Sun@®06, p.340), “all sciences must
make some assumptions about the phenomena awvtiefaletails they do not wish to
delve into [...] Insistence that all such assumptipn$ be descriptively valid creates a
burden that is both unreasonable as well as unpteell (see also Gul and

Pesendorfer, 2008, for similar remarks).
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4) Explanatory insightfulness

Various proponents of NE (e.g. McCabe, 2003a a@@Pargue that neurally enriched
models provide explanatorily informative insightegarding choice behaviour. Now,
what insights prove to be explanatory for a modeifpically depends on a number of
factors, including what constructs she employs ladmodelling purposes. To render
this point more vivid, let me put forward the follimg analogy. Suppose that a
technologically illiterate philosopher wanted to demstand why her brand-new
computer crashed on a given occasion. Providingwidgr a complicated informatic

explanation would hardly help her to make senséesf computer’'s malfunctioning.

One might object that such an account does offeadeguate explanation of the
computer’'s breakdown, and that the only reason thieyphilosopher does not find it
informative is because she lacks proper trainingniarmatics. Yet, the point remains
that a full-blown informatic explanation is unnesasly complicated for the

philosopher’s purposes. As Putnam (1975, p.94) malbhp puts it, one does not need a
micro-physical explanation to understand why a sgjpeeg slightly less than one inch
high passes through a one inch high square holadiuthrough a one inch in diameter

round hole.

Regrettably, few NEs seem aware of the variabitityt criteria of explanatory
relevance exhibit across disciplinary boundariesparticular, several NEs appear to
presuppose that understanding how decision malkingstantiated at lower levels of
description isipso factoexplanatorily informative for economists. For srste, after

noting that “all economic activity flows throughettbrain at some point”, Camerer
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contends that “it is hard to imagine that undemditag brain function could not be useful
for understanding some aspects of economic chd@J8a, p.47). This claim does not
license the conclusion that economists will findira insights particularly informative.
After all, there is a sense in which all economitivity flows through genes, gluons,
etc. at some point. Yet, few NEs would concludd #wounting for choice behaviour
requires economists to engage in genetic specotatand hyper-detailed particle
physics. Moreover, the point remains that an exilan “is not necessarily improved
when the explanans is itself explained” (Kuorikoakd Ylikoski, 2010, p.221). Indeed,
a lower-level explanation can even be less exptapdhan higher-level ones (see e.g.

Weslake, 2010).

To see this, suppose that we were able to prowvidecaurate description of the neural
substrates of agents’ behaviour in a specific ahegtting. Such a description, however
accurate, may fail to be explanatorily informatfee economists. For instance, it may
be exceedingly complex, or it may bear no discéenitelation to economists’

traditional explanatory goals. In other words, eveNE yields explanatory insights

beyond those provided by its parent disciplinedsian open question whether NE
insights will be explanatorily informative for thgractitioners of those disciplines.

Philosophers of science have provided various resnalong these lines with regard to
several disciplines. For instance, Woodward (200332-3) argues that macroscopic
explanations of phenomena can yield informationdassthat provided by microscopic
accounts. Similarly, Weslake (2010, p.290) alletied explanations can be improved

by abstracting away from the causal details ofrtkestigated target systems.
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More generally, the point remains that NEs freglyeappear to overestimate the
explanatory reach of their accounts of choice beheavBy way of illustration, consider

McCabe’s assertion (2008, p.348) that NE can hedmemists to better “understand the
disparity of economic growth, and material welfaseth between and within nations”.
One may tell a story of how neural processes hapfmeninfluence specific

macroeconomic phenomena by shaping individualdepeaces and actions. Still, when
it comes to accounting for macroeconomic growth aretjuality, most NE research
appears to have marginal relevance. For the canelgmces between individual brains’
activations and those macroeconomic variables iaraltaneously shaped by factors -
such as social norms, institutional incentives, padple’s axiological commitments -

whose influence can be only partly controlled imgé® NE studies (see section 3.B).

At this stage, a proponent of NE may advocate theral enrichment of economic
theory by appealing to theausal influencef neural processes on people’s preferences
and decisions. In the words of Camerer, Loewensteith Prelec (2005, p.27), “the
traditional economic account of behavior, whichuasss that humans act so as to
maximally satisfy their preferences, starts in theldle [...] of the neuroscience
account”. Now, it would be implausible to disputatt people’s preferences and actions
are causally influenced by neural processes andt®ve which they frequently lack
conscious access (Camerer, Loewenstein and P&€0686, p.31; see also Libet, 1965,
1983, 1985, and 1996). Even so, the mere fact tlearo-physiological processes
causally influence people’s choices does not lieethe conclusion that providing an
adequate explanation of economic phenomena requres to refer to neural

mechanisms or processes.
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The proponent of NE might retort that neuro-physgatal findings are more

informative than biological and psychological oras the alleged ground that they
enable economists to answer more questions regahyipothetical and counterfactual
variations in people’s choice behaviour. RegrestatlEs have hitherto failed to

substantiate this assertion. Moreover, some cl&ntise contrary have been put forward
in the literature. For instance, Kuorikoski and Kékki (2010, p.223) argue that the
range of what if questions that can be answeretherbasis of the hitherto identified
correspondences between neural areas’ activatindsobserved decisions is “very
limited”. In their view, modelling agents’ choicéspsychological terms enables one to
answer a “broader range of what if -questions comneg possible alterations in the

agent’s valuations, knowledge and how the releiwrdatmation is presented”.

5) Welfare analyses

The argument from wants / likes divergencge presented in section 2.E challenges
economic welfare analyses by criticizing economidte&us on agents’ observed
choices. Now, it would be implausible to deny thxéskence of divergences between
people’s wants and likes. Even so, it remains dalbtat these divergences challenge
the validity of economic welfare analyses. Let nxpand on this point. NEs often
criticize economists for regarding choice behaviaara search for pleasure and for
assuming that economic agents only strive to obtanat they like (e.g. Camerer,
Loewenstein and Prelec, 2005, p.37). These cntigisapply to the conception of

behaviour advocated by some early neoclassicaloeasits (e.g. Jevons, 1871). Yet, it
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is at least since the Thirties that economists lmeen reiterating that their theories are
“not to be identified with the psychology of thelitarians, in which pleasure had a
dominating position” and that our main motivatidasaction may not relate to our own
or other people’s pleasure (Ramsey, 1931, p.1&ak® Hicks and Allen, 1934). That
is to say, economists realized long ago that ecamtimeory can be articulated in non-
hedonistic terms and does not rest on any spexsBamption as to why people choose

the options they choose (Robbins, 1935, p.93; lseeBinmore, 2008.

A proponent of NE may rebut that providing compgllinsights concerning people’s
well-being requires economists to base their aealyen people’s likes. Even so, it
appears that whether agents obtain what they vgaan important constituent of well-
being irrespective of whether agents happen tothkehings they wanted. For instance,
as noted by Sugden (2006, p.217), people oftencamundy act on preferences that are
not stable under experience and reflection, yetbate a high importance to the
opportunity of satisfying those preferences. Magaagally, the point remains that NEs
and other economists respectively endorse fundaihendifferent approaches to
welfare analyses. Let me explicate this contrast.ti@ one hand, standard economic
theory does not rest on specific presuppositiorgaring what constitutes agents’
objective well-being or what objectives agents sthquursue. On the other hand, many
NEs relate agents’ well-being to their mental state the activation patterns of
particular neural areas. Moreover, they often anestablish what objectives agents
should pursue in specific situations. As | arguessaction 7.C, these differences

constrain the relevance of NEs’ findings for tramiill economic welfare analyses.

3 Indeed, it is since the time of Pareto that ecdstnremark that “it is not an essential
characteristic of [economic] theories that a maoosing between two sensations chooses the
most agreeable” (1909, ch.3, §11).
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To be sure, NEs can provide economists with vakiatibrmation regarding the neuro-
psychological substrates of choice behaviour, whimtomises to complement
economists’ policy evaluations and indexes of wellhg. Even so, it remains hard to
see how exactly NE descriptive findings are supgdseprovide compelling insights
regarding what people ought to choose in a giveragon. For economists’ normative
and prescriptive analyses rest - not so much orpiecal hypotheses about how human
beings really think and act”, but rather - on ddotus from a priori assumptions about
rational choice (Bruni and Sugden, 2007, p.146e€;aso Knutson and Peterson, 2005,
p.305). In the words of Glimcher (2010, p.412),ngsheural measurements to draw
normative conclusions regarding people’s well-besggms “unwarranted” not just
because of current limitations in our measurembéntsalso because neural data “are

explicitly positive in nature*.

To recapitulate, the proponents of NE appear torestenate the extent to which
including neural insights helps economists to imprtheir models of choice. NEs may
rebut that advances in scanner technology and iexgetal practices will enable them
to construct models of choice which supersede thesocurrently employed by
economists. As | argue in the next two sectiongidwer, there are principled reasons to

doubt this claim. My reasoning can be summarizedolsws. Economists and NEs

“ A similar point was made by Pareto (1971 [1909],1C §21-26) in explicating the distinction
between pure and applied economics. In his viepwliegh economics is a “practice” which can
be informed fruitfully by the findings of sociolog@nd psychology. Pure economics, instead, is
“the science of logical action”, and should rems@parate from psychology and sociology. See
also Hume (2005 [1740], BIll, 1.1) for some famaasarks against deriving prescriptive or
normative conclusions from purely descriptive preesi
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respectively value dissimilar modelling desideratehich often make contrasting
demands on modellers. The trade-offs between disi@siderata, in turn, significantly
limit the incorporation of neural insights into econic models of choice. To put it
differently, NEs persuasively illustrate that indilig neural insights can foster local
improvements in economic models of choice. Yetythsually gloss over the issue
whether a neural enrichment is likely to yigldbal improvements in economic models.
Hence, it remains an open question whether ecot®mi#i often find it convenient to

incorporate neural insights into their models adich.

To be fair, assessing whether some modelling nuatibn constitutes a global
improvement can prove to be quite difficult duedisagreements regarding how the
examined desiderata are to be defined and weiglgathst each other. How one
addresses these two issues, in turn, significatgfyends on several elements, ranging
from particular disciplinary conventions to the aiwf modellers. At any rate, showing
that including neural insights yields some localpiovements for economists is
insufficient to substantiate the case for adopt@ingeurally informed approach to the
modelling of decision making. For these local immments may fail to compensate for
the modelling costs involved in a neural enrichn@économic theory. To render this
point more vivid, in the next two sections | examsome trade-offs between specific
modelling desiderata and illustrate how these t@fte constrain the incorporation of

neural insights into economic models of choice.
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4B THE ECONOMISTS’ ARGUMENT FROM TRACTABILITY

In this section, | reconstruct trErgument from tractabilitywhich motivates many

economists’ reluctance to incorporate neural insigind then argue that two major
flaws prevent it from cogently vindicating their gpoon. Before doing so, let me put
forward some definitional caveats. Economists fegtjly cite tractability as a virtue of

their models, yet rarely define it in precise teriise literature on economic modelling
nicely illustrates the difficulty inherent in praimg an uncontroversial characterization
of this desideratum. For instance, some authos Eahneman, 2003, p.166) relate
tractability to the number of variables which appeaa given model. Others (e.g.
Gabaix and Laibson, 2008, p.294, and Hindriks, 2@0892, and 2006, p.413) define it
in terms of the availability of computable analgtisolutions. Still others (e.g. Gibbard
and Varian, 1978, p.673ake tractability to be akin to the simplicity of rmodel’s

mathematical formalism.

In light of these discrepancies, one may think thattability is best understood as a
cluster concept resembling notions such as parsimmsolvability and simplicity,

which are themselves hard to define unambiguoUslis, however, does not prevent us
from adopting a sufficiently precise characteriaatiof such a desideratum. In what
follows, | regard the number of variables appeaiimga model as an approximate
indicator of its tractability, as this provides wsth a convenient rule of thumb for

comparing alternative modelling framewotks

“> The notion of tractability could be given a moreegise definition in specific modelling
contexts. | do not engage with this definitionasuie here, as my aim is to provide an
approximate indicator of tractability which is batbfficiently precise to assess NE models and
sufficiently general to capture the heterogeneitgamnomists’ terminological practice.
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In everyday discussions, economic practitioners aredhodologists often speak of
tractability as a fundamental modelling desideratdonetheless, they seem to ascribe
different meanings to such an expression. In tpect, it is instructive to distinguish
three progressively less stringent senses in wthehterm “fundamental” may be
employed, namely: that economists give tractabiktyicographic priority over other
modelling virtues fundamental-}; that economists attach a higher weight to tkatita
than to any other modelling desideratufanflamental-p and that in spite of their
preference for descriptively accurate and predityiypowerful models, economists are
reluctant to reduce tractability below some minirttaleshold fundamental-B Now,
the first two claims are clearly untenable, andlttafit with a number of episodes in the
history of economic theof§. The third assertion, instead, accurately refléioes fact
that many economists - despite valuing attributeshsas descriptive accuracy and
predictive power - take these desiderata into aticander the overarching constraint
that their models remain sufficiently tractable what follows, | shall employ the term

“fundamental” in thdundamental-3ense unless stated otherwise.

Having said that, the economists’ argument fronctédaility can be articulated as

follows:

P.1  Economists ascribe fundamental importanceddr#ctability of their models of
choice.

P.2  Building a tractable model of choice prevemts fsom including a large number

of variables in it.

“ For instance, consider how the predictive gaifisrefl by generalized expected utility models
led many economists to alter the more tractable@ed utility framework (see e.g. Starmer,
2000, for a detailed review).
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C (1) Due to the fundamental importance they asctibtractability, economists are
prevented from including a large number of variabieto their models of
choice.

P.3  Fostering a neurally informed revolution in teeonomic theory of choice
requires NEs to include a large number of neurabfes into the economists’
models.

C NEs will not foster a neurally informed revolution the economic theory of

choice.

Let us examine each step of the argument from abéiy in turn. Premise 1
emphasizes the great importance that economic tecslehttribute to tractability.
Premise 2 in turn, notes the limitations that tractabilitmposes on incorporating
variables into economic models. On the basis addh@emises;onclusion (1)asserts
that the high relevance that economists ascrilbeatbability significantly constrains the
integration of psychological, neural, biologicai;.econstructs into their models. That is
to say, importing neural insights may well help rrmmists to improve their models
with regard to specific attributes (e.g. think ofsdriptive accuracy). Yet, there is
frequently a trade-off between tractability and esthdesiderata, and economists’

preference for tractability limits the degree toieththeir models can satisfy them.

The existence and significance of trade-offs betwdestinct desiderata have been
discussed at length in other disciplines besides@uics. For example, in the literature
on modelling in biology several authors (e.g. Ogergh, 2003, and Weisberg, 2004,

2007a and 2007b) argue that different attributeskemaontrasting demands on
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modellers, imposing considerable pragmatic and chdgiconstraints on model
construction. To be sure, economists and biologadike hold diverse positions
regarding the definition and the relative imporemd particular desiderata Still, in
spite of these discrepancies, both economists @idgists share a relatively precise
characterization of various attributes and conceuthe existence of specific trade-offs
between them. Indeed, some authors even proposetitqtise frameworks for
weighing distinct desiderata against each othex ¢sg. Harless and Camerer, 1994, for
a comparison of traditional and generalized expkatéity models, and Moscati, 2006,
for a similar analysis concerning different versionf the neoclassical theory of
demand). Regrettably, not all NEs seem aware oftréme-offs which hold between
dissimilar attributes, and various researchers apjpeunderestimate the constraints that

these trade-offs impose on model construction @nemic4®.

In advocating the neural enrichment of economiotheseveral authors (e.g. Camerer,
Loewenstein and Prelec, 2005, p.10, and Rustict#0)3) speak of introducing
revolutionary changes into the economists’ accairdecision making. In rebuttal to
their claims,premise 3of the argument from tractability states that ifSN&e to foster
such a neurally informed revolution, then they hawvénclude several neural variables
into the economists’ models. As we shall see betbe,cogency of this premise rests
on how exactly the notion of revolution is intefge For now, let me anticipate that

there are different ways in which NE research campte radical modifications in the

" See e.g. Méaki, 1988, 1990 and 1992, on differensss in which the terms “realism” and
“realisticness” are used in economics; see Weiski2bdf§7a, and Matthewson and Weisberg,
2009, on distinct notions of “generality” in biokng

“8 For example, as noted by Glimcher, Dorris and B&3@05, p.214), several NEs aim to build
neurally enriched models that are highly parsimosi@nd predictive in a wide range of
decision contexts. Parsimony and predictive powefresquently pull in contrasting directions

that it is an open question whether NEs will managaccomplish such an ambitious goal.
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economic theory of choice. In this respect, the stjoe arises as to whether
revolutionizing such a theory requires NEs to ing many variables into the

economists’ models.

Finally, the argument from tractability concludésittthe considerable extent to which
tractability constrains the import of other disgigls’ constructs precludes a neurally
informed revolution of the economic account of dem making. The idea is that NEs
may provide economists with informative insightgt will fail to elaborate models
which supersede the ones currently employed byauists. In this perspective, what
Kahneman (2003, p.166) asserted in relation to\neheal economics seems equally
pertinent to NE research. In his view, “the constraf tractability can be satisfied with
somewhat more complex models, but the number adrpaters that can be added is
small”. For this reason, enriched models “cannmystoo far from the original set of
assumptions”, and “theoretical innovations [...] maye destined to be

noncumulative®®.

Now, let us assess the cogency of the argument fraatability. Prima facie such
reasoning might seem to provide economists witlorapelling rationale for resisting
the integration of neural insights into their madeAs | argue below, however, two
crucial flaws (see pointsandii) prevent it from constituting a convincing defertde
such a conservative position. My first criticisnmgats the argument’s characterization

of the relationship between tractability and othrerdelling desiderata. The second one

49 Kahneman is far from being a strenuous defendetheftraditional economic theory of
choice. In fact, he was awarded the 2002 NobelePrizEconomics “for having integrated
insights from psychological research into econasaience” (Nobel Press Release, 2002).
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casts doubt on the third premise of such an argunen us examine each of these

criticisms in turn.

i) As stated byremise lof the economists’ argument, economic modelldribate a
prominent significance to tractability. This, hoveeyvdoes noper selicense the claim
that they are justified in doing so. To address tuncern, economists may attempt to
vindicate their reliance on tractable models ongpratic grounds. In particular, they
may point out that the very act of modelling regsirone to elaborate simplified
representations of the investigated phenonfen@ihe decision concerning which
properties or features of the phenomena of intexesto be represented in a model is
frequently guided both by specific inclusion ru(sse e.g. Weisberg, 2007a) and by the
availability of representational techniques such asstractions, isolations and
idealizations. In this latter respect, the issuedoonomists is not so much whether to
use abstractions, isolations and idealizations, rather which of these it is most
convenient to implement in a given modelling cohtéds Maki (1992, p.1) aptly puts
it: “Faced with the essential complexity of the workdery science is compelled to
employ methods of modifying or deforming it so asmhake it or the image of it
theoretically manageable and comprehensible. Ecmsons no exception in this

regard®”.

* various authors offer less convincing accountseobnomists’ predilection for tractable

models. To give one example, consider the observdty Gabaix and Laibson (2008, p.295)
that economists elevated modelling attributes aaghractability out of people’s tendency to

“celebrate the things they do best”. Invoking thgychological propensity hardly accounts for
the great importance economists attach to tradtabih particular, it fails to substantiate the

claim that the reason why economists value thisddestum is because of their excellence at
building tractable models.

> various kinds of abstractions, isolations and lidations can be differentiated. For instance,
Weisberg (2007a) distinguishes between so-calletle@a and minimalist idealizations as

follows. Galilean idealizations consist in simpiifg the characterization of a target system to
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These considerations persuasively elucidate thgnpatic rationale for why many
economists rely on tractable models. In responsthdee claims, a proponent of NE
may concede that it is not feasible to includergdanumber of neural variables into a
single economic model. At the same time, she maydeoin what modelling contexts
and to what extent tractability can be legitimatgiyen priority over other desiderata.
After all - the reasoning would go - it is true thhe trade-offs between distinct
attributes often need to be resolved on a casede-basis, depending on what choice
problem is modelled and the purposes of the madeNet, the argument from
tractability does not provide any precise criterfon dealing with those trade-offs. In
particular,conclusion (1)appears to presuppose - rather than show - thetatility
considerations alone outweigh the relevance ofntloeelling benefits (e.g. increased

descriptive accuracy) that economists may derivariporting neural insights.

i) As anticipated above, one may question the cogehgyemise 3of the argument
from tractability by pointing at distinct ways inhieh NEs could promote revolutionary
changes in the economic account of decision maKiogiender this point more vivid,
let me contrast the following two scenarios. On thee hand, NEs may foster
revolutionary modifications in the economic thearf choice by introducing into
economic models several variables that were nafiquely considered by economists
On the other hand, NEs may revolutionize econorheotty from the foundations

upwards by providing economists with a novel thaocaé framework. In this latter

make it tractable and then systematically de-idedjiit so as to obtain increasingly accurate
representations. Minimalist idealizations, instealotain when one includes in her model only

the most important causal factors underlying theestigated phenomena. | gloss over these
differences in the remainder of this enquiry.

*2 For example, NEs might replace the economistgrietmporal discount rate with variables

representing the activation patterns of neural sarednose operations influence agents’

intertemporal preferences.
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respect, no momentous achievement has been acsbegly NEs so far. Nonetheless,
one can think of a few ways in which NEs might fetionize economic theory without
having to include many neural variables into theneenists’ models. For instance, NEs
might prompt economists to employ altogether déiferconstructs by illustrating that
what was regarded as a unitary phenomenon (e.geribgic discounting) is more
plausibly seen as distinct phenomena explained ibgindilar neuro-psychological
mechanisms (Craver and Alexandrova, 2008, and Rbsd., 2008). That is to say,
implementing revolutionary changes in the econorieory of choice does not
necessarily require NEs to integrate many variainli@sthe economists’ models. Hence,

premise 3urns out to be untenable and the argument fraotdbility fails.

To recapitulate, economists may put forward varicossiderations to justify their
reluctance to include neural constructs into tieddels. Even so, the argument from
tractability proves to be flawed in at least twanttal respects. In the first place, it
remains disappointingly silent regarding in whatdaliing contexts and to what extent
tractability can be given priority over other desigta. In the second place, it purports -
yet fails - to exclude that neurally informed cadmiitions will prompt revolutionary
modifications in the economic theory of choice. fTisato say, economists often doubt
the opportunity to include neural constructs inkeit models, but do not always
vindicate their position by means of a convincimguaentative strategy. Now, these
critical remarks do not preclude economists frorgettly vindicating their opposition
to import other disciplines’ insights on the basfstractability considerations. In the
next section, | present one such line of argumémncthvcasts doubt on the NEs’ case for

incorporating neural constructs into economic meaéldecision making.
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4.C A REFINED ARGUMENT FROM TRACTABILITY

In this section, | articulate and defendrefined argument from tractabilityvhich
attempts to demonstrate that economists are poomalBy justified in retaining a
methodologically distinctive approach to the madell of choice behaviour. My
reasoning can be formalized in different ways ddpen on which attributes one
considers besides tractability. In what followssHall prevalently concentrate on
tractability and descriptive accuracy, with thiddaindicating a model’s goodness of fit
with the structure or the features of its targesteyt>. My focus is motivated both by
the contrasting demands that descriptive accuradyteactability place on economic
modellers and by the importance that NEs and atisenomists attach to these two

virtues*.

Before presenting the refined argument from tralitablet me put forward two

preliminary caveats. Firstly, my reasoning by noanmse denies that importing neural
insights may enable economists to build more ptegicand descriptively accurate
models. On the contrary, such an argument is builthe implicit assumption that NEs
can improve the predictive and descriptive perfarogaof economic models of choice.
At the same time, it casts doubt on whether theggavements make it convenient for

economists to integrate many neural variablestimto account of decision making.

°3 As noted in section 2.A, various questions maydised regarding how descriptive accuracy
IS most appropriately defined. My approximate chtmazation is sufficiently precise to enable
us to examine the trade-offs | mention in this ¢bap

>* A reasoning along similar lines could be constdawith regard to other modelling trade-
offs. For instance, it is an open question whetdEr will enable economists to elaborate a
framework which isat oncemore tractable and general in scope than raticimaice theory. As
Vromen (2010b, p.180) puts it, even if “all the redcircuits linking environmental variables to
choice behavior can be captured in one generatitiigt, such an algorithm would be far more
complicated than the utility functions postulatgosbandard economic models.
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Secondly, even though tractability and descriptigeuracy typically pull in opposite

directions, economists may succeed in construetiadels which provide both tractable
and descriptively accurate representations of tteiget systems. To see this, it is
instructive to distinguish between varidesels- e.g. psychological, neural, biological,
and micro-physical - at which the descriptive aacyrof a model can be evaluated.
Now, while the neural substrates of decision makang exceedingly complex to be
accurately described in tractable terms (neuratrg@s/e accuracy), the psychological
underpinnings of choice behaviour can be frequectilgracterized in a fairly accurate
and tractable manner (psychological descriptivaumy). In this perspective, we can
appreciate why economists often exhibitselective scepticismwith regard to the

incorporation of other disciplines’ insights. Fareomay coherently argue that various
psychological findings are “tractable and parsinsasienough that we should begin the
process of integrating them into economics” (Raldif98, p.13), and yet resist the

inclusion of neural insights into economic models.

Having said that, the refined argument from traibitsitcan be articulated as follows:

P.1 If economists are to construct descriptivelguaate and neurally informed
economic models of choice, then they have to inuate several neural
variables (tractability cost).

P.2  Economists should incorporate neural variabldy insofar as the modelling
costs associated with such enrichment are compzhgat sufficient modelling

benefits.
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P.3  NEs have not shown that the modelling benetfisvable from incorporating
several neural variables compensate for the mogetiosts associated with such
enrichment.

C (1) NEs have failed to show that economists ghootorporate several neural
variables into their models of choice.

P.4  Showing that economists should incorporate raéveeural variables requires
NEs to demonstrate that human choice behaviouore wonveniently modelled
at the neural - rather than some other - level.

P.5 NEs have failed to demonstrate that human ehdiehaviour is more
conveniently modelled at the neural - rather th@nes other - level.

C (2) NEs have failed to show that economists ghantorporate several neural
variables into their models of choice.

C Economists are provisionally justified in resigtiNES’ calls to construct

descriptively accurate and neurally informed ecoleanmmodels of choice.

Let us scrutinize the various steps which comptilse refined argument from
tractability. Premise 1 concerns the tractability costs that a neural chmment of

economic models is likely to impose on economidige idea is that developing
descriptively accurate NE models of decision makirgild require one to build rather
intractable representations. To be sure, a progooEMNE may object that some
processes and features of the human neural arthi#gecan be modelled in tractable
terms (see e.g. Schultz, 1998, and Schultz, Dagad, Montague, 1997, on the
dopaminergic underpinnings of reward evaluationgt, Yaccurately representing the

neural substrates of choice behaviour would typicahpose significant tractability
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costs, as numerous cerebral systems are highlgcameected at the anatomical and
physiological levels (see e.g. Anderson, 2006 a@@72 and Glimcher, Dorris and

Bayer, 2005, p.251).

Two issues are worth distinguishing in this resp@ct the one hand, a number of neural
areas activate in a wide range of decision conf@aveza and Nyberg, 2000, and Price
and Friston, 2005, p.262-5). On the other hand,netree execution of simple
experimental tasks typically engages several akedls,additional variability resulting
when it comes to solving complex decision problef@stmann, 2008, p.442). As
Petersen and Fiez (1993, p.513) put it, “a setisitriduted functional areas must be
orchestrated in the performance of even simple itggntasks [...] Any task or
‘function’ utilizes a complex and distributed sdtbvain areas”. To be sure, NEs may
occasionally succeed in modelling the neural undarpgs of people’s decisions
without using many variables. Still, accurately reenting the neural substrates of
choice behavior usually requires them to employessvvariables. In the words of
Bernheim (2009, p.7), “precise algorithmic modelsdecision making of the sort to
which many neuroeconomists aspire would presumaligp highly detailed

descriptions of environmental and neurobiologi@aiditions into choices”.

At this point, the proponent of NE may protest thath economists and NEs generally
attach a greater importance to predictive powen thadescriptive accuracy. Moreover,
she may argue that even though tractability comaldg constrains the accuracy with
which one can characterize the neural substrateb@te behaviour, NEs could build

more predictive economic models without incurringpstantial tractability costs (see
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e.g. Knutson et al.,, 2007, and Kuhnen and KnutgfQ5, on the possibility of
increasing the predictive power of some modelshoiae by investigating the activation
patterns exhibited by a few neural areas). On Kaisis, the advocate of NE may
contend thafpremise 1merely highlights a local conflict between two geniently
selected desiderata which does not hinder the inmgfaneural insights into economic

models.

To such a criticism, my rejoinder is three-fold. Degin with, the fact that many
economists value predictive power falls short otleding other desiderata from
playing an important role in economic modellingc&edly, both economists and NEs
ascribe a great significance to descriptive acgynatth some authors going as far as to
claim that “the ultimate test of a theory” is “tlaecuracy with which it identifies the
actual causes of behaviour” (Camerer and Loewans2€i04, p.4). Finally, it is highly
doubtful that invoking predictive consideratigner seenables NEs to substantiate their
case for the neural enrichment of economic thebBoy. even if NEs may succeed in
increasing the predictive power of some economidet® with marginal tractability
losses, it is an open question whether integratiagral insights will often be so

advantageous to economists. Let me expand onstus.i

While the first premise of the refined argumentnirdractability relates to the
tractability costs involved in a neural enrichmeheconomic theorypremises 2and3
concern the relationship between the modellingscasd the benefits associated with
this enrichment. More specificallpremise 2asserts that economists should integrate

neural variables only insofar as doing so yielddelling benefits which compensate
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for the modelling costs imposed by such integratlorthis respect, various NEs allege
that - by taking neural findings into account - momists could elaborate models of
choice which fare better according to their omodelling criteria (Camerer, 2008a,
p.59; see Camerer and Loewenstein, 2004, p.3, foar@logous remark concerning
psychological findings). Regrettably, as stated pgrgmise 3 NEs still have to

demonstrate that the benefits derivable by int@ggateural variables into economic
models typically exceed the associated modellirgscarhis being the situation, their
pleas in favour of a neural enrichment of the eaawotheory of choice remain

inadequately supported¢dnclusion L. As Bernheim (2009, p.7) provocatively puts it:
“What does a standard economist lose by subsuniingf éhe idiosyncratic, micro-

micro factors that influence decisions, many ofshhthange from moment to moment,

within a statistical disturbance term2”

A proponent of NE may rebut that the above conattlans place an excessive burden
on the NEs’ shoulders. In particular, she mighttend that substantiating the case for
the neural enrichment of economic theory just nesuNESs to show that neural data are
of some value to economists. Howevaremises 4and5 of the refined argument from

tractability cast serious doubt on such a rebuitiad.us inspect each of these assertions

in turn.

> A proponent of NE might point out that there already some tractable economic models
that incorporate neural insights. The existencéheSe models, however, does not undermine
premise 3 For such a premis#goes not deny the existence of neurally enrichetlteactable
economic models. On the contrary, it is best inetgnl as stating a typicality claim which
doubts that economists will usually find it convamti to include many neural insights into their
models.
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According topremise 4 it is up to NEs to specify why exactly economistould
integrate neural - as opposed to psychologicalogical, micro-physical etc. - variables
into their models. This claim relates to the fdwatthuman choice behaviour can be
modelled at a number of different levels (e.g. psyogical, neural, biological, and
micro-physical). That is to say, there are varipuscesses and entities in terms of
which agents’ decisions may be represented, anccameypically employ distinct sets
of constructs to account for decision making. Faaneple, while rational choice
theorists represent observed choices as the maationizof a utility function under
some suitably defined constraints, cognitive psiadists account for those data in
terms of specific heuristics and cognitive mechasiscomputational neuroscientists
attempt to identify what neural algorithms undetlie observed decisions, and so on. In
this perspective, NES’ proposals can be seen as amneng several competing

candidates for modelling human choice behavfour

One may protest that most NEs advocate the iniegraf neural variables - not so
much as aralternative but rather - inaddition to other disciplines’ insights. In the
words of Park and Zak (2007, p.54), “augmented esoa models will also likely

include results from sociology, anthropology, psyoldy, and other fields” (see also
Camerer 2008b, on the opportunity to triangulatealeural, psychological and neural

data). Yet, the point remains that simultaneousigluding constructs from various

° Other ways to conceptualize model constructiolNih have been advocated. In particular,
various authors (e.g. Rustichini, 2009) rely omiattition originally proposed by Marr (1982)
with regard to information-processing systems. ilea is to study human choice behaviour at
three different levels. The computational level csfpes the problem faced by the examined
agents in terms of some input-output mapping. Tgerithmic level explicates how the agents
represent the input-output mapping and what algmst transform the inputs into the outputs.
The hardware implementation level concerns howctimaputational and algorithmic processes
associated with people’s decisions are instantiatélde physical level.
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disciplines into a single economic model would oftee prohibitively impractical. In
other words, given that a limited number of varbtan be feasibly imported into one
economic model, a criterion is needed for assesiagelative relevance of distinct
disciplines’ insights for the economic theory ofoate. Regrettably, as remarked by
premise 5 NEs have hitherto failed to convincingly suppthe claim that choice
behaviour is most conveniently modelled at the alelevel. Moreover, they rarely
indicate what subset of neural data (e.g. neur¢eamaal, neuro-physiological, neuro-
biological) economists should incorporate into threodels. This being the situation, it
is hard to see why economists should integrateaheurather than higher-level or

lower-level - insights into their account of deoisimaking’.

At this point, one may wonder how the assertion thaman choice behaviour is most
“conveniently” modelled at the neural level is te mterpreted. In addressing this
concern, we should avoid imposing overly rigid nesbns as to how the modelling

benefits and the costs associated with a giverclement of economic theory are to be
balanced against one another. Homprimis, a modeller's views on this matter may
significantly vary depending on her modelling goat&l on what choice problem she is
examining (Landreth and Bickle, 2008, p.420). Sebgmmodelling costs and benefits
cannot always be compared precisely in quantitativeher than qualitative - terms.

And thirdly, intradisciplinary conventions frequintiverge regarding what modelling

attributes are to be valued in a given contexthwdistinct conventions resolving the

trade-offs between different desiderata in disgimiays (Maki, 2010, p.108).

>"| speak of “higher-level” and “lower-level” insighfollowing an entrenched terminological

convention in the philosophy of science literatiMg. doing so does not commit me to endorse
the hierarchical view of the structure of sciendéero held by those who employ these
expressions.
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To be clear, these concerns do not preclude us iineamingfully comparing the merits
of distinct enrichments of economic theory. Stitley persuasively suggest that those
evaluations are most sensibly implemented in cantdative terms. To appreciate this,
suppose that we wanted to evaluate alternativeclements of economic theory by

means of the following criterio@:

A target systenT is more conveniently modelled at levérather thary if and only if
the difference between tmeodelling benefit$MB) derivable from characterizingin
terms of X and the associateshodelling costgMC) is higher than the analogous

difference related to levé, i.e. iff [MB (Tx) - MC (Tx)] > [MB (Ty) - MC (Tv)].

Criterion C is defined in relation to two distinct levels oéstription, but can be
modified to deal with cases where insights from erlexels of description are available.
In this way, it can be used to handle situationemtdistinct modellers hold dissimilar
views concerningvhich andhow manylevels of description it is most convenient to
integrate into a model. To render this point maxedy let us assume that insights from
three levels of descriptioX, Y and Z were available, withX, Y and Z respectively
standing for the behavioural (observed choicesyclpdogical and neural level of
description. Ascertaining how many levels of dgstasn it is most convenient to
include into a model can be seen as the problerdenitifying which of the following

differences is greatest:

[MB (Tx) - MC (TX)]; [MB (Ty) - MC (Tv)]; [MB (T2) - MC (T2)];  [MB (Tx.y) - MC (Tx.v)];

[MB (Tx,z) -MC (Tx,z)]; [MB (Ty,z) -MC (Tle)]; [MB (TXvY-Z) -MC (Tx,Y,z)].
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Now, let us distinguish between those modellingrapghes which involve using neural
data (namely 7, Tx,z, Tv,z and T,y,z) and those which do not (namely,TTy and
Tx,y). Let us call these two setseurally informedand neurally free approaches
respectively. lllustrating that adopting some n#éyraee approach is more convenient
than integrating neural insights;¥) would fall short of implying that neural insights
are of little value to economists. For economistsymatill find it more convenient to
combine neural with behavioural and psychologinaights (%,y,z) than to rely on any
of the neurally free approaches. Conversely, shgpwirat economists should import
neural insights would require NEs to demonstrase #mploying one of the neurally
informed approaches is more convenient than adpgtity of the currently available

neurally free approaches.

In such a context, it is worth noting the significa thatexpectednodelling costs and
benefits may be given when assessing distinct lemeats of economic theory. By way
of illustration, consider the following comparisbetween a neural and a psychological
enrichment. One may argue that behavioural ecortemive provided other
economists with far greater modelling benefits tiNiBs, whose success stories are
often confined to highly controlled experimentattisgs. Moreover, she may remark
that accurately representing the anatomical ortfonal interplays between distinct
neural areas would impose on economists substanbalelling costs, which exceed
those required to construct psychologically remlistodels. Now, let us suppose that
these observations were correct. One might taka tbamply that economists will find

it more convenient to implement a psychologicaather than neural - enrichment of
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economic theory. However, NEs may object that tleelelling benefits promised by

their contributions - albeit still hypothetical reaso significant that economists should
opt for a neural enrichment of their models. Theaidvould be to take into account not
just current, but also expected modelling beneiitd costs, i.e. anticipated benefits and

costs discounted for their subjectively estimatexbpbility of actualization.

By doing so, we might be able to better assess amrathments of economic theory are
likely to be more convenient for economists. Yeg, wiould also introduce some highly
conjectural elements into our analysis. To see, thes us briefly consider the

explanatory benefits derivable from incorporatirgiral insights into economic models.
On the one hand, NEs already acquired valuablernrdbon concerning the neuro-

physiological underpinnings of human choice behawi(see e.g. Barraza and Zak,
2009, Kosfeld et al., 2005, and Zak et al., 2004 sbme NE studies of the effects that
specific hormones have on agents’ decisions). @mother hand, the question remains
as to how exactly these neuroscientific advances loe economic theorising. In

particular, it is doubtful that economists will @ty find neurally enriched accounts of
decision making more explanatorily insightful thasychologically informed ones (see

section 4.A).

Regrettably, the impression remains that severa &bhibit an exceedingly optimistic
attitude regarding the achievements that theiristudan be plausibly expected to
accomplish. To render this point more vivid, letcosisider one specific example taken
from recent NE research, namely the axiomatic mofi&arning by Caplin and Dean

(2008; see also Caplin et al., 2010). Caplin andrDgrovide a set of axioms defining
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beliefs and rewards in terms of dopaminergic atgtigo as to specify “in a simple,
parsimonious, and nonparametric way the propettias the dopamine system must
have in order to be characterized as encoding arteprediction error” (2008, p.670).
According to Caplin and Dean, their model has a lmemof “economic applications”,
which purportedly include “insight into belief foation [...] learning theory [and]
addiction” (2008, p.665). Now, let us suppose teath a model improves our
understanding of the algorithmic underpinnings edrhing and enables us to test the
reward prediction-error hypothesis of dopamine fiomc(see Caplin et al2010). These
insights are of great interest to cognitive and potational neuroscientists, yet do not
directly bear on economists’ traditional concers.Caplin et al. (2010, p.953) aptly

acknowledge, their model does not “immediately adesour understanding of choice”.

To recapitulate, my refined argument from tracigbithallenges NEs to demonstrate
that the modelling benefits offered by a neuraliggttrment exceed the corresponding
modelling costs. Moreover, it provides two mains@as to doubt that choice behaviour
is more conveniently modelled at the neural - gsospd to some other - level. The first
reason relates to specific anatomical and functideatures of the human neural
architecture. The idea is that, due to the compftead the interconnections between
distinct neural areas, accurately characterizimgndural substrates of decision making
will require NEs to incur inconveniently high moliley costs. The second reason
concerns the existence of multiple levels of degicm of choice behaviour, and calls
NEs to specify on what grounds economists shouiggmte neural - as opposed to

other disciplines’ - constructs into their modeded also Fumagalli, 2011). Regrettably,
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the proponents of NE frequently gloss over thesees and the implications they have

for the construction of models spanning differegitdvioural disciplines

In response to the above remarks, NEs may attemubstantiate their case for
incorporating neural insights into economic modslsappealing tanodelling pluralism

considerations. The reasoning can be summarizddilas/s. Due to the existence of
trade-offs, economists are typically unable to ¢mms models that simultaneously
possess all the attributes they value. While sofitbase trade-offs are likely to abate
with scientific progress, others will persist initepof it*®. Hence, if economists are to
achieve their diverse modelling goals, they haveel@borate a variety of models

differing in descriptive accuracy, predictive powecluded causal factors, etc.

This rationale for building multiple models has begersuasively advocated in the
literature on modelling in biology (see e.g. Levih866 and 1968, Roughgarden, 1979,
Wimsatt, 1987, and May, 2001). The idea is that ellecs can employ a mixed
representational strategy, using distinct kindsnofdels to achieve different pragmatic
and epistemic goals (Weisberg, 2007a; see Aydin@dt0, p.164, for a similar claim
in the economic literature). In this perspectiveurally informed models can be seen as
- not so much substitutes for, but rather - comglets to traditional economic models

of choice.

*® Among the constraints which will not abate withiestific advances, Matthewson and
Weisberg (2009, p.188) include strict trade-off&rease trade-offs and Levins trade-offs. Two
attributes display a strict trade-off “when an sase in the magnitude of one desideratum
necessarily results in a decrease in the magnitfidee second, and vice versa”. An increase
trade-off occurs when the magnitudes of two deatdecannot be simultaneously increased.
Finally, two attributes exhibit a Levins trade-6ffhen the magnitude of both of these attributes
cannot be simultaneously maximized”.
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Now, by combining neural and other disciplines’igigs, economists may succeed in
constructing an array of models which - taken coiNely - enable them to better attain
their predictive and explanatory goals. Moreoveplwalistic approach appears to be
especially worth pursuing when it comes to modgllphenomena - such as human
choice behaviour - that are investigated by a ravighfferent disciplines. Nonetheless,
the above pluralistic remarks do not license tlaéntlthat economists should integrate
several neural constructs into their models. Fenaf such integration enabled them to
achieve specific modelling goals in particular @xts$, it would remain up to NEs to
demonstrate that elaborating a neurally informecbant of choice behaviour is, in

general, more convenient for economists than rglyon traditional modelling

frameworks.

To conclude, the emergence of NE raised fundamentathodological issues
concerning the relevance of neural data for ecooomodelling and theorising. At
present, most economists remain fairly scepticalutlthe alleged significance of NE
research for the economic theory of choice. Aguad above, including neural insights
can improve economic models of choice with regarddveral desiderata, individually
taken (ocal improvemen)s Yet, substantiating the case for a neural emaft of
economic models requires NEs to show that suchclement will fosterglobal
improvementsn the economic account of decision making. Regiodf, the proponents
of NE have hitherto failed to do so. Hence, ecomstenare provisionally justified in

retaining a methodologically distinctive approactiite modelling of decision making.
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CHAPTER FIVE

ARGUMENT FROM DISCIPLINARY HETEROGENEITIES

The proponents of NE often manifest the ambitiondmbine findings from economics,
psychology and neuroscience into a “single, gendrabry of human behaviour”
(Glimcher and Rustichini, 2004, p.447; see alsom@hier, 2010, p.393, Glimcher,
Dorris and Bayer, 2005, p.214, and Rustichini, 2q0203). Faced with these claims,
some economists (e.g. Gul and Pesendorfer, 20089 toathe fact that these disciplines
focus on dissimilar evidential bases, employ défgrconstructs and are concerned with
distinct explananda. The idea is that the profodifterences between NE’s parent
disciplines in terms of variables of interest, noetblogical presuppositions and
explanatory goals constrain NEs' attempts to fostegenuine unification spanning

economics, psychology and neuroscience.

In this chapter, | examine how the aforementionidéfgérénces bear on the relevance of
NE research for the economic theory of choice. dtwtents are organized as follows.
In section 5.A, | reconstruct and critically asséssargument from irrelevancéhat
some economists (e.g. Gul and Pesendorfer, 200§)lognto demonstrate that
neuroscientific evidence is evidentially and explanily irrelevant to economic theory.
In section 5.B, | articulate and defendagument from interdisciplinary heterogeneity
which casts doubt on NEs’ attempts to develop &athinterdisciplinary framework by
emphasizing the differences between the accountshoice behaviour provided by
NE’s parent disciplines. In section 5.C, | put fard an argument from

intradisciplinary heterogeneityhich identifies some issues (e.g. how NE is sup@os
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to inform economic theory) on which NEs themseltesd contrasting positions and

shows how these divergences hamper the consolidatithe NE enterprise.

161



5.A THE ECONOMISTS’ ARGUMENT FROM IRRELEVANCE

Faced with NEs’ calls to incorporate neuro-physyadal insights into economic models
of choice, various economists concede that NE egel€an inspire the construction of
more predictive and explanatory economic modelsth&t same time, they deny that
neuro-physiological findings have any significamabing on the economic theory of
choice. The idea is that those findings fall owgside domain of economic theory and
are mostly orthogonal to the professional interestseconomists. As Gul and
Pesendorfer put it, “neuroscience evidence carefate economic models because the
latter make no assumptions and draw no conclusibost the physiology of the brain”

(2008, p.4Y°. The economistsirgument from irrelevancean be articulated as follows:

P.1  Neuroscientists and other economists empldgrdifit theoretical constructs.
P.2  Neuroscientists and other economists targehdisets of variables.

P.3  Neuroscientists and other economists pursserdiar explanatory goals.

C Neuroscientific findings are evidentially and kxmtorily irrelevant to

economic theory.

Prima facie this argument seems to provide economists witlagmealing defensive
strategy, which isolates the economic theory ofi@drom potentially disconfirming
neuro-physiological evidence. As | argue below, éeer, the above reasoning is

vulnerable to two major objections. Firstly, itléato show that neuroscientists’ and

* The isolationist attitude of Gul and Pesendorfendt representative of most economists’
position. | focus on it as it nicely exemplifiesebaxtreme position in the literature and provides
a useful point of reference for our discussion.
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other economists’ accounts of choice behaviourimzemmensurable, i.e. have non-
overlapping evidential bases, lack common concapts pursue altogether different
explanatory ainf8. And secondly, it seemingly overlooks that evethifse accounts
were incommensurably dissimilar, it would not felidhat NEs are prevented from
fostering significant modifications in economic ding. These two objections resemble
some of the criticisms that were formulated agathst so-calledNon Overlapping
Magisteriamodel (NOMA) of the relationship between scienod eeligion (see Gould,
1997 and 1999). Let me briefly expand on this palrblefore assessing the economists’

argument from irrelevance.

According to the NOMA model, science and religiorofpundly differ in their
methodological presuppositions and investigateécibj These differences, in turn, are
said to preclude the possibility of systematic donfind fruitful interchanges between
scientific discoveries and religious beliefs. Ndet, us suppose that we could provide
sufficiently precise characterizations of scienod eeligion. It would seem implausible
to deny that scientistgqua scientists and religious believegsia religious believers
respectively address different kinds of questionsl aly on dissimilar evidential
standards. For instance, scientigtg scientists attempt to account for the features and
the workings of physical systems by means of higbbntrolled and replicable
experiments. For their part, religious believegrs religious believers are concerned

with questions of meaning and value that oftendrand the empirical realm (see e.g.

® In this section, | focus on the evidential bashs, theoretical constructs and the explanatory
aims associated with the economic and neurosdemifcounts of choice behaviour, without
considering other respects in which different tle€oal frameworks can be deemed to be
incommensurable (see e.g. Sankey, 1998, on saict@l@nomic incommensurability, which
obtains when distinct theories provide inconsistattgorizations of their objects of interest,
and Feyerabend, 1975, p.271, and 1981, xi, whadedeo theories as incommensurable only
if they have inconsistent ontological implications)
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Ratzsch, 2009). These differences, however, by eans imply that scientific and
religious accounts of reality are incommensurabieparticular, they do not preclude

fruitful interchanges of ideas at the frontier been science and religidh

Now, let us focus on the economists’ argument ficelevance. It would be hard to
deny that neuroscientists and mainstream econonmmespectively use different
vocabularies, target dissimilar variables and peirdistinct explanatory goals. The
thought is that economists, even when addressiegtigms related to those studied in
psychology and neuroscience, “have different objestand target different empirical
evidence” (Gul and Pesendorfer, 2008, p.4). In tbgpect, even leading NEs concede
that “what is striking about explanations of choitehavior by economists,
psychologists, and neurobiologists is the differéetels at which they operate”
(Glimcher and Rustichini, 2004, p.448). These rd&sahowever, do not license the
claim that the accounts of choice behaviour pravidg economists, psychologists and

neuroscientists aiacommensurabld_et me expand on this point.

Assessing the similarity of different theoreticedrheworks is more appropriately seen
as a matter of nuanced evaluation than an all-tring judgement (see e.g. Duhem,
1906 [1954]). By way of illustration, let us considthe economic, psychological and
neuroscientific accounts of choice behaviour. Oray rargue that differences in the
employed constructs and the pursued explanatorlg goa greater between economics
and neuroscience than between economics and psgsh(e.g. think of the role that

psychological constructs such as beliefs and degii@y in some economists’ accounts

®1 See e.g. Harrison, 2007, on the role that religioeliefs played in fostering the development
of several scientific disciplines and the constsathat scientific discoveries impose on specific
religious beliefs.
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of behaviour). Indeed, some authors (e.g. Kuorikaskl Ylikoski, 2010) go as far as to
assert that neuroscientific findings are explanigtaand evidentially irrelevant to
economic theory unless they are interpreted intligh psychological background
knowledg&®. Even so, the point remains that Gul and Peseadarerstate the
heterogeneity of NE’s parent disciplines and pressp - rather than show - that the
accounts of behaviour provided by those discipliaestotally disconnected (Vromen,
2010b). In particular, their attempt to block NEslIs to include neuro-psychological
insights into economic models rests on an unsust§imarrow conception of standard
economic theory (Moscati, 2008). This, in turn,Igainto question thea priori
opposition of Gul and Pesendorfer to a neuro-pdygfical enrichment of economic
theory. As Maki (2010, p.115) puts it, “economi@smo immutable essence such that

[...] only data pertaining to observable choice betavwould be relevant”.

Gul and Pesendorfer are not the first authors wievemmphasize the conceptual divide
between different sciences or theoretical framewoBy way of illustration, let us
consider the debates which took place among plpluss of science regarding how
frequently cases of conceptual incommensurabilétwieen scientific theories occur.
According to Kuhn (1962 and 1982) and Feyerabe®®Z), intertheoretic transitions
involve radical modifications at both the intengiband the extensional level. The idea
is that central theoretical terms are often asdriééogether different meanings and/or
reference by the proponents of rival theories (eampare the concept of mass in
Newtonian and relativistic mechanics). Yet, as dddg various authors (e.g. Deuvitt,

1979, Field, 1973, and Fine, 1967), significanereftial continuity can be found across

%2 Similar claims have been put forward with regardhie relationship between folk psychology
and neuroscience. For instance, McCauley (199@5p dlleges that any influence neuroscience
has on folk psychology will be mediated by progriessocial and cognitive psychology.
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theory change, and scientists can usually compageries in terms of a shared

vocabulary.

Having said that, let us assess implicationsthat the alleged incommensurability of
economics and neuroscience can be taken to havlegoelevance of NE for economic
theory. Suppose - for the sake of argument - tlaihe@mists and neuroscientists
respectively provided incommensurable accounts rafice behaviour, i.e. targeted
altogether different variables, employed altogetttifierent theoretical constructs and
pursued altogether different explanatory goals.nEwes, by itself, would not exclude
that neuroscientists may offer informative insiglatsd pose critical challenges to
economists. For some NEs may still rely on neussgdic concepts and findings to
foster modifications in the economic account of isiea making. In this respect,
various authors (e.g. McCabe, 2008, p.350) contkde NEs themselves and other
economists are respectively concerned with disamabnstructs and explananda, and

yet insist that NE findings inform fruitfully econoc modelling and theorising.

A proponent of the argument from irrelevance mighsist that no significant
interchange can take place between genuinely inamorable theoretical
frameworks. This rebuttal, however, does not appeawithstand scrutiny. For, as
illustrated by several episodes in the history okmsce (see e.g. Kuhn, 1962, and
Feyerabend, 1962), the incommensurability of twenthtical frameworks does noger
seexclude that significant - or even revolutionatipterplays may occur between them.
To put it differently, even if economists and negientists offered incommensurable

accounts of decision making, neurally informed dbotions could still foster
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substantial modifications in economic theory. Fmstance, NEs may extend the set of
questions economists traditionally address or faateeliminative reduction of the folk
psychology constructs underlying some economistets of choice (I shall expand

on these issues in section 7.B).

To recapitulate, the argument from irrelevance easges various respects in which
neuroscientists’ and economists’ accounts of chbed®viour differ. Even so, it fails to
show that these accounts are incommensurably diasinMoreover, even if those
accounts were incommensurable, it would not folladat NEs cannot foster
revolutionary modifications in the economic theafy choice. Having said that, the
profound differences in the accounts of choice beha that are respectively provided
in economics, psychology and neurosciedoeonstrain the relevance of NE findings
for these disciplines. In the next section, | atate and defend an argument which
draws on those differences to question the prospafcNES’ attempts to construct a

unified interdisciplinary framework for modellingedision making.
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5.8 AN ARGUMENT FROM INTERDISCIPLINARY HETEROGENEIT Y

My argument from interdisciplinary heterogeneifyestions NEs’ attempts to develop a
unified interdisciplinary framework by emphasizirthe differences between the
accounts of choice behaviour provided by NE’s padestiplines. Before presenting the
argument, let me provide some terminological dleaifon regarding the notion of
unification to which | refer below. The term “urgéition” can be employed to denote
various kinds of accomplishments, ranging from thevelopment of a common
vocabulary or taxonomy to the construction of areslamathematical framework to
model the phenomena of interest. In this sectioemploy the expression ‘unified
theoretical framework’ to refer to a collection sttidies which (i) share a sufficiently
precise definition of NE, (ii) are inspired by reaably similar explanatory aims, and
(i) reflect consistent views concerning the reaship between economics,

psychology and neuroscience. My reasoning can aeacterized as follows:

P.1  Economists, psychologists and neurosciengstgploy different theoretical
constructs.

P.2  Economists, psychologists and neuroscientigget distinct sets of variables.

P.3  Economists, psychologists and neuroscienpstsue dissimilar explanatory
goals.

C (1) Developing a unified NE account of decisioaking requires major changes in
the models provided by NE’s parent disciplines.

P.4  NEs have not shown that developing a unifiedad&ount of decision making

yields high modelling benefits to the practitionef$NE’s parent disciplines.
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C NEs have not shown that the practitioners of Ngasent disciplines should

develop a unified NE account of decision making.

Let us examine the various steps of this argunfermises land2 respectively state
that economists, psychologists and neuroscienésiploy dissimilar constructs and
target different variables when building their misd&he thought is that economists are
concerned with higher-level phenomena than the onvestigated in neuro-psychology
(Vromen, 2007, p.162). Moreover, while economistiero build their models upon
axiomatic foundations ana priori assumptions about rational choice behaviour, many
psychologists and neuroscientists develop theireisodn the sole basis of empirical
findings (Vercoe and Zak, 2010). To be sure, soris Ksee Caplin and Dean, 2008,
and Caplin et al., 2010) have recently developeidnaatic models that target both
economic and neural data. Still, NEs and other ecusts usually make a different use
of the axiomatic method. For instance, as notedRigtichini (2009, p.50), “the
functional representation of choice in decisionotiyeis not considered a testable
hypothesis, whereas the algorithmic specificattargeted by many NE studies] is. This

difference gives a new role to the axiomatic method

A proponent of NE might deny that the aforementriéfferences constrain the
relevance of NE research for economic theory oratleged ground that NEs and other
economists frequently rely on the same set of #texa constructs. After all - the
thought would be - both NEs and other economistscosicepts such as choices, utility,
preferences, and so on. Now, it would be implaesiiol deny that NEs and other

economists employ some common constructs in bgldnmeir models. Yet, the point
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remains that NEs and other economists often use tbenstructs in different ways and
ascribe dissimilar meanings to them. To renderpbiat more vivid, let us consider the
concept of rationality. NEs and other economistsqdiently rely on dissimilar
conceptions of what it means for a given deciswbé rational. The following contrast
appears to be particularly profound. On the onalht@aditional decision theorists relate
rationality to the internal consistency of obserebdices and remain agnostic regarding
what neuro-psychological processes underlie pespliecisions (see e.g. Kacelnik,
2006). On the other hand, many NEs attempt to ifyetihe neuro-psychological
underpinnings of choices and regard a decision ati®nal to the extent that it

maximizes some specific neuro-psychological measiwell-being.

Equally profound discrepancies can be identifiethwegard to the concept of utility.
More specifically, traditional decision theorisegard utility as a formal representation
of preferences to be inferred from observed choi€es their part, many NEs (e.g.
Camerer, Loewenstein and Prelec, 2004 and 200&aBé&r and Rustichini, 2004, and
Park and Zak, 2007) relate utility to agents’ hedoexperiences or the activation
patterns of specific neural areas (see Caplin aadnD 2008, p.670, for analogous
remarks concerning the notion of reward). As | arguchapter six these conceptual
differences constrain the extent to which neurczpslogical findings can inform
standard economic theory. Regrettably, NEs oftesggbver those differences as if they

were of negligible significance for the prospedt&.

Premise Jocuses on the explanatory goals that are respdgipursued by economists,

psychologists and neuroscientists. This contrasbeaexplicated as follows. On the one
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hand, economists usually target agents’ observeadicet and aim to identify the
solution to specific decision problems without takia position as to which objectives
agents should pursue. On the other hand, NEs iga#stthe neuro-psychological
substrates of observed choices and often evaluaiplgis decisions according to a
normatively oriented perspective. In particulagyhaim to ascertain - not just what is
the best way to achieve agents’ objectives, bud al&hich objectives agents should

pursue in specific situations (Read, 2007, p.58).

| am not concerned here with establishing whetHes Mely on an inappropriate analogy
between economists and paternalistic advisorsggpeGul and Pesendorfer, 2008, and
Loewenstein and Haisley, 2008, for a debate). R®purpose of this enquiry, it suffices
to note that ascertaining what objectives an agleotld pursue requires one to address
issues which transcend both the scope of traditideeision theory and the evidential
reach of neuro-psychological investigations (e.diowis entitled to define what
constitutes agents’ well-being? Which welfare ci@eshould be used to evaluate
people’s choices? To what extent may paternalisterventions legitimately interfere

with people’s decisions?).

On the basis of the first three premisesnclusion lasserts that the NE synthesis
spanning economics, psychology and neurosciencdikedy to involve major

interdisciplinary rearrangements. The thought & the profound differences between
the economic, psychological and neuroscientifimaats of decision making constrain
NEs’ attempt to integrate evidence, constructsraathods from these disciplines into a

unified theoretical framework. Let me expand ors iksue.
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Over the last few decades, various models combieicghomic and psychological
insights have been developed. By way of illustratiet us consider regret theory (Bell,
1982, Fishburn, 1982, and Loomes and Sugden, 18821887). In this theory, the
utility associated with an option is an increasfagction of the payoff yielded by the
option and a decreasing function of the payoff giug as a result of one’s decision
(Bell, 1982). This modelling approach enables ameadcount for the fact that “the
psychological experience of [having an option] dam influenced by comparisons
between [that option and the options] one mightehlaad, had one chosen differently”
(Sugden, 1991, p.762) In particular, it offers a psychologically plabls way to
account for various violations of standard utilityeory (e.g. some instances of cyclical
choice). To see this, suppose that an agent eglil®tpreference profibe>y, y>z, z>x.

If the payoff she derives from choosing optioturns out to be considerably inferior to
the payoff she could have obtained by choosintihe resulting regret may reduce the
utility she derives fronx so much that she comes to prefdp x. In this perspective,
seemingly intransitive preferences can be reinédedr as instances of the preference

relationx;>y, y>z, z>x,.

As this example illustrates, psychological and ewoic insights can be integrated
fruitfully so as to better account for observed icho behaviour. Still, these
accomplishments are usually confined to specifid@®or choice contexts. Moreover,
it remains an open question whether this integeatapproach can be extended

successfully to include neuroscientific - and nastjpsychological - evidence and

% See also the so-called disappointment theory (B&B5, and Loomes and Sugden, 1986),
where the utility one derives from an option demead how the payoff associated with such an
option compares with the payoff she previously expe to obtain from it.
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constructs. To be sure, various authors have rgcergd to reduce the “conceptual
gap” between the economic, psychological and netensfic accounts of choice

behaviour (see e.g. Caplin and Dean, 2008, forxamraatic model of learning which

includes both neural and choice data). Howevesehstegrative efforts have quite a
limited scope and do not substantiate NES’ speouiatabout the development of a
single, general theory of choice behaviour spannémgnomics, psychology and
neuroscience. As Glimcher (2010, p.14) aptly notespnomists, psychologists, and
biologists can all offer local explanations [of @d®behaviour], but what is striking is

the unrelatedness of their explanations”.

According topremise 4 developing a unified interdisciplinary framewddt modelling
choice behaviour is unlikely to bring major modadiibenefits to the practitioners of
NE’s parent disciplines. The reasoning can be eapdd as follows. Let us suppose -
for the sake of argument - that NEs shared a megsw of how insights from
economics, psychology and neuroscience should tegrated into a single, general
theory of choice behaviour. Even so, it remainopan question whether developing
such a theory provides economists, psychologisisreuroscientists with informative
insights. In particular, the proponents of NE haitberto failed to specify why exactly
the practitioners of disciplines as diverse as enoos, psychology and neuroscience
should invest time and resources in this grandiesterprise. On this basis, the
conclusionof the argument from interdisciplinary heterogéneshallenges NEs to
substantiate their calls to develop a single, gdrasrcount of decision making spanning

different behavioural disciplines.
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Below | examine and critique two lines of argumeptmeans of which the proponents
of NE have tried to vindicate their attempts to @lep an interdisciplinary account of
choice behaviour. The first argumentative strateglys into question the claim that
providing a unified account of choice behaviour uiegs major interdisciplinary

rearrangements. The second one attempts to demi@nttat the explanatory benefits
offered by such an account make it worth investmdlE research. Before proceeding,
let me anticipate that there are various respecishich economists’ modelling tools
can be of help to NEs and other neuroscientisty ¢hink of the applications that
optimization techniques have in computational nscience). In this section, however, |
focus solely on how NE methods and findings camrimf the economic theory of

choice.

The first reasoning goes as follows. NEs occaslpspleak of promoting a progressive
convergencebetween - or even thanification of - economics, psychology and
neuroscience. For instance, Fehr and Camerer (20019) allege that NE “hopes to
unify mechanistic, mathematical and behavioral @hdased) measures and
constructs”. Similary, Camerer, Loewenstein andderg004, p.573) conjecture that “a
biological basis for behavior in neuroscience [.alild provide some unification across
the social science®” Even so, economists, psychologists and neurdistiercould

build a unified theory of choice behaviour, and yetain methodologically distinct

approaches to the modelling of decision making. Ttea is that economists,

o4 Analogous views have been advocated in relatiarthier behavioural sciences. For instance,
Camerer (1999, p.10575) contends that behaviowaha@nics increases the psychological
plausibility of economic models, “promising to réfyrnpsychology and economics”. Similarly,
Gintis (2004, p.37; see also 2007) argues thatvielnal sciences’ “incompatiblnodels and
disparateresearch methodologies” will be unified thanks thebretical tools [...] and data
gathering techniques” that transcend disciplinanyriglaries.
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psychologists and neuroscientists develop a comNiertheory of choice behaviour
and still continue to investigate their respectimgjects of interest by means of
traditional methods and approaches. In this ways N&uld allegedly improve NE’s
parent disciplines on their own terms without hgvia literally unify them (Camerer,
2008a, p.59). As Glimcher and Rustichini (2004 5@¥put it, NE aims to develop “a
mechanistic, behavioral, and mathematical explanatif choice that transcends the
explanations available to neuroscientists, psydists, and economists working

alone”.

To substantiate this line of argument, NEs may f{painsome successful cases of
coevolution occurred at the interface between pslggy and neuroscience (see e.g.
McCauley, 1996 and 2007). Moreover, they may aitpae promising coevolutionary
advances are underway between economics and nemosg¢see e.g. Caplin and Dean,
2008). Now, it would be implausible to deny thatireepsychological and economic
accounts of choice behaviour can inform each athé&mwitful ways (see e.g. Caplin et
al., 2010, on how knowledge of dopaminergic cicuigstricts the set of learning
processes that can be plausibly associated witphlggsachoices, and Glimcher, 2010,
p.234-6, on how observed choices constrain NEsjectures about what algorithms
underlie people’s decisions). Even so, there am@es@asons to be cautious concerning
the prospects of coevolutionary approaches to tbdetiing of decision making. To
give one example, the mere fact that a mecharapficoach has been adopted fruitfully
in some branches of neuroscience doespeotseimply that economists will find it
convenient to build mechanistically informed modelBhat is to say, even if

coevolutionary strategies have fostered signifiahtances in specific areas of neuro-
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psychological research, it remains an open questlether the same will happen with

NE.

In such a context, it would be of little importatiege that since behavioural economists
managed to include several psychological insights ieconomic theory, NEs will
succeed in their coevolutionary crusades. Fowint [of the differences between NE and
previous research at the interface between ecomsoanid psychology (see section 1.B),
the results attained by behavioural economistsat@er selicense the claim that NE
will foster major advances in economic modellingl dneorising. More generally, it is
still unclear how informative coevolutionary comstits will be across NE’s parent

disciplines.

Indeed, there are reasons to be quite prudentisnréspect. By way of illustration,
consider Marr's (1982) tripartition between the @utational, algorithmic and
hardware implementation levels. As remarked by @raand Alexandrova, “many
different algorithms can solve the same computatigmoblem, and many different
hardwares can implement the same algorithms” (2p(#B3; see also Fernandes and
Kording, 2010, p.345). Hence, NE findings concegrtime algorithmic underpinnings of
people’s decisions may fail to be informative togl economists and neuroscientists
who aim to provide computational and hardware imm@etation accounts of choice

behaviour.

The second ground on which NEs advocated the eatstn of a unified

interdisciplinary framework for modelling choiceHaiour relates to the benefits that
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such a framework can be expected to yield to NBremt disciplines. As we have seen
in chapter two several NEs provide alluring characterizationstred predictive and
explanatory gains that a neural enrichment of ecoodheory purportedly offers to
economists. Regrettably, as we notedhapter four the benefits at which many NEs
hint are still hypothetical or confined to specifitioice settings. To be sure, one
welcomes NEs’ attempts to integrate the accountshoice behaviour provided by
NE’s parent disciplines. Yet, the point remainstteaonomists, psychologists and
neuroscientists havalready achieved considerable successes by relying onlyhigh
specialized modelling tools and research metholis. Aistorical record does npér se
exclude that neuro-psychological findings can infdruitfully the economic account of
decision making. Stillit counsels economists to prudently reflect beforbagking on

ambitious transdisciplinary Russian campaigns.

In this latter respect, various proponents of NResp to overestimate the relevance of
neural data and findings for the economic accodrdezision making. For instance,
Padoa-Schioppa advocates the adoption of NE mautelthe alleged ground “that
neuroscience can contribute to psychology, and fisgchology can contribute to
economics” (2008, p.450-1). Regrettably, it remaams open question whether the
vague notion of “contribution” to which Padoa-Sqbpe refers supports his inferefite
To give another example, noting that both the douilm conditions modelled by
economists and the neural computations investightedNEs are “organized by the
general principle of optimization” (McCabe, 20083%0) does not license the claim

that NE findings are informative to economists. FHoe practitioners of disciplines

®5 Many notions do not support it. To see this, adesithe equivalence relation and the sets
(1,2), (2,3) and (3,4). Even though some membé isfequal to some member of B and some
member of B is equal to some member of C, no memwbaris equal to any member of C.

177



whose findings are hardly relevant to economic mh@mploy optimization techniques

as a fundamental modelling tool (see e.g. ParkérSamith, 1990, and Sunder, 2006).

More generally, it remains an open question whetierery idea of providing a single,
general theory of human behaviour constitutes bl@isesearch project. After all, it is
one thing to assert that economists’ account ofcehbehaviour should be consistent
with the ones provided by other disciplines. Itgsite another thing to claim that
economists, psychologists and neuroscientists dheaiploy some common set of
constructs to model people’s decisions. Now, sorgs [&.g. Caplin and Dean, 2008,
and Glimcher, 2010) have recently attempted to dement traditional decision

theoretic analyses by identifying and measuring esasbservable neuro-biological
magnitude that is systematically related to denisitlities. Still, the point remains that
economics, psychology and neuroscience preserdkytlle common basic constructs
required to provide a unified theory of choice bebar (I shall expand on this issue in

chapter six.

To recapitulate, NEs’ contributions may well fosttee development of interdisciplinary
accounts of specific choice patterns or behavioweglularities. Even so, NEs have
hitherto failed to provide compelling reasons tmkhthat economists, psychologists
and neuroscientists will find it convenient to deye a common framework for
modelling decision making. In particular, it rem&innclear why the interchanges
between NE’s parent disciplines should go beyomdestimited-scope collaboration. In
this respect, what Kahneman (2003, p.165-6) askarteelation to psychology seems

equally pertinent to recent neuroscientific reska’ss he points out, “the analytical
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methodology of economics is stable, and it willviiebly constrain the rapprochement
between the disciplines”, with “no immediate praspé of those disciplines “sharing a

common theory of human behaviour”.
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5.C AN ARGUMENT FROM INTRADISCIPLINARY HETEROGENEIT Y

The recent advances at the interface between ecgosiopsychology and neuroscience
have encouraged NEs to raise several criticismgezamg the economic theory of
choice. However, the proponents of NE appear td bhohtrasting positions with regard
to the methodological presuppositions and the evgttay aims of their research. In this
section, | assess the scope and the significand¢Est divergences. In particular, |
articulate and defend argument from intradisciplinary heterogenewich questions
the possibility of combining NEs’ contributions ana single, general theory of human
choice behaviour. Different versions of this argaimean be developed depending on
which issues one considers. In what follows, | ®on NEs’ disagreements concerning
() the verydefinition of NE, (ii) how NE is expected taform the economic theory of
choice, (iii) theinterdisciplinary relationshighat supposedly holds between economics
and other behavioural sciences, and (iv) speddiatures of the human neural

architecture.

Before proceeding, let me anticipate that the albgveloes not include all the issues on
which NEs hold conflicting positiofS Yet, as | argue below, it specifies four respects
in which NEs’ divergences hamper progress in NEHragmenting it in a plethora of
competing approaches. To be sure, some of theseesisare conceptually

interconnected. For instance, disagreements abmutNE is expected to inform the

® To give one example, NEs express heterogeneouss \dencerning the merits of rational
choice theory. For instance, Camerer, Loewensteth Rrelec (2005, p.10) speak of it as a
conceptually primitive and empirically inadequatanfiework for modelling human behaviour.
Camerer, instead, alleges that the “rational chajgeroach has been enormously successful”
(1999, p.10575). For their part, Glimcher and Rimstii go as far as to argue that “classical
utility theory can be used as a central conceptiferstudy of choice in economics, psychology,
and neuroscience” (2004, p.449; see also Gliméarjs and Bayer, 2005, p.253).
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economic theory of choice may arise from the féut tdifferent NEs define their
discipline in dissimilar terms. Still, they appedar be sufficiently distinct to deserve
separate discussion. Having said that,argument from intradisciplinary heterogeneity

can be articulated as follows:

P.1  NEs define their own discipline in rather diéfiet ways.

P.2  NEs hold dissimilar views as to the extent kacv their research is expected to
inform the economic theory of choice.

P.3  NEs endorse heterogeneous positions concewtiag disciplines will provide
the foundations of their framework for modellinghan choice behaviour.

P.4  NEs sharply disagree concerning specific featuof the human neural
architecture.

C Different NEs advocate contrasting modificatiaafsthe economic theory of

choice.

Let us consider each step of this reasoning in ®iremise lremarks that NE has been
given rather dissimilar characterizations in thieréiture. As we have seen in section
1.A, some authors (e.g. Glimcher, 2010, and McC20@83a and 2003b) speak of NE as
an interdisciplinary enterprise which combines ghss from economics, psychology
and neuroscience into a single, unified theorytaice behaviour. Other times, NE is
presented as a specific application of economiorth& the modelling of the human
neural architecture (see e.g. Glimcher, Dorris Bager, 2005, and McCabe, 2008). For
their part, some NEs (e.g. Camerer, 2003 and 20l8xpacterize their discipline as an

extension of behavioural and experimental econan@tdl differently, other authors
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(e.g. Rustichini, 2005, and Zak, 2004) regard NEamasapplication of neuroscientific

techniques and methods to the economic accourgasidn making.

Premise Zstates that NEs hold heterogeneous views congethenextent to which NE
is supposed to inform the economic theory of cholaerender this point more vivid,
let us compare the incremental and the radicalagmprto NE research we examined in
section 1.A. On the one hand, incremental NEs krajpecific economic models in light
of neuro-physiological insights, without challengireconomists’ representation of
decision problems as the constrained maximizatibsome utility function. On the
other hand, radical NEs cast doubt on the possiloli modelling decision makers as
maximizers of a stable utility function and aimiteplement substantial changes in the

economic theory of choice.

The incremental/ radical divide is best depicted s0 much as an all-or-nothing
dichotomy, but as a continuum along which seven&¢rmediate positions can be
differentiated. In this respect, one may wondertivbiethe accumulation of incremental
modifications amounts to a radical change in ecaadheory. This question concerns
not so much where the boundary between incrememtdl radical contributions is
plausibly set, but the permeability of such a bargdAs we noted irchapter two
whether one takes the neural enrichment of speedanomic models to constitute a
genuine change in economic theory partly dependsoanshe conceives of the relation
between models and theories in economics. Stélpihint remains that incremental and
radical NE respectively aim to modify the econortiieory of choice to a significantly

different extent. In this respect, several NE &ticappear to face the following
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problem. On the one hand, radical contentionsyguiedlly too extreme or insufficiently
qualified to withstand evidential scrutiny. On thiner hand, incremental contributions

rarely warrant the propaganda and the excitementotiten accompany NE research.

Premise 3points to NEsS' disagreements regarding what dis@p provide the
foundation of their hypothesized framework for mididg choice behaviour. Let us
consider some examples in support of this asseriioa recent book, Glimcher argues
that it is usually the higher-level abstractionsttiyuide lower-level enquiries and
alleges that “insights from economic theory musivpie the organizational structure”
for NE investigations (2010, p.126; see also Glierch2003). McCabe, instead,
contends that elaborating informative NE modelwires “both a topdown approach
[...] from economics and a bottom-up approach [...Jnfr@ognitive neuroscience”
(2008, p.349). Still differently, Camerer argueatttbecause economics is the science
of how resources are allocated by individuals [.hg tpsychology of individual
behaviour should underlie and inform economics, mag physics informs chemistry”
(1999, p.10575). For their part, Zak and Denzaagéar as to assert that the “methods
and findings in the biological sciences need tongerporated directly into economics
if the discipline is to continue to produce releversights into human behavior” (2001,

p.32).

Now, it is true that NEs may consistently endorsme of these claims. For instance,
one could argue - in line with Wilson (1998, p.206}hat “it is in biology and
psychology that economists and social scientisté fimd the premises needed to

fashion more predictive models”. Still, the presoassertions express quite dissimilar
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positions concerning the interdisciplinary relasbip that allegedly holds between NE
and its parent disciplines (see also Fumagalli,020These divergences, in turn, cast
doubt on the possibility of combining NEs’ contrilms into a cumulative case in
favour of NE. In section 7.B, | shall assess traugibility of NEs’ assertions in light of
the vast literature on intertheoretic reductiorFor now, let me give one reason for
being cautious concerning some authors’ transdisaiy fervour. In their articles, the
proponents of radical NE fall short of specifymyexactly the ongoing cooperation at
the interface between economics, psychology andoseience would prelude major
interdisciplinary rearrangements. In particular,eyth are disappointingly vague
concerningwhat constructsvould replace the ones that are currently employgd

economists.

As noted bypremise 4 NEs often disagree also in relation to severatuies of the

human neural architecture. By way of illustrati@monsider the divergences arisen
about the functional localizability of specific cotive processes. Some NEs (e.g.
Camerer, Loewenstein and Prelec, 2004 and 2005) seeerroneously assume that
different neural areas are respectively associatddrational and irrational behaviour.
On the contrary, others (e.g. Glimcher, Dorris &ayer, 2005, and Preuschoff et al.,
2006) rightly point out that the neural substratésrational decision making are
unlikely to be topographically localized. In padiar, they question the alleged

associationif between evolutionarily older neural areas andtemal circuitry, and

®7 Classic works include Nagel, 1961 and 1974, Sakaff1967, Fodor, 1974, and Churchland,
1981 and 1985. For some recent publications irptiesophy of neuroscience, see e.g. Bickle,
1998 and 2003, Craver, 2007, Craver and Alexang@3@8, and Sullivan, 2009.
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(i) between evolutionarily more recent brain regiand higher cognitive functioffs
As Massey puts it, “the neural anatomy essentialféitl rationality [...] is a very
recent evolutionary innovation”, and rational ai®k “did not replacemotionality as

a basis for human interaction”, but “were graduadlggdedto pre-existing and
simultaneously developing emotional capacities’'0O2(.16; see also Anderson, 2006
and 2007, on how evolutionarily older neural ar@as often engaged by many

cognitive tasks).

On the basis of the previous premises, the argufmamtintradisciplinary heterogeneity
concludesthat NEs advocate contrasting modifications of #w®nomic theory of

choice. To be sure, not all NEs’ contrasts call @ddwancement of NE research into
question. To see this, consider NEs’ disagreenares specific features of the human
neural architecture. Most of these divergences hball presumably settled thanks to
further developments in NE scanner technology aqee@mental practices. Moreover,
the mere fact that some issues in neurosciencstidranresolved does not imply that
economists should “wait until neuroscience has gramore mature before we try to
accommodate their insights and findings” (Vromed0 2, p.161). For NEs may succeed
in building informative neurally enriched modelstiwaut taking a definite position on

all of those issues.

NEs could put forward additional reasons to redatving far-reaching implications

from their current disagreements. In particulagytimay contend that the existence of

® There are various reasons to doubt that two aneadigndistinct brain systems respectively
underlie rational and irrational decisions. Fortamge, various areas traditionally associated
with emotions contribute to higher cognitive funecis such as the encoding of rewards (see e.g.
Glimcher, 2009, and McClure et al., 2004b; see &dston, 2002, on the functional and
anatomical interdependences between different jareas
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divergences is quitexpectablegiven that NE is in its first stages of developmen
Indeed, they might even argue that the existingtrasts are signs of a lively and
promising debate. After all - the reasoning woutd-dNE is still in its infancy, and it is
desirablethat several approaches compete for defining émems of its orthodoxy. As
it is occasionally claimed in methodological dissioss: “Don’t bother too much at first
about the compatibility of different theories. Jusfit, and let inter-theoretic

competition decide which candidates will standteet of time”.

Prima facie the aforementioned recommendation seems to eéasible advice and
nicely fits with the methodological prescriptionsopided by some philosophers of
science. Consider, for example, the Lakatosian ata{Z970) that research programs
often grow in an ocean of anomalies and that adgpdin exceedingly severe stance
towards novel conjectures might lead one to prerebtiabandon promising research
avenue¥. Yet, as Lakatos’ critique of degenerating redegsmograms persuasively
illustrates, even someone who advocates lettingyrflamers blossom is still allowed

to weed.

A proponent of NE may protest that economics itsélf its early days, was
characterized in dissimilar terms by prominent eoists, and that nevertheless these
discrepancies did not preclude its progress. Howeabe mere fact that economics
progressed in spite of definitional and methodalagdiversity by no means excludes
that NEs’ divergences hinder the consolidation ledirt discipline. To be sure, the

existence of profound contrasts between NEs doeparcsepreclude the development

% See also Feyerabend (1962, 1970 and 1975) farlaia that developing several competing
approaches fosters intradisciplinary progress.
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of informative NE models. For even if distinct NBsld inconsistent positions on
several substantial issues, one (or some) of dpgroaches may still serve as a basis
for constructing instructive models. Nonethelebg, divergences we examined above
cast serious doubts on NEs’ attempts to develomgles general theory of human
choice behaviour. For those divergences concerpot-just different terminological
options, or secondary aspects of NE research, the very definition of NE and how
NE is supposed to inform economic theory. To putiffierently, it is hard to see how
NEs can provide a unified theoretical framework famrodelling human choice
behaviour, when they agree neither on the explaypations of their research nor on

what constructs will serve as the foundation ofrthecount of decision making.

An additional reason to think that NEs’ divergenbesper progress in their discpline
relates to the explanatory goals that some lealiBg claim to pursue. If NEs rested
content with proposing a series of unrelated modsdeh designed to account for a
specific phenomenon (see e.g. Kosfeld et al., 2808,Zak et al., 2005, 2006 and 2007,
on how oxytocin may affect agents’ trust and gesigyan particular choice settings),
then reconciling their approaches would not seewotestitute a paramount issue. Yet,
when it comes to providing a “single, general tlyeof human behaviour” (Glimcher
and Rustichini, 2004, p.447) and “an entirely n@wvaf constructs” for the analysis of
decision making (Camerer, Loewenstein and Preldf)52 p.10), reducing the
fragmentation which characterizes current NE resebecomes a particularly pressing
concern. In this respect, various authors aptlynweagainst the risk of “giving rise to a
proliferation of different models that are mutualigompatible not only in terms of the

details, but also in terms of the overarching apphd (Caplin, 2008, p.359).
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To conclude, one views with favour NEs’ short teagpiration to integrate insights and
findings from different behavioural sciences. Stillere are reasons to question their
long term ambition to provide a unified frameworér fmodelling human choice
behaviour. The reasoning | presented above canubamarized as follows. The
accounts proposed by different NEs are charactébyeprofound dissimilarities, which
concern the central tenets of NE. By itself, théstexce of these contrasts does not
prevent NEs from constructing informative neurogdsjogical models of choice. At
the same time, it casts serious doubts on thesmgiiis to provide a unified theoretical
framework for modelling decision making. In parten) the ongoing fragmentation of
NE research into heterogeneous approaches makiesilitful that NEs will foster a
grand unification of the behavioural sciences.hiis tespect, economists should reflect
carefully before endorsing NEs’ claims regarding ihterdisciplinary consilience - not
to say unification - of the behavioural science=e(s.g. Camerer, 1999, p.10575, and
Camerer, Loewenstein and Prelec, 2004, p.573)séioe of these claims seem inspired
more by an unreflective overextension of the meshadbpted in particular branches of
neuroscientific research than by principled reftatd concerning how NE is likely to

inform its parent disciplines.
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CHAPTER SIX

ON THE FUTILE SEARCH FOR TRUE UTILITY

In this chapter, | provide a case study to illustrhow the conceptual differences
between NE’s parent disciplines constrain the @atee of neuro-psychological findings
for the economic theory of choice. In the literatat the interface between economics,
psychology and neuroscience, several authors attgate economists could develop
more predictive and explanatory models by incoriegainsights concerning agents’
hedonic experiences. In particular, some (e.g. C@ame&008a, p.45, and Camerer,
Loewenstein and Prelec, 2005, p.15) go as far asoittend that agents’ utility is
literally computed by specific neural areas anceuggonomists to complement or even

substitute their notion of utility with some neyssychological constructs.

Economic modellers and methodologists have ascribedriety of meanings to the
concept of utility. Indeed, different authors emy@d this term in so different senses
that one wonders whether we can meaningfully spéalkility as a unified concefit In
the recent economic literature, three senses ofwbel stand out as particularly
prominent. Firstly, contemporary decision theorigypically regard utility as a
mathematical representation of preferences to berred from observed choicés

Secondly, other authors employ the term utility reder to a hedonic magnitude

" In this respect, it is telling that several leagiaconomists (see e.g. Pareto, 1909, on
“ophelimity”, Fisher, 1918, on “wantability”, andigou, 1920, on “desirability”) proposed
giving a separate name to utility to differentidkeir analyses from the works of psycho-
physiologists (see Colander, 2007, p.220, for alaimemark).

> As we noted in section 1.B, the idea (see e.ga§av1954) is that if an agent's preferences
satisfy specific consistency requirements, thesdhmreferences can be represented by a unique
probability function and by a utility function unig up to positive linear transformations such
that of any two options the one with higher expeatility will be preferred.
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reflecting agents’ experiences of pleasure and (s8a e.g. Kahneman, 2000, p.2, and
Kahneman, Wakker and Sarin, 1997, p.375). Finaltyne speak of utility as a value
signal that can be directly measured in the actimapatterns of specific neural areas
(Camerer, Loewenstein and Prelec, 2004, p.556)a#dade that “map-like structures in
the brain [...] are actually the subject of econotheory” (Glimcher, Dorris and Bayer,
2005, p.238). These three notions are often nameedsion utility experienced utility
and neural utility respectively. Below | refer to the last two noticas ‘true utility’,
since they are usually employed to indicate somjectibe quantity rather than a

mathematical construct such as decision utility.

The contents of this chapter are organized asvislldn section 6.A, | draw some
conceptual distinctions between the three aforeimeed notions of utility and outline
various methods for measuring experienced and hetility. In sections 6.B and 6.C, |
critically assess the thesis that economists shbag® decision theoretic analyses on
experienced or neural utility. In doing so, | exaensome critical issues regarding the
definition and measurability of these notions ofityt Moreover, | provide various
reasons to doubt that economists should repladsideaitility with some notion of true
utility as a central concept of decision theory. dfitique can be seen as a response to
those NEs who advocate the replacement of “the enadkical ideas used in
economics” with “more neurally detailed descripgdriCamerer, 2005) and speak of
“substitut[ing] familiar distinctions between catetps of economic behaviour” with the

ones adopted in other disciplines (Camerer, Loetgenand Prelec, 2005, p.15).
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Before proceeding, let me put forward three prelany caveats regarding the focus of
this chapter. Firstly, 1 do not explore the histati interrelations between distinct
notions of utility, as the cogency of my considenas does not rest on how one
reconstructs them. For the purpose of this enqitisyffices to note that the possibility
of measuring experienced utility was prefigured Iwmdfore the advent of standard
decision theory (see e.g. Edgeworth, 1881 [196vHereas the notion of neural utility
has appeared in economic discussions only in $tediecade. Secondly, the concept of
utility is amenable to various interpretations desithe three ones | discuss here (see
e.g. Bradley, forthcoming, on subjective and olyecinterpretations of utility). | do not
expand on those interpretations, as they are masthyogonal to the focus of my
investigation. Finally, decision theory can be givieoth descriptive and normative
interpretations. In this chapter, | focus prevdiewin the former. In the next chapter
(section 7.C), | shall discuss some normative appbns of experienced and neural

utility measurements to economic welfare analyses.
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6.A FROM DECISION UTILITY TO TRUE UTILITY

Traditional decision theorists treat agents’ cheies primitives and regard them as
rational to the extent that the underlying prefeemn satisfy specific consistency
requirements (see Bhattacaryya et al., 2011). ¢h sucontext, no explicit assumptions
are made about the neuro-psychological substrégents’ preferences. This notion of
rationality concerns whether one’s preferences camsistent with one another, and
places no constraints on “the content of any bediefl desire taken in isolation”

(Bradley, forthcoming, p.1; see also Sugden, 199&), as we have seen in section 1.B,
even these consistency requirements are occasionallated by real life decision

makers. In the recent NE literature, several agthadvocate complementing or
replacing the formal notion of decision utility Witspecific neuro-psychological

constructs. The idea is to view agents as “rankfougcomes in terms of some objective
measure” (Bruni and Sugden, 2007, p.170) and torgtalecision theoretic analyses on
such a measure (Glimcher and Rustichini, 2004, 2.4hd Kahneman and Sugden,

2005, p.161).

Various candidates for substituting decision ytihave been proposed. Below | focus
on experienced utility and neural utility in turexplicating some major conceptual
distinctions between them and decision utility. Téxgressionexperienced utilityis
usually employed to indicate a hedonic magnitudeeeeng agents’ experiences of
pleasure and paiwhichis to be measured with psycho-physical methods dR2@07,
p.58). This usage of the term ‘utility’ is more trésive than the one adopted by early

utilitarian philosophers (e.g. Bentham, 1789 [19(Qfppos. I, Il and X), who often
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speak of utility maximization in both a descripti@ed a normative sense. Measures of
experienced utility and decision utility diverge anwide range of circumstances. For
instance, for there to be a general corresponddmatereen decision utility and
experienced utility, agents’ choices must refleasonably accurate predictions of the
hedonic consequences of their actions (KahnemanSamgtlen, 2005, p.167). Sitill,
people frequently fail to anticipate or take intxaunt the effects various actions have

on their future preferences (see e.g. Kahnemargaet, 1990, and Snell et al., 1995).

Three notions of experienced utility can be usgfuistinguished, namelyinstant
utility, a moment-basegheasure which reflects the valence and the iniensiagents’
ongoing hedonic experiences (Kahneman, 2000, préidembered utilitya memory-
basedmeasure “inferred from a subject’s retrospectieores of the total pleasure or
displeasure associated with past outcomes” (Kahneréakker and Sarin, 1997,
p.376); andanticipated utility which reflects “a person’s ex ante beliefs abtha
hedonic quality of future experiences” (Kahnemad &uagden, 2005, p.174). In such a
context, measurements of so-caltethl utility can be obtained by taking the temporal
integral of instant utility measurements (Kahnem@000, p.17, and Kahneman,
Wakker and Sarin, 1997, 389). The idea was allggedticipated by Edgeworth, who
suggested that an imaginary instrument - the hedeter - could measure individuals’

hedonic experiencés

2 In the words of Edgeworth (1881 [1967], p.101)n4igine an ideally perfect instrument, a
psychophysical machine, continually registering theght of pleasure experienced by an
individual... The continually indicated height is igtgred by photographic or other frictionless
apparatus upon a uniformly moving vertical plankei the quantity of happiness between two
epochs is represented by the area contained betiveerero-line, perpendiculars thereto at the
points corresponding to the epochs, and the cuaeed by the index”.
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As llustrated by several studies, agents’ decwsiaignificantly correlate with
remembered utility (e.g. Fredrickson and Kahnemi#93, and Redelmeier et al.,
2003), and individuals typically prefer to undergrperiences to which they assign
higher remembered utility (Kahneman et al., 1998 2897). Two findings regarding
the determinants of remembered utility are wortmtioeing (see e.g. Kahneman et al.,
1993, and Schreiber and Kahneman, 1996). Firdtly,duration of an episode, even
when accurately known, has little impact on its eembered utility duration negleqdt
And secondly, remembered utility highly correlateth the average of the most intense
value of instant utility recorded during an epis@ael the instant utility recorded at the
end of such an episode. As a result, the rememizisedility of an aversive episode
can be reduced by adding an extra period of dissdam¥éhich reduces the peak-end

average\fiolation of temporal monotonicity

The notion ofneural utility relates to the activation patterns of particulaaa in the
neural architecture. The idea is that desirabilgyealized as a concrete object, a neural
signal in the human brain, rather than as a puteypretical construction” (Glimcher
and Rustichini, 2004, p.452). According to the mmognts of neural utility, expected
utility theory can be employed to represent - nt jconsistent decisions, but also -
specific areas’ activation patterns. In their viéthe utility calculations that people
were assumed to do really happen in the brain”k(Rard Zak, 2007, p.50) and
traditional economic models of choice constitutémaiting case of a neural model with
multiple utility types” (Camerer, Loewenstein ancelec, 2004, p.564). Over the last
few years, various authors have suggested thatomamally delimited neural

populations compute desirability signals (seeldage et al., 2008, Kable and Glimcher,
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2007, Padoa-Schioppa and Assad, 2006 and 200®jrtitular, some document that
specific areas’ activations track variations inatiele expected rewards in various
experiments (Platt and Glimcher, 1998 and 1999, owtis and Glimcher, 2004; see

also Basso and Wurtz, 1997 and 1998).

Two main positions regarding how this evidence #hobe interpreted can be
differentiated. According to some authors, the effeentioned findings demonstrate that
the subjects who behave in accordance with thaweiaf expected utility theory “do so
because they neurally represent something haviegotbperties of utility - a neural
activation that encodes the desirability of an omte in a continuous monotonic
fashion” (Glimcher, 2010, p.133-4; see also Preofcht al., 2006). Others (e.g.
Camerer, 2007 and 2008b, and Quartz, 2008) takenthgable evidence to provide
direct support to standard utility theory. Let weds on this latter interpretation. As
noted by Vromen (2010a, p.33), it is certainly rating that expected utility theory can
be applied to entities and processes that few eomt® had previously regarded as the
target of their predictions. Yet, the mere fact thach a theory can be used to describe
the activation patterns of specific neuaaéasfalls short of implying that it accurately

predictsagents choice behaviour.

Before concluding this section, let me emphasize iomportant respect in which the
notions of experienced utility and neural utilityfer. The notion of neural utility refers
to a magnitude that is taken to be measurable migc in specific areas’ activation
patterns. The proponents of experienced utilitystaad, often leave it ambiguous

whether agents’ experienced utility is determinattdely by means of third-person
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measurements or whether it inherently reflects atgents’ first-person evaluations (for
a recent debate on first-person and third-persosppetives, see e.g. Chalmers, 1996
and 2004, Dennett, 1991, and Papineau, 2002 ang).Z00 be sure, some proponents
of experienced utility speak of it as a magnitudeeaable to objective measurements
and allege that “in spite of the immense diversitghe occasions that evoke pleasure
[...] the hedonic attribute that they share is saleerd readily recognized” (Kahneman,
Wakker and Sarin, 1997, p.380). Still, these awthrarely specify what exactly the
shared hedonic attribute of heterogeneous expeaserunsists imAs we shall see in the
next two sections, the conceptual difference betweeperienced utility and neural
utility has important implications regarding bolietmeasurability and the interpersonal

comparability of these notions of utility.
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6.B EXPERIENCED UTILITY: CONCERNS

The proponents of experienced and neural utilégd@ently urge economists to employ
neuro-psychological findings and constructs in tlgveg their models of choice.
Nonetheless, the notions of decision utility, exgeced utility and neural utility differ
profoundly, and replacing decision utility with metpsychological constructs would
involve major changes in traditional decision thyedn this and the next section, |
examine several empirical and conceptual concetisg@ in relation to experienced
utility and neural utility measures respectively.doing so, | argue that the available
neuro-psychological evidence does not substantiegethesis that economists should
substitute decision utility with some notion of érutility. With regard tcexperienced
utility, | shall discuss three issues in turn, which respely concern the measurability,

integrability and interpersonal comparability opexienced utility.

i) Measurability the proponents of experienced utility often apdeapresuppose that
such a magnitude is measurable in reliable andratruerms. Even so, different
authors seem to hold dissimilar positions regardiuigat methods are to be used to
measure it. To see this, consider the characteneaif instant utility provided by
Kahneman, Wakker and Sarin (1997). In their viewstant utility “can be derived from
immediate reports of current subjective experiencefrom physiological indices”
(p.376 and 388). Regrettably, these measures gaifisantly diverge, and it is unclear

which of them should be regarded as more accurateeiable.
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One might rebut that these concerns can be addrdssaleveloping more robust
measures of experienced utility. Over the last tierades, several methods for
measuring agents’ hedonic states have been prapdsadng these, we find the
experience sampling method (Brandstatter, 199ksZsntmihalyi, 1990, and Stone et
al., 1999) and the day reconstruction method (Katame et al., 2004). The former
consists in asking subjects at random times duitiegday to answer questions about
their current affective state. In the latter, egelmticipant is asked to reconstruct her
previous day into short episodes and then rate epislode in terms of various feelings.
These methods seem less liable than others tosbas® experimental confourids
Even so, subjects’ responses can noticeably vatly thieir circumstances (e.g. the
perceived level of experienced utility to which oiseaccustomed), how the periods
composing the examined days are framed and howpribvided response scales are

interpreted (e.g. distinct persons may employ &@sponse categories differently).

This variability, in turn, constrains the reliabjliand the interpersonal comparability of
experienced utility reports (see also painbelow). By way of illustration, consider the
following Garden of Ederexample. Imagine that Adam and Eve have to proeide
hedonic report regarding the experience of eatimg fruit of the forbidden tree.

Suppose that both of them are sincere and haveuategccess to their inner hedonic
states. Assume further that Adam states that laflyritked’ eating the apple, while Eve

just says that she ‘liked’ eating it. Their repobig no means license the claim that

Adam had more hedonic pleasure when eating theeapph Eve did. For Adam and

8 For example, many happiness reports reflect atlaptdo fortunate and unfortunate
circumstances (Brickman et al., 1978, Frederick lamelwenstein, 1999, and Ubel et al., 2005)
and life satisfaction measures respond to factaeh as agents’ transient mood and the weather
(Kahneman and Krueger, 2006, and Schwarz and Sttaél).
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Eve may be rating their experiences in terms ofidhigar response scales, i.e. non-
equivalent mappings between linguistic expresssatisfaction and inner hedonic
states. Averaging responses over individuals catigaté the effects of individual

variability in the use of response scales. Yet,netfeough researchers attempt to
“anchor response categories to words that havemranom and clear meaning across
respondents [...] there is no guarantee that respisdese the scales comparably”

(Kahneman and Krueger, 2006, p.18-9; see also Angfé1, for a discussion).

In such a context, a further worry arises regardimg intertemporal variability of
experienced utility measures. To explicate thisceon, let me provide the following
First Date example. When remembered shortly thereafter, adage can give one an
unsurpassable pleasure, awakening her noblest astlelevated sentiments. However,
the remembered utility associated with such anogigi€an vary dramatically depending
on how the subsequent relationship unfolds. Moreowae may continue to derive
utility (or disutility) from that episode long aftat ends by remembering it, by
experiencing how her inner life has been affected,betc. A proponent of experienced
utility might allege that by taking the temporakagral of these remembered utility
measures, we could provide a complete measuremienheo remembered utility
associated with such an episode. Still, it remamdear how informative it would be to
know what the remembered utility associated witlepisode at a given moment is. For
the value of such a measure can significantly flat# depending on factors such as
what memories the agent happens to recall, theealshe ascribes to those memories,

etc.
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i) Integrability. Kahneman (2000, p.6-8) imposes various requirésnen how total
utility is to be constructed from profiles of instautility as a measure of what he calls
“objective happiness”. Among these, we firgeparability according to which “the
order in which moment-utilities are experienced dowt affect total utility”;time
neutrality, which states that “all moments are weighted airkéotal utility”; and so-
called ordinality, which requires that‘any two moments of experience can be
compared, to establish which of them carries tlghdri hedonic value” (Kahneman,
Wakker and Sarin, 1997, p.389). As argued by Kalame(2000), separability and time
neutrality are necessary - and, together with sigkness (see below) and ordinality,
sufficient - for representing utility profiles as decumulative function showing the
amount of time an agent spends at each level asple and pain. Nonetheless, each of
these assumptions is vulnerable to severe critkidmt us consider those assumptions

in turn.

Separability requires that “the contribution of element to the global utility of the
sequence is independent of the elements that prdcadd followed it” (Kahneman,
2000, p.7)Prima facie this assumption seems vulnerable to obvious epexamples.
For instance, the hedonic outcomes associated waking a nap and reading
Wittgenstein’sTractatustonight depend on whether you spent the whole sliegping
or compulsively computing Hamiltonians. AccordirigKahneman, Wakker and Sarin
(1997, p.391), separability of instant utilitiesjusstifiable provided that one’'s measure
of instant utility “incorporates all order effecesd interactions between outcomes”
(inclusiveness Regrettably, the proponents of experiencedtytieave it unclear on

what grounds we are to ascertain whether inclusiseims satisfied. Moreover, it seems
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doubtful that our measures of instant utility reflall the affective consequences of
previous experiences and the anticipation of fuauwents. To give one example, one’s
past experiences can influence her current hedstaies in ways which often elude her

awareness and existing physiological indicatorsstant utility.

Regarding time neutrality, total utility measuraffed markedly from decision utility
and remembered utility ones, which typically assigore weight to outcomes that
respectively occur early and late in a sequenceoiting to Kahneman, Wakker and
Sarin, a time-neutral perspective is “appealinghtas a rule of personal prudence and
as a principle of social planning” (1997, p.393gt,Ymuch controversy surrounds this
issue. For instance, one may contend that a dechedise psychological connectedness
between our present self and our future selvesgigea reason to discount the utility of
those selves (Parfit, 1982 and 1984). More gengridlé inherent temporal situatedness
of the position from which decision makers evaluaitcomes makes it dubious that the
temporal distance between an outcome and the momewtich such an outcome is
evaluated is irrelevant to its evaluation. | am wonhcerned here with settling the
controversy over the rationality of discounting fiaéure. Still, the proponents of total
utility cannot gloss over this issue, if they ace provide decision theorists with a

convincing case for relying on such a measure.

As to ordinality, Kahneman (2000, p.12) himself makledges that whether agents can
meaningfully compare distinct hedonic states ignately an empirical question. | shall
not expand on the vast literature on incompargbdéases (see e.g. Chang, 1997 and

2002, and Raz, 1986). For the purpose of this epqiiisuffices to note that people are
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not always able to express definite preferencesd®t heterogeneous experiences (e.g.
suppose you had to choose between undergoing swongceting physical pain and
suffering from a profound depression). Indeed ppears that situations where people
are at loss in formulating accurate evaluationspacific “moments of experience” can

be multipliedad nauseam

iii) Interpersonal comparabilityaccording to Kahneman, “a distinctive neutralnpoi
[neither pleasant nor unpleasant] permits compasiscross situations and persons”
(2000, p.7). The idea is that although the stimyiwng rise to a neutral experience
varies across contexts, “the neutral experienadfits constant” and can be used to
ground meaningful interpersonal comparisons of egpeed utility (Kahneman,
Wakker and Sarin, 1997, p.380; see also Kahneméwarey, 1991). However, it is an
open question whether the neutral point can sdrngepurpose. To be sure, one may
insist that we often make interpersonal comparisomsthe alleged ground that the
functions relating hedonic states to physical \dea are qualitatively similar across
people (Kahneman et al., 1997, p.380). Yet, appgad this vague notion of qualitative
similarity does not license wide-ranging conclusioregarding the interpersonal
comparability of experienced utility reports (seg. éHarsanyi, 1955Arrow, 1977, and

Griffin, 1986, p.75-12)*.

" Indeed, it is unclear whether the mere fact toates experiences are deemed to be neither
pleasant nor unpleasant by an agent makes themsuthect of an informative categorization.
For instance, suppose that you regarded reattiegKkaramazov Brothergireaming of walking

on Mars and counting blades of grass in your gaedgeneutral experiences. Is this fact of any
particular significance when it comes to assestiieglesirability, the choice worthiness, etc. of
these experiences?
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In such a context, one may wonder whether an agexierienced utility in a given
situation can be measured in purely physical tefirh& question relates to an issue that
has been discussed extensively by philosophers infl,r mamely whether having
complete knowledge of an agent’s physical statesificient for acquiring complete
knowledge of her mental states (see e.g. Broad5,18&ckson, 1982 and 1986, and
Nagel, 1974 and 1986). Now, establishing the oljeatneasurability of experienced
utility in purely physical terms would require ote show that, once all the relevant
physical data have been collected, there is notimiage to learn regarding what it is like
to enjoy a particular level of experienced utiligt present, this constitutes an open
question in the philosophy of mind (see e.g. Chadm#996 and 2004, Dennett, 1991,

Metzinger, 2000, and Papineau, 2003, for a debate).
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6.C NEURAL UTILITY: CONCERNS

Let us focus omeural utility. In what follows, | examine in turn some concerglaited
to the informativeness of neural utility measurdse reducibility of measures of
experienced utility to measures of neural utilapd the underdetermination of neuro-

psychological theories by the available evidence.

1) My first concern relates to thaformativenes®f neural utility measures. In order to
identify which areas generate neural utility signabne typically has to “rely on
correlations with directly interpretable indicatoo$ [well-being]” such as observed
choice behaviour or reported expressions of satisfa (Bernheim, 2009, p.31). In this
respect, some authors worry that neuro-physiolbgmaasures of utility - being
constructed on the basis of observed choices gmuitesl measures of satisfaction -
may be incapable of providing insights which cotrec disconfirm those data. As
Bernheim (2009, p.37) provocatively puts it: “whgeubrain scans to construct noisy
predictions of a subject’'s answers to questionsigbappiness and/or satisfaction when

we can simply pose those questions directly?”.

One pressing challenge for the advocates of newii#y is to offer insights concerning

standard economic variables that economists caaequire by examining those
variables directly (see also Rubinstein, 2008). admress this concern, NEs may
attempt to identify the functions linking hedonitates to neural states in some
experimental population and then employ these détfa other subjects or the same

subjects at a later time. Yet, the point remairat tdentifying which areas generate
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desirability signals requires one to use behavicamd psychological data. This, in turn,
constrains the extent to which neuro-physiologioakstigations can inform decision

utility and experienced utility measurements.

In recent years, some authors have argued thatifideg some neuro-biological
magnitude that is systematically related to denisudility provides “fundamental
economic insights” (Caplin and Dean, 2008, p.6@&® also Glimcher, 2010). Now, it
would be implausible to deny that neuro-biologieaidence can constrain specific
models of choice (see e.g. Caplin et al., 2010how knowledge of dopaminergic
circuits restricts the set of learning processes tlan be plausibly thought to underlie
choice behaviour). Yet, it remains unclear how éyabose neuro-biological findings
bear on standard decision theory. To see this, @mgp following Glimcher (2010,
p.135-7) - that our current instruments enable aisdéntify anatomically delimited
populations of neurons whose mean firing rateslinearly related to decision utility.
Even so, profound differences remain between thegfirate of some neurons and an
abstract economic construct like decision utiliegg( only the former is a cardinal
object). These differences, in turn, hinder NEdermpts to bridge the *“current
conceptual gap” (Caplin and Dean, 2008, p.663) éetwthe economic and the

neuroscientific accounts of choice behaviour.

i) Over the last few years, several insights rdgay the neuro-physiological correlates
of experienced utilithave been provided. Consider, for example, antiegaitility.
Some authors (Elliott et al., 2000, and Knutsoalgt2001a) document how particular

areas differentially activate during anticipatioh specific rewards depending on the
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magnitude of the anticipated outcomes. Others (¥onutet al., 2001b) show that
various regions exhibit increased activation whebjexts anticipate some gain but
deactivate by the time subjects receive it. Stileos (Knutson et al., 2003) illustrate
how the activations of specific neural populatisasy depending on whether a subject

fails to receive an anticipated reward or expegtegiteives no reward.

In commenting over the advancement of neuro-phygiodl research, Kahneman
contends that “the prospects are reasonably goodrioindex of the valence and
intensity of current experience, which will be saus to the many kinds of pleasure
and anguish in people’s lives” (2000, p.13). Noeurmscientists will certainly provide
increasingly accurate characterizations of the aleunderpinnings of experienced
utility. Still, it is doubtful that measuring thetavations of specific neural areas enables
us to adequately account for the remarkable dityedsipeople’s hedonic experiences.
My point is not just that the neural substratesafe hedonic states are topographically
and functionally too complex to be captured by entr neuro-physiological
investigations. Rather, my main concern is that elaym to have disclosed the neural
constituents of people’s subjective experienceslavbe philosophically naive. After
all, one may well reiterate that experienced ytiliteasures supervene on neural utility
ones, i.e. that every change in agents’ hedoniestaflects some modification in their
neural areas’ activation patterns. Yet, it is arroguestion whether experienced utility
measures, which relate to people’s subjective espess, can be thoroughigducedto

third-person neural utility data. Let me expandlas point.
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In the philosophy of mind and of cognitive sciencesveral anti-reductionist lines of
argument have been developed. For example, sorheraye.g. Fodor, 1974) question
the prospects of intertheoretic reductions by poito the multiple realizability of
mental states at the physical level. Others, instdany that materialistic neuroscience
can account for the phenomenological features ofnoental states (e.g. Nagel, 1974,
and Jackson, 1982), the semantic content of owrgthts (e.g. Searle, 1980 and 1990),
or the holistic character of the mental (e.g. Dawig 1980). | am not concerned here
with assessing the merits of these arguments, 8t does not have to be a Cartesian
substance dualist to doubt the reducibility of elgeced utility measures in terms of
neural utility ones. To give one example, the iehéwvagueness of many phenomenal
accounts of conscious experiences severely constitiieir susceptibility to neuro-
physiological reduction. In the words of Papinea003, p.208-9), scientific research
can “narrow down the possible material referentplednomenal concepts” (e.g. being
in pain). Yet, due to the vagueness of our phenaimeoncepts, there will typically

remain several candidate material referents fon eathose concepts.

iii) The practitioners and the philosophers of was behavioural sciences frequently
discuss the issue ofnderdeterminationof theory by the evidence. Recent
neuroscientific research on neural utility facepaaticularly severe instance of this
problem. The idea is that the available neural @we typically underdetermines the
identification of the processes by means of whigktirttt areas’ activations are
combined into desirability signals. That is to sdiferent models of how neural utility

is computed may be elaborated, and the availahleahevidence rarely enables us to
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discriminate between thém Below | distinguish two issues associated witfis th
problem. The first relates to how mastagescomprise the generation of neural utility
signals. The second concerns which nearabhsare involved in those computations.

Let me consider these two issues in turn.

In exploring the neural underpinnings of reward leadon, several cognitive and
computational neuroscientists advocate the soetalmmmon currency hypothesis
according to which the brain ranks outcomes antbr&tin terms of a unique neural
currency (Landreth and Bickle, 2008). The idea d¢®n summarized as follows.
Economic agents often have to decide between congpitcomes (e.g. think of various
courses of action). For principled choice to bespas, the value of the available
options must be represented in terms of some comooorency. In the words of
Montague and Berns, without an internal currencyhie nervous system “a creature
would be unable to assess the relative value éérdifit events [...] To decide on an
appropriate behavior, the nervous system must asdirthe value of each of these
potential actions, convert it to a common scalel, @se this scale to determine a course

of action” (2002, p.2765.

In such a context, two pressing concerns ariselation to the task of identifying how

many stagescomprise the computation of neural utility signdfrstly, there is the

® Philosophers speak of underdetermination of thegrthe evidence in a variety of senses. For
instance, as noted by Okasha (2000), such an exmnelsas been employed to mean that the
available data: are logically compatibléth more than one theory (Newton-Smith, 1978); can
be explainedby more than one theory (English, 1973); are esddlly more than one theory
(Quine, 1975); and equally supponbre than one theory (Bergstrom, 1993). In thidisec!

use the term underdetermination to indicate thatatmilable data can be employed to support
more than one theory.

® See also Shizgal, 1997, and Shizgal and Cono®86,for some evidence in favour of the
unigue currency hypothesis based on brain-stinuriattudies.
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problem of ascertaining whether the activation ggat observed at a given moment
reflect “aggregation of feelings at different paimt time, or immediate feelings driven
by anticipated [or remembered] outcomes” (BernhélfQ9, p.31). And secondly, one
faces the challenge of understanding how exactty dbhserved neural signals are
aggregated over time. As noted by Bernheim, botbblpms appear to be quite
challenging. For instance, resolving the formerbpem is complicated by the fact that
the very act of anticipating or reminiscing specéxperiences is likely to foster neural
activations besides those associated with the hedorrelates of those experiences. As
to the latter challenge, the development of aceueatpirical generalizations regarding
the intertemporal aggregation of neural signal€asstrained by the variability that

some areas’ activations exhibit across subjectschoite settings.

Additional concerns arise regarding the identifmat of which neuralareas are
involved in the processing of desirability signads we have seen in the first section,
researchers (see e.g. Platt and Glimcher, 19981868) identified various regions
whose activations correlate with the relative expeéwalue of some rewards in specific
decision contexfd. These findings, however, are obtained in highgnstrained
experimental settings and fall short of implyingatththe identified areas compute
desirability signals across decision contexts. Mwee, various studies suggest that
different kinds of reward tend to engage distiretinal circuitries, with dissimilar areas
activating across choice settings (see e.g. Ekio#l., 2000McClure et al., 2004a, and

O’Doherty et al., 2002).

" Until recently, most neural evidence was obtaiimestudies of non-human primates engaged
in unsophisticated experimental tasks (e.g. répetithoices between two primary rewards).
The limited complexity of the examined tasks, cedplwith the anatomical and functional
dissimilarities between humans’ and other primatesiral architectures (see e.g. Allman et al.,
2002), constrain the generalizability of those iingd to traditional decision problems.
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The identification of an anatomically separate mekwof areas responsible for
computing desirability signals is further compleat by the fact that the areas
generating those signals often contribute to otlgnitive and computational tasks (see
e.g. Anderson, 2006 and 2007, and Cabeza and Nyb88F and 2000). To be sure,
dopaminergic circuits are often taken to play are¢mole in the computation of reward
evaluations (e.g. Schultz et al., 1997, and Schal@®0). In particular, several studies
suggest that dopaminergic activity encodes deviatletween anticipated and obtained
rewards (Bayer and Glimcher, 2005, Morris et aDQ0& and Schultz and Dickinson,
2000), with some authors going as far as to redaghmine as “a key input into the
construction of utility” (Caplin and Dean, 2008,609). Still, other theories of
dopaminergic function have been proposed (e.g.i@grrand Robinson, 1998, and
Redgrave and Gurney, 2006). Moreover, natural reésvato not always activate
dopaminergic circuits, and other neural populatioesides the dopaminergic ones have

been shown to contribute to reward evaluations ésgeHare et al., 2008).

To conclude, in the recent literature at the boupdeetween economics, psychology
and neuroscience, various measures of experiennddnaural utility have been

developed. In light of this diversity, it is highfdvisable to distinguish different notions
of utility rather than presume that “a single, ymf concept [...] motivates all human
choices and registers all relevant feelings anceeepces” (Kahneman and Krueger,
2006, p.4). As | argued above, there are profoussirdilarities between decision utility

and neuro-psychological notions of utility. Moreaveeveral empirical and conceptual

concerns arise in relation to experienced and hetilidy measures.
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Now, let us suppose - for the sake of argumenat-we could measure experienced and
neural utility in reliable and accurate terms. @ma&y advocate using these measures to
complement traditional decision theory. Even saditemhal argument is needed to
license the conclusion that decision theoreticyam®s should be based on these notions.
Indeed, there is a sense in which the search tmr wtility appears to be - not just
incomplete, but also - futile. After all, we canpext to find increasingly accurate
neuro-psychological correlates of observed chome®ss decision settings. Yet, it
remains hard to see how those empirical investigatiare supposed to foster the
replacement of a mathematical construct such asidecutility. Paraphrasing what
Davidson (1980, p.231) famously asserted regardimeg notion of rationality, the
consistency requirements associated with decistdity i'have no echo” in neuro-

physiological theory.
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CHAPTER SEVEN

HOW NEUROSCIENCE COULD REVOLUTIONIZE ECONOMICS

As we have seen in the previous chapters, the pepe of NE often manifest the
ambition to implement revolutionary modifications the economic theory of choice
(see e.g. Camerer, Loewenstein and Prelec, 2008, and Rustichini, 2003). In this
respect, it would be of little import to object thBEs have failed to accomplish
revolutionary achievements. For the issue is whetlaad if so, in what respects - they
are likely to do so in a reasonably near futurewNthe plausibility of NEs’ claims
depends on how the notion of revolution is intetgule In everyday language, the term
“revolution” is employed in a number of differerdrses. What exactly do NEs mean
when they speak of revolutionizing the economicoaot of decision making? What
conditions would a modification of economic thedmgve to satisfy to qualify as
revolutionary? In this final chapter, | distinguistur senses of the term “revolution”
and argue that NEs are unlikely to foster a revatuin economic theory in any of these

Senses.

Before proceeding, let me put forward three preiemy remarks regarding the contents
of this chapter. Firstly, the list of senses ofvskition” | consider is not meant to be
exhaustive. For instance, | shall not discuss kdrether NE can prompt significant
changes in economists’ modelling practices (seesegiions 2.B and 2.D on some NE
studies which manipulate agents’ choice behavigumieans of pharmaceuticals and
neurochemicals). Secondly, NEs are not equallykahli to prompt revolutionary

modifications in all the respects | consider bel&ar example, while NEs may promote
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significant increases in the evidential base ofnecaic theory (section 7.A), more
severe challenges seem to hinder progress in meEyahological measurements of
well-being (section 7.C). And thirdly, whether sorseentific advance constitutes a
genuine scientific revolution is often matter afrospective judgement (Nickles, 2006).
This, however, does not prevent us from providingriacipled evaluation of what

contributions NEs are likely to offer to NE’s pateisciplines.
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7.A EVIDENTIAL BASE

A first sense in which the term “revolution” hasebeused by NEs relates to a
significant expansion in thevidential baseof traditional economic theory. NEs
frequently state that a better understanding ofne@ral substrates of choice behaviour
extends the scope of standard economic theory lapliey economists to observe
variables that are considered “inherently unobg#evan it (Camerer, 2008a, p.45; see
also Bernheim, 2009, p.9 and Caplin and Dean, 20@®5). Indeed, some go as far as
to characterize traditional economic models of caa@s a “limiting case” of NE models
containing behavioural, psychological and neuralaldes (Camerer, Loewenstein and
Prelec, 2004, p.564). The idea is that NEs enathler @conomists to measure not just a
greater number of economic variablbesrfzontalexpansion in evidential base), but also

novel kinds of evidencevértical expansion in evidential base).

Three progressively less restrictive views of thiglential base of economic theory can
be contrasted. On a narrow interpretation, onlyeolzble choices constitute relevant
evidence for the economic account of decision n@akKirhis view has been advocated
by various leading economists (e.g. Samuelson, 1838 1947), but is currently
defended only by few authors (e.g. Gul and Pesémgdd2008). A more ecumenical
perspective takes both observed choices and p®ghbal data (e.g. people’s
satisfaction reports) to belong to the evidentiatéd of economic theory. This view
prompted several behavioural economists (see dmor§ 1955, Kahneman and
Tversky, 1979) to combine psychological and behaabdata in constructing their

models. According to a third, even more inclusieaeeption, also neural variables and
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findings are to be used in building economic modélshoice. In this perspective, NES’
calls to incorporate neuro-physiological data carséen as the most recevave of an
iterative expansion of the evidential base of eatiedheory that arguably started with
the early works of psycho-physiologists (see e.lgn&er, 2010, ch.4). As Camerer
puts it, “advances in neuroscience make it posslaeasure and causally manipulate
many processes and quantities that were not imlalgifa..] when the foundation of
neoclassical economics was being laid [...] To ignibrese developments entirely is

bad scientific economizing” (2008a, p.60-1).

Now, let us assess the cogency of NEs’ claims. Asheve seen iohapters twoand
four, neuro-psychological insights can help econontstpredict and explain a wider
range of choices (e.g. think of the violations gpected utility theory). In particular,
several NEs aim to develop a framework which isexgeneral than standard economic
theory in the sense of covering both rational arational forms of behaviour (Vromen,
2007, p.159). Yet, the mere fact that NE contritmsi allow for an increase in the range
of phenomena modelled by economists does not ithlythey will also foster a major
expansion in the evidential base of economic theboybe sure, it would be implausible
to deny that NEs can measure and causally mangputainy variables besides those
figuring in standard economic theory. Yet, the omasvhy economists focus on
observed choices is not because they deem neursbles to be inherently
unobservable, but rather because the very act dehiog requires them to concentrate
on a subset of the features of the examined taygaéms. In this respect, the question
remains as to how far the evidential base of tlmewmic theory of choice should be

expanded by economists. Let me explicate this agonce
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As we have seen ichapter four NEs have hitherto failed to demonstrate that
economists will find it convenient to import mangumal insights into their models. In
particular, various NEs overstate the extent tocihheir studies expand the evidential
base of economic theory. By way of illustrationnsmler the claim by Fehr and
Camerer that while economists “treat preferencekhatiefs as impossible or difficult
to observe directly”, NE research “rejects the psenof unobservability (2007, p.419).
Such an assertion does not appear to withstandirscréror the abstract character of
preferences and beliefs makes them an unsuitatgettéor direct neuro-psychological
observation. Analogous remarks apply to those NIBs wrge other economists to
include neural constructs and findings into theadels on the alleged ground that “the
study of the brain and nervous systembéginning to allow direct measurement of

thoughts and feelings” (Camerer, Loewenstein aetePy 2005, p.10).

More generally, the point remains that NEs raraly forward compelling reasons to
integrate other disciplines’ insights into econortheory. To see this, let us examine
some NES’ contentions concerning the purportedbfolgical character of economics
(e.g. Glimcher, Dorris and Bayer, 2005, p.254) dhd alleged need to include
biological methods and findings into economic tlye@ak and Denzau, 2001, p.32).
Prima facie it might seem that economics, defined as theystfidelationships between

ends and scarce resources having alternative BRedbifis, 1935, p.15), has significant
conceptual affinities with biology (see e.g. Mal§hE890 [1961], p.772). Still, it is one

thing to maintain that biological insights couldgheconomists to improve their models

of choice. It is quite another thing to assert thetimately, economics is a biological
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science” (Glimcher, Dorris and Bayer, 2005, p.294is latter assertion appears to face
the following dilemma. On the one hand, interprgtine term “biological” broadly - so
as to imply that economic models represent thenetaof living organisms of some
sort - would render the claim trivial. On the otheand, opting for a narrower
interpretation of such a term makes it unclear wkgctly economics would constitute a

biological - as opposed to psychological, neuradsifie, etc. - discipliné®.

Zak and Denzau's (2001, p.32) assertion that thetliods and findings in the
biological sciences need to be incorporated diyertto economics” is even more
disputable. To be sure, biological insights maylvirtpire and inform economists’
models of decision making (see e.g. Fumagalli, 2@hlsome parallel debates about
modelling trade-offs in biology and economics). Méts falls short of implying that the
advancement of economics c®nditional upon thedirect integration of biological
methods and findings. Furthermore, one wonders strdtof biological “methods” and
“findings” economists would have to include inteeithmodels. After all, no sensible
economist would find it necessary to incorporatpdmncomplicate sets of genetic and
phenotypic traits’ frequencies into her models lodice. Furthermore, it is hard to think
of biological methods and findings whose incorporatis necessary for the
advancement of economic theory. That is to sayn@uasts are advised to resist the
call of these biologically informed sirens, if theye to make the most of their

modelling odysseys.

"8 |t is interesting to note that various authorg(&hiselin, 1978, p.233) characterize biology
as an economic discipline. Indeed, some go assf&r present their biological investigations as
economic studies concerning “unusual sets of estithaximizing a rather unusual utility
function” (Tullock, 1979, p.2).
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At this point, one might wonder on what basis theppnents of NE put forward so
disputable assertions. At first, it might be temgtito ascribe exaggerations and
mistakes to the rhetoric of the discipline anddme authors’ desire for visibility and
funding. Upon inspection, however, NES’ overstatetee€an also be seen as symptoms
of a deeper methodologicahalaise which can be given a more philosophically
informative diagnosis. As | argued elsewhere (Fuatia@010), several NEs appear to
presuppose that neuro-anatomical and neuro-phgstalo data constitute more
explanatorily basievidence concerning choice behaviour than thealbbes considered
by economists. In the words of Camerer, Loewensagith Prelec (2005, p.27), “the
traditional economic account of behavior, whichuases that humans act so as to
maximally satisfy their preferences, starts in theldle [...] of the neuroscience

account”.

As we noted in section 4.A, this assertion is vidb&e to several objections. In
particular, there are reasons to doubt many NEssypposition that insights from
lower-level disciplines such as neurobiology angritive neuroscience arpso facto
more explanatorily informative for economists thabserved choices. Moreover,
insights from disciplines other than neurobiology @ognitive neuroscience (e.g. think
of genetics) may well be more explanatorily infotiva than NE findings under the
criteria of explanatory relevance that are imglcgresupposed by some leading NEs.
For, as Camerer, Loewenstein and Prelec (2005) pditede, “even the neuroscience

account begins [...] in the middle” of other discif@s’ investigations.
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7.8 INTERTHEORETIC REDUCTION

A second respect in which NE has been said to uéeoize the economic theory of
choice relates totertheoretic reductionin the NE literature, several authors advocate
the adoption of a reductionist approach to the yamalof decision making and urge
economists, psychologists and neuroscientists tgags in a common reductive
unification of the decision sciences (Glimcher ddlstichini, 2004, p.448; see also
Glimcher, 2010, xv). The NEs’ case in favour okductive approach can be seen as the
combination of two argumentative steps. Tpers destruengjoes as follows. The
economic account of decision making heavily retiedolk psychology constructs such
as beliefs and desires. Folk psychology, howevamstitutes a conceptually primitive
and predictively flawed theoretical framework thaill be eventually reduced or
eliminated by neuroscience (Churchland, 1981, 1886 1988; see also Feyerabend,
1963, and Rorty, 1965) Hence, to the extent that economists build thedels on
folk psychology foundations, their explanatory gmedictive efforts are doomed to fail.
As Rosenberg puts it, “beliefs and desires [...] db aescribe natural kinds. They do
not divide nature at the joints. They do not lalyples of discrete states that share the
same manageably small set of causes and effectscaodnnot be brought together in

causal generalizations” (1992, p.235).

Thepars construensf the NEs’ reductive case aims to show that Nfeaech provides

a neural microfoundation of socio-economic behavifieehr and Camerer, 2007,

" According to eliminative materialists, “our comnsemse conception of psychological
phenomena [is] so fundamentally defective that kibth principles and the ontology of that
theory will eventually be displaced, rather tharosthly reduced, by completed neuroscience”
(Churchland, 1981, p.67; see McCauley, 1996, p4&¥-on how the Churchlands came to
qualify their eliminativist position).
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p.419), thereby fostering the replacement of theoritical constructs employed by
economists. The proponents of NE often manifest d@hgbition to “replace the
mathematical ideas used in economics with more atlgudetailed descriptions”
(Camerer, 2005) and “substitute familiar distincidbetween categories of economic
behaviour” with neural ones (Camerer, LoewenstathRrelec, 2005, p.15). The idea is
that although “conventional economic language caleéd approximate a lot of neural
phenomena [...] at some point it is more efficiensitoply adopt constructs as they are
defined and understood in other fields” (Camer€082, p.45). Now, what sort of
conceptual modifications may be promoted by NEs2vAsnoted in section 4.B, one
possibility is that NEs prompt economists to empddtpgether different constructs by
showing that what was thought to be a unitary phemwn (e.g. hyperbolic
discounting) is more plausibly regarded as sewdistinct phenomena brought about by

dissimilar mechanisms (Craver and Alexandrova, 2008)2).

As noted by various authors (e.g. Bickle, 198®%4, and Churchland and Churchland,
1996, p.424), historical cases of reduction lineon@a spectrum, ranging from retentive
cases where the vocabulary and the ontology ofetieced theory are at least partially
preserved (e.g. think of the reduction of Kepldaws of planetary motion to Newton’s

laws of motion) to eliminative cases where the oeditheory is displaced (e.g. think of
the phlogiston theory of combustion). Now, how profdly NE will reshape the

economic theory of choice is an open empirical joego be settled by actual research
rather than armchair speculations. This, howeveesdot preclude us from providing
methodologically informed reasons to doubt thatithgort of neural insights should be

massive (see Fumagalli, 2011). To be sure, one tnilghk that NE accounts of
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decision making will reduce or even supplant higkgel ones, leading economists to
relinquish their beloved utility functions in fawowf hyper-complicated vectors of

neural areas’ activation patterns. Still, there\agous reasons to resist NEs’ reductive
or eliminativist calls. Before examining these s let us consider some models of

intertheoretic reduction proposed by philosophéisc@nce.

According to the so-called ‘unity view’ of sciencgientific disciplines are structured
as a layered edifice of levels connected via ineatetic reductive relations (McCauley,
1996, p.432-3; see also Wimsatt, 1976). Time Structure of ScienceNagel
characterizes reduction as “the explanation ofemry or a set of experimental laws
established in one area of inquiry, by a theoryallgy...] formulated for some other
domain” (1961, p.338; see also Oppenheim and Pyth8&8). Nagel distinguishes two
types of reductions, namely homogenous and heteeoges reduction. Homogenous
reductions occur when all the descriptive termshefreduced theory are contained in
the reducing theory and have approximately the samaanings in the two theories.
Heterogeneous reductions, instead, take place wWieeneduced theory contains terms
that do not appear in the reducing theory or wienmeaning of central terms varies

across the two theori&s

Nagel’s view has been the subject of several @itis. For instance, some authors (e.g.
Sklar, 1967) doubted that genuine homogeneous tiedscoccured in the history of
science on the ground that what can be derived fieenreducing theory are just

approximations to the laws of the reduced theothe® (e.g. Feyerabend, 1962 and

8 |mplementing heterogeneous reductions requirest@menploy so-called bridge laws which
connect the terms of the higher-level theory teséhof the lower-level one. For a debate over
the status of bridge laws, see e.g. Sklar, 196@pF,d 974, and Schaffner, 1976.
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1987, and Kuhn, 1962) challenged the purported mgaequivalence of terms in the
reducing and the reduced theory by arguing thatnieaning of a term crucially
depends on the role it plays in a theory (see Rapin1996, for a critical discussion). In
response to criticisms, some authors amended tlgelida model by relaxing the
requirement of exact nomological derivability bednethe reduced and the reducing
theory (e.g. Schaffner, 1976 and 1977). Others Idped alternative models of
intertheoretic reduction which more radically deépmom the Nagelian model. For
instance, on the so-called ‘new wave’ reductioacstount the reductive derivation does
not target the to-be-reduced theory directly, lartoerns an analog structure framed in
the vocabulary of the reducing theory (Hooker, 1981id Bickle, 1996 and 1998; see

Endicott, 1998 and 2001, for some criticisms).

At present, no consensus has been reached amonga®\Eswhat conception of
intertheoretic relations most accurately reflecierstific practice and theorising across
distinct behavioural sciences. Indeed, one wondbesherany singlepicture faithfully
accounts for the complexity of those interrelatiotrs this respect, various authors
maintain that the very idea of reducing the behanabsciences to a single theoretical
framework imposes an exceedingly restrictive camston interdisciplinary progress
(Sunder, 2006, p.32%) As we noted in section 6.C, several anti-reduisiolines of
argument have been developed in the philosophggrhitive sciences. In what follows,

| provide three additional reasons to question NEductionist claims.

8 Whether scientific theories are reducible to onadamental theoretical framework is a
conceptually distinct issue than the one concerniat kind of regulative role, if any,
reductionism plays in scientific theorising. Accimigito some authors (e.g. Fodor, 1974, p.128-
9), reducibility to physics is often taken to caast the acceptability of theories in the special
sciences (see also Horgan, 1993). Others, instlany, that reductionism imposes restrictions
on theory choice in the special sciences (e.g.1Bjd®96, Churchland, 1986, ch.9, and Hooker,
1981). | do not expand on this debate for the paegmd my enquiry.
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A first line of argument points tblEs’ divergencegsoncerning which disciplines are
supposed to provide the fundamental constructs tieir still-to-come reductive
framework. My reasoning goes as follows. Many N&kettheir findings to yield a
neural microfoundation to the economic theory obich. Yet, as we have seen in
section 5.C, it remains an open question “whereaffgopriate microfoundations have
been reached” (Maki, 2010, p.109). Moreover, mamsNeductionist claims rest on
highly speculative presuppositions concerning tiationship between economics and
other behavioural sciences. By way of illustratioonsider Camerer’s assertion (1999,
p.10575) that “because economics is the scienckowof resources are allocated by
individuals [...] the psychology of individual behaur should underlie and inform
economics, much as physics informs chemistry”. is paper, Camerer does not
cogently substantiate this parallel. Moreover, $immplistic comparison would hardly
impress anyone having some knowledge of the contplekintertheoretic - not to say

interdisciplinary - reductive relations.

My second argumentative strategy relates to thestemxce ofmultiple levels of

descriptionof human choice behaviour. As we have seen inigect2.C and 4.A,

several NEs seem to think that accounting for ahbiehaviour in terms of lower-level
mechanisms and processes constitutes an obviodanakgry advancement. Yet, as
noted by Kuorikoski and Ylikoski, higher-level egplations “do not [always] inherit
their explanatory qualities from lower-level deptions” and “an explanation is not
necessarily improved when the explanans is itsgifagned” (2010, p.220-2; see also

Ylikoski and Kuorikoski, 2010). Moreover, in the smce of principled reasons for
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thinking that choice behaviour is most conveniegtiaracterized at the neural - rather
than some lower - level of description, one coutth®y reductionist considerations to
advocate the inclusion of - not so much neural,ratiter - genetic, micro-physical, etc.
insights into economic models. In this respect,cadiing the adoption of a reductionist
approach may even backfire against the propondntdEo For many NE experiments

are grounded in folk psychology’s vocabulary andstaucts (Quartz, 2008, p.468).

A third anti-reductionist line of argument relatés the depth of NEs’ intended
reduction. My reasoning can be explicated as fdllods illustrated by the history of
science, fruitful coevolutionary interactions havaken place between distinct
behavioural disciplines (see e.g. Craver, 2007,7Cland Richardson, 2009, on
psychology and neuroscience; see also Darden amdl, M877, on interfield relations

in the biological science®¥) However, some NEs advocate - not just some
coevolutionary interaction between NE’s parentigigtes, but also - the elimination of
various economic constructs in favour of neuro-psyagical ones (see e.g. Camerer,

2008a, p.45, and Camerer, Loewenstein and Predé&, .15.

Now, intertheoretic transitions occasionally inwhthe elimination of particular

theoretical entities (e.g. think of the crystal sp@s of Ptolemaic astronomy and the
luminous ether of pre-Einsteinian mechanics). ¢htliof this historical record, some
authors assert that our introspective certaintyceonng the existence of beliefs and
desires will turn out to be “as badly misplaced veas the classical man’s visual

certainty that they star-flecked sphere of the baavturns daily” (Churchland, 1981,

8 See also Kincaid (1997, p.6) for a case in favdunam-reductive unifications according to
which “scientific unity comes from integrating thepecial sciences with their lower-level
counterparts [...] using one to develop explanatorystraints for the other”.
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p.70). Still, it is doubtful that progress in pspbtgy and neuroscience is more
plausibly reconstructed in eliminativist rather nheoevolutionary terms (see Bickle,
2003, Churchland and Churchland, 1996 and 1998, adl&y, 1986 and 1996, and
Mundale and Bechtel, 1996, for a debate). More gglye one may concede that
biological, psychological and economic entities acenposed of lower-level micro-
physical entities, and yet deny that “biology, pg®jogy, and economics are [...]

reducible as explanatory theories to their loweelecounterparts” (Kincaid, 1997,

p.6f.

Now, the proponents of NE rarely put forward cowuig reasons for substituting
economists’ constructs. By way of illustration, swier the remarks that some NEs
formulated regarding the concepts of risk prefeesndime preferences and social
preferences. Most economists treat these as digtipes of preference. According to
Fehr and Camerer, however, it is “important” fooeemists to ascertain whether these
preferences have the same neural substrates (PGPK). Now, let us suppose that
significant overlap was found between the neur@issates of risk preferences, time
preferences and social preferences. Even this wdalldshort of implying that
economists should stop regarding these types &énereces as distinct. For the reasons
why economists differentiate between those pretsemrelate - not so much to the
alleged dissimilarity of their neural underpinnindmut rather - to the fact that they

concern distinct economic phenomena.

8 See also Ross (2010, p.661) for a critique ofdlaém that molar scale phenomena (e.g.
people’s observed choices) are in principle fullypleable by reference to molecular
phenomena (e.g. neural activation patterns).
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To recapitulate, several NEs argue that the NE draonk for modelling human choice
behaviour will be forged by an iterative reductmineconomics to psychology and then
to neuroscience (Glimcher, 2010, xv). Indeed, soappear to presuppose that
constructing neuro-psychological models of choiceil per seconstitute “a reductive

unification of the decision sciences” (Glimcher ddstichini, 2004, p.448). Even so,
there are various reasons to doubt that NEs wdtefoa reduction of the economic
account of decision making in neuro-psychologiaims. In particular, NEs have
hitherto failed to specify how exactly neuro-psyicigical evidence and insights are
supposed to prompt the reduction - not to say lih@reation - of higher-level economic

constructs.
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7.C WELFARE ANALYSES

A third respect in which NE has been said to tniggeevolution relates to economic
welfare analysesnd policy evaluationsAs we have seen in the previous chapter, a
number of concerns arise regarding some NEs’ padgogeplace decision utility with
neuro-psychological constructs such as experieracetl neural utility. Now, let us
suppose - for the sake of argument - that we coudsure experienced utility and
neural utility in reliable and accurate terms. Ewen the question would remain as to
whether - and if so, why - decision theoretic asaf/should be based on these notions.
Various proponents of NE advocate the adoptiorxpégenced utility and neural utility
on the alleged ground that these constitute arbapigroximation to agentsvell-being
than decision utility. The idea is that maximiziegperienced utility or neural utility is
objectively better for agents than satisfying tregtual or informed preferences. In the
words of Loewenstein and Haisley, recent NE reseaontributes to “the measurement
of welfare and the design of economic and sociatesys that maximize welfare”

(2008, p.44). Let us assess the cogency of thesdirargument.

Suppose we are facing a situation where therenmsedact of the matter as to what an
agent’s well-being is. One might allege that welldg is somehoweducibleto some

measure of experienced utility or neural utilitg,. ithat well-being ultimately consists of
specific hedonic experiences or some set of neastivation patterns. This rebuttal,
however, does not appear to withstand scrutinyerAddl, well-being depends not just
on hedonic experiences or their neuro-physiologmairelates, but also on “other

aspects of life, such as autonomy, freedom, achiem#’ (Kahneman and Sugden,
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2005, p.176; see also Nozick, 1974, p.42-45). is tespect, one may insist that
people’s hedonic experiences and their neuro-plogital counterparts are important
constituents of well-being (Kahneman, 2000, p.E¥en so, we do not have to embrace
a radical form of eudaimonism to deny that expermsnare valuable solely in virtue of
their liability to generate pleasurable hedonid¢estar particular neural activations. As
Bernheim vividly puts it, “we often consider ounses better off when we have actual
autonomy, liberty, and a firm grasp on reality evEnas a consequence, we must
relinquish appealing illusions and experience I|gdsasurable neurobiological

sensations(2009, p.30).

The proponents of true utility may protest that 'snatuitions concerning this issue
presumably depend on what conception of well-bsimg endorses. In particular, they
might contend that some measure of experienceitlyutil neural utilityapproximates
the well-being of the agent more accurately tharsien utility. After all - the thought
would be - there are various reasons why an agemt fail to choose options which
promote her objective well-being (see e.g. EIst®83, and Sen, 1987, on preferences
based on mistaken beliet§)Nonetheless, also actions yielding high expegdnatility

or neural utility may fall short of maximizing wedleing. To give one example, think of
drug addicts and of pathological gamblers. A persan experience very pleasant
sensations if her dopamine neurons suppress cargpeterotonergic Circuits.
Regrettably, this process often results in addecfiorms of behaviour which have a

disastrous impact on people’s well-being (Ross82@0132). That is to say, on many

8 Similar remarks apply to the proposal to regarly choices based on informed preferences
as indicators of well-being, for many suboptimatidi®ns result from - not so much inaccurate
information, but rather - people’s computationalitations and self-control problems (see e.g.
Bernheim and Rangel, 2008).
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conceptions of what it is good for someone to He,liest actions are not the ones that
maximize experienced utility or neural utility. ARead puts it, “a separate value
judgment is necessary before Benthamite utility lsandentified with the good” (2007,

p.58).

In such a context, the further question arisesoastty economists should commit
themselves to some particular conception of welhdpeAfter all, traditional decision
theory remains agnostic as to whether agents’ btbgecowell-being consists in
experiencing pleasure and avoiding pain, satisfyivegr actual preferences, etc. Now,
let us assume - for the sake of argument - thasidectheory did rest on the assumption
that well-being consists in maximizing the valuesoime specific measure of utility.
One may wonder which notion of utility should begaeded by economists as
normatively fundamental, i.e. why agents shouldoslecactions that maximize the value
of that - rather than some other - measure. By @faljustration, suppose that agents’
objective well-being consisted in maximizing théueaof some measure of experienced
utility. Even so, several questions would remaichsas:quarational agent, should you
maximize the value of instant, anticipated or rererad utility? Over what time
intervals? Or maybe should you compute a weightesfage of distinct kinds of
experienced utility, each being measured over uartome spans? If so, how should the
various elements of such a function be weighed%iéirg principled grounds to
specify the maximandum of this optimization exezceppears to be disconcertingly

difficult.
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At this point, the proponents of experienced wtilitay allege that their analyses apply
to “situations where a separate value judgmentgdases experienced utility as a
relevant criterion for evaluating outcomes” (Kahrmem Wakker and Sarin, 1997,
p.377). Yet, the issue at stake is precisely whes happens to be the case, and by
means of what criterion we are supposed to idenitiése situations. To be sure, one
might speculate that well-informed agents woulckftleem maximizing experienced
or neural utility to be in their own best intereStill, this conjecture leaves us in the
dark in cases where different people have cont@gsintuitions regarding what
constitutes or promotes their well-being. In thespect, dissimilar views have been
advocated as to whether experienced and neurdy mibvide a more suitable basis for
policy evaluations than decision utility. For insta, Kahneman, Wakker and Sarin
(1997, p.389) allege that consumer sovereigntyaied into question when observed
decisions fall short of maximizing experienceditytilFor his part, Sugden (2004 and
2008) questions the normative appeal of experienutdity as a criterion for policy
evaluation (see also Sugden, 2006, p.217, for uendhat an agent may attribute a
high importance to the opportunity of satisfying loevn preferences irrespective of

whether these preferences are stable under expera reflection).

| am not concerned here with evaluating these tsssr For the purpose of this
enquiry, it suffices to note that the previous £all ground economists’ analyses on
experienced utility or neural utility measures itmepresuppositions which transcend
the scope of traditional decision theory and thieential reach of neuro-psychological
investigations (e.g. who is entitled to establidmatvconstitutes agents’ well-being? By

means of what criteria we are to adjudicate disagents regarding this issue?). That is
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to say, advances in neuro-psychological research pnamote the development of
indicators of well-being which complement tradi@reconomic welfare analyses. At
the same time, it remains an open question wheaibergrowing ability to measure
neural activation patterns will enable us to “okije@ly compare mental state between
individuals” and implement “direct inter-individuabmparisons of welfare” (Glimcher,

2010, p.425).
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7.0 INTERPRETATION OF MODELS

Another respect in which NE is claimed to prompttationary modifications relates to
the interpretationof economicmodelsof choice. As we have seen in section 2.A, the
proponents of NE often criticize standard econotheory for failing to provide a
descriptively accurate representation of the neswaistrates of choice behaviour and
for positing agents having implausible cognitivel @momputational abilities. Moreover,
they advocate the construction of mechanistic neodethoice and urge economists to
employ neuro-psychological findings in building ithmodels. The reasoning of NEs

can be explicated as follows.

Standard economic theory treats the human braia bisack box and does not make
specific assumptions regarding the neuro-psycho#ébgubstrates of agents’ decisions.
If economic theory provided accurate predictiongos€ choice settings, then
identifying the neuro-psychological underpinnings decisions could arguably be

unnecessary for the economists’ purposes. Yet, aomntheory faces widespread
predictive failures. Moreover, identifying what metpsychological processes underlie
decisions enables economists to improve the exfganand predictive performance of
their models. Hence, economists should make usewoifo-psychological findings in

constructing their models of choice.

As we have seen ichapter four it is doubtful that the trade-offs between thedelbng

benefits and the modelling costs associated withearal enrichment of economic

theory make it convenient for economists to includany neural insights into their
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models. For the purpose of this section, let ugrashthe interpretations that NEs and
other economists respectively give to their modelschoice. On the one hand,
economists usually remain agnostic regarding theéahoumber and the features of the
neuro-psychological processes underlying people&@sibns. In particular, they do not
take their models to provide a descriptively acturapresentation of these processes.
On the other hand, many NEs give to their modetsalistic interpretation, according to
which therereally is such and such neuro-psychological process at wdrn the
subjects make a particular choice (Glimcher, 2@l026 and 133). The idea is that: (i)
the neuro-psychological processes postulated bymdg#els exist; (ii) they possess the
features that NE models ascribe to them; andtliése features are characterized by NE

models in fairly accurate terffis

In what follows, | shall use expressions such asalfstic interpretation of models” and
“realistic representation” in the sense definedh®se three conditions unless specified
otherwise. Those conditions relate to three differespects in which the realisticness
of scientific representations can be evaluatedinAlar categorization was proposed by
Maki (1992, p.329) with regard to the realisticnesfsidealizing assumptions in
economic theory. According to Maki’'s categorizatiam assumption is: referentially
realistic when it can be taken to refer to a natitfous target system; representationally
realistic when it represents a feature that isalstypossessed by the modelled target
system; and veristically realistic when it charaets those features in accurate terms.

Adopting Maki’'s terminology, many NE modellers appdo regard their models as

% The calls in favour of a realistic interpretatioh neuro-psychological models are often
framed in a mechanistic vocabulary. However, thiterpretation may be advocated on
independent, non-mechanistic grounds. Moreover, mag adopt a mechanistic approach
without thereby being committed to give a realigtterpretation to her models (see e.g.
Matthewson and Calcott, 2011, p.737; see also Ceave Alexandrova, 2008).
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referentially, representationally and veristicalbalistic representations of the neuro-

psychological substrates of choice behaviour.

Indeed, some proponents of NE do not rest contetht advocating such a realistic
interpretation of their own models, but also urgermmists to relinquish their as if
representations of choice behaviour in favour ofirally informed models. For
example, Camerer alleges that NE “replaces the fictipn of a utility-maximising
individual which has a single goal, with a moreailet account of how components of
the [human neural architecture] interact and compaie to determine individual
behaviour” (2007, C28; see also Camerer, 1998, 7p.13imilarly, Glimcher (2010,
p.142) invites economists to “take [their] powerfmathematical models at face value
and begin to ask whether the hidden elements ket propose actually exist”, and
Camerer, Loewenstein and Prelec contend that ngartdic evidence “suggests
specific functional forms to replace ‘as if assumps that have never been well

supported empirically” (2005, p.10).

In recent years, a growing body of empirical firgnhave been taken to show that
human choice behaviour results from the interplaymailtiple neuro-psychological
processes (see e.g. Loewenstein et al., 2008, p&4d McCabe, 2008, p.355).
Regrettably, NEs seem to hold heterogeneous positiegarding what neuro-
psychological processes underlie people’s decisiBetow | identify some of these
divergences and assess what implications they cantaken to have for the
interpretation of NE models of choice. In particuld argue that the availability of

multiple NE models positing dissimilar neuro-psyldgical processes does not
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undermine the merits of these models, yet calls quiestion the realistic interpretation

many NEs give to those models.

NEs postulate a number of distinct neuro-psychaklgprocesses in their models of
decision making. For instance, McCabe (2008, p.3&gues that many decisions
result from the interplay of two neural circuitamely a stimulus-response system
which encodes correlations between actions andrdsywand a goal directed system
which enables the agent to evaluate options inderhanticipated motivational states.
For their part, Bernheim and Rangel (2004) modelisiens as the outcome of the
interactions of brain processes operating in eit@d’ or ‘hot’ mode. Still differently,

Fudenberg and Levine (2006) represent agents’ ebas the result of the interplays
of a long-run and a short-run self, and Loewensteith O’'Donoghue (2004) propose a

model where deliberative and affective systemdlpumderlie choice behaviour.

The proponents of NE hold heterogeneous positiegarding not justvhat neuro-
psychological processes underlie human choice belvawbut also theole allegedly
played by specific processes. To give one exangaesider the claim by Camerer,
Loewenstein and Prelec (2005, p.11) that humarsies result from the interactions
occurring both between controlled and automaticgsees and between cognitive and

affective systenfS. The affective system has been respectively ciditoehelp (e.g.

% Cognitiveandaffectiveprocesses have been differentiated both in psggidle.g. Zajonc,

1980 and 1984, and Zajonc and Mcintosh, 1992) andaascience (e.g. LeDoux, 1996, and
Panksepp, 1998). As toontrolled and automatic processes, the main distinction can be
explicated as follows (Schneider and Shiffrin, 193@nd Shiffrin and Schneider, 1977).
Controlled processes typically involve serial comagions and activate when a person
encounters novel decision problems or unexpectemtsv(Hastie, 1984, and Libet, 1985).
Automatic processes, instead, frequently operatpanmallel, are rarely accessible to agents’
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Damasio, 1994), constrain (e.g. Loewenstein, 199&) prevent (e.g. Baumeister,
2003) the cognitive system from making optimal clkei(see also Benhabib and Bisin,
2005, and Brocas and Carrillo, 2008, for differgmusitions regarding how often

controlled processes interfere with automatic anes)

Indeed, NEs do not even concur on the issue of tmawy stages allegedly comprise
human decision making. According to some (e.g. Gllier, Dorris and Bayer, 2005,
p.246; see also Glimcher, 2009), decision makingnast appropriately regarded as a
two-stage process whereby expected utilities anepaved and then compared for all
the available actions. Others, instead, arguetility maximization can be plausibly

characterized as a one-stage process (e.g. Vr@g0a, p.24).

In such a context, the question arises as to whatications the aforementioned
divergences have for the interpretation of NE med€he existence of multiple models
representing a given target system doespaotsecast doubt on the merits of those
models. After all, distinct modellers often stugyesific decision problems at different
levels of detail and for dissimilar purposes. Me@g scientists frequently employ
multiple models which ascribe different propertéesl features to the investigated target
systems (see e.g. Morrison, 2000, and Weisberdg,&@0hdeed, modellers occasionally
acquire valuable predictive and explanatory ingdit combining models which make
inconsistent assumptions about the phenomenaakstt(see e.g. Woodward, 2006)

Even so, the availability of multiple NE modelsabifoice which posit dissimilar neuro-

consciousness and prompt most of our daily, repetitehaviour (Bargh and Chartrand, 1999,
and Baumeister and Sommer, 1997).

8" See also Friedman (1953) and Nagel (1963) on heseriptively inaccurate models can be
predictive and explanatory (see Wimsatt, 1987,@ddnbaugh, 2005, for analogous remarks in
the literature on modelling in biology).
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psychological processes does not fit well withréradistic interpretation many NEs give
to those models. In particular, the diversity o€ theuro-psychological processes
postulated in NE models - coupled with the eviddntoncerns arising in relation to
NEs’ observational tools (seshapter threg - makes it doubtful that these models
provide descriptively accurate representations l# nteural substrates of choice

behaviour.

A proponent of NE may rebut that the aforementiodetinction exaggerates the
differences between the interpretations that NE$ attver economists respectively
give to their models. In particular, she might gdé¢hat both NEs and other economists
are concerned with the algorithmic level of dedarip of choice behaviour (see Marr,
1982). Now, it is true that at an abstract levehynaconomic and NE models alike
represent choice processes as an algorithmic puoedidking environmental variables
and decisions (Rustichini, 2009, p.48). Yet, evethes abstract level NEs and other
economists respectively give to their models ratbdferent interpretations. For
instance, as noted by Vromen (2010b, p.174), NEmndbke their models to “get the
decision-making process right” at the algorithmevdl of analysis. By contrast,
standard economic theory does not rest on the ppesition that the functional forms
posited by economic modellers provide a descriptiaecurate representation of the

algorithmic underpinnings of people’s decisihs

® |n the words of Rustichini (2009, p.49), the tfilfunctions posited by standard decision
theory are “a purely conceptual device, and testihgther the decision maker really selects his
choice by maximizing [a specific functional fornmg§ a misunderstanding of the method of
economic theory”.
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In this respect, it is telling that various leadiNgs emphasize the contrast between the
interpretations that NEs and other economists oiisiedy give to their models of
choice. To see this, consider the distinction betwa “soft theory” and a “hard theory”
of choice behaviour proposed by Glimcher (2010).t@none hand, economists’ “soft
theory” abstracts from the mechanistic underpinsiofjobserved choices and does not
take a position as to what neuro-psychological @sees underlie people’s decisions.
On the other hand, NEs’ “hard theory” posits thadasers who behave in accordance
with the axioms of expected utility theory “do sechuse a group of neuronal firing
rates in a valuation circuit encodes the cardinddjective values (and/or expected

subjective values)” of each available option (Glivag 2010, p.129 and 138).

The proponents of NE may object that other econsmas well routinely model
specific decision problems in dissimilar ways. Tiwvegone example, economists
postulated a variety of sub-personal entities twoant for observed choices (see e.g.
Fudenberg and Levine, 2006, on far-sighted andtshghted selves, and Benhabib
and Bisin, 2005, on controlled and automatic preesps Even so, the availability of
multiple models positing dissimilar entities andogasses does not have equally
problematic implications for NEs and other econdsiig-or while NEs take their
models to provide descriptively accurate charara¢ions of the neuro-psychological
substrates of choice behaviour, economists rengaiosdic as to whether the processes
postulated by their models have precisely idefti@aneuro-psychological counterparts
and have the features hypothesized by those moHelsce, the fact that distinct
economic models posit dissimilar entities and psees to account for observed

decisions does n@ier secast doubt on the merits of those models.
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Regrettably, NEs frequently regard economic modelsif they were intended to
provide descriptively accurate characterizationshef neuro-psychological processes
underlying people’s decisions. This, in turn, leatiem to formulate misplaced
criticisms of standard economic models. By waylaktration, consider the contention
of Loewenstein et al. (2008, p.647) that NE chats “the standard economic
assumption that decision making is a unitary prgtasd suggests instead that choice
behaviour “is driven by the interaction betweenoaudtic and controlled processes”.
Such a claim apparently overlooks that economistgssuming that a rational agent
behaves as if she maximizes her expected utilibyndt take a position as to the
number of neuro-cognitive processes underlyingcheices. Furthermore, the alleged
fact that automatic and controlled processes iotely underlie decision making
does not directly bear against the economists’emuje that agents behave as if they
were maximizing expected utility. For one can behaonsistently with such an
assumption even if decision making is not a “ugifaocess”. Hence, pointing out that
choice behaviour results from the interaction ofeh@yeneous neuro-psychological

processes does noer seundermine standard economic models.

In such a context, a further worry arises regarding evidential basis on which
additional neuro-psychological processes are patstlin the literature. This concern
can be explicated as follows. Neuro-imaging studas often based on task
comparisons that attempt to associate individuaksawith particular cognitive
processes (Poldrack and Wagner, 2004). Regrettitidge studies often face severe

problems of evidential underconstraint (see e.qy @aden et al., 2001). That is to say,
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one can frequently account for the collected nedadh by refining the characterization
of formerly posited processes and by postulatingjtechal processes. The problem is
that almost any profile of neural activation patgecan be accommodated by means of
these procedures. Hence, it is dubious that theetadtlat are thereby constructed can
be plausibly taken to provide a descriptively aateirrepresentation of the neuro-
psychological substrates of choice behaviour (see & al., 1998 and 2005, and

Henson, 2006, for similar remarks).

To be sure, convergent evidence from psychology medroscience can usefully
constrain NEs’ conjectures regarding the neurodpelpgical substrates of choice
behaviour. Still, the point remains that neurostifienfindings have been hitherto

employed prevalently for confirmatory purposes. Ksorikoski and Ylikoski (2010,

p.226) put it, many authors regard finding diffdrain activations across tasks as
supporting the existence of distinct cognitive msses, yet “the failure to find such
contrasts is not regarded as disconfirming suclotingses”. In this respect, one may
well allege that “ontology is rarely if ever handém us on a silver platter in any
science” (Roskies, 2008, p.28) and that NEs wilveligp increasingly accurate
characterizations of neuro-psychological procesBgsen so, the existence of multiple
NE models of choice which postulate dissimilar wepsychological processes casts

doubt on the realistic interpretation that many & to those models.
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CONCLUSIONS

The recent advances at the interface between edosiopsychology and neuroscience
have encouraged various NEs to advocate substanddlfications in the economic
theory of choice. As we have seen in the previtapters, there are several reasons to
doubt that NE research is going to foster revohdry modifications in economic
theory. Moreover, the proponents of NE have hithddiled to provide compelling
evidence or reasons in support of such an ambitibesis. This, however, does not
exclude that NE can promote significant progresscionomic theory. In what follows, |
evaluate the prospects of NE in light of some detef scientific progress, devoting
particular attention to Lakatos’ distinction betwe@rogressive and degenerating
research programs. | then conclude by summariziregnbain objections we raised
against NEs’ attempts to substitute economists’stants and develop a unified

interdisciplinary framework for modelling decisiamaking.

As we noted in théntroduction Kuhn (1962) provides an innovative and controiaers
account of scientific progress. In his view, psyolgecal and sociological factors exert a
pervasive influence on theory choice in scienc&(b9 p.6). To be sure, Kuhn does not
exclude that scientists may formulate principlednparisons of the predictive and
explanatory virtues of competing paradigms. Sti#, takes rational discussion to play
only a limited role in determining which paradigermerge and denies the existence of
shared superparadigmatic standards for assessirgthevh specific intertheoretic

transitions constitute objective scientific progres
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Various authors follow Kuhn in doubting the existerof objective criteria for theory
choice in science (see e.g. Barnes, 1974, and B84, on the so-called strong
programme in the sociology of knowledge). Othemstaad, criticize him for severely
underestimating the extent to which rational delsate promote scientific progress (see
e.g. Lakatos, 1971, p.104-5; see also Laudan, 188d, McMullin, 1993). In the
philosophy of science, various criteria for assegsscientific progress have been

advocated. Let us consider the ones proposed bydPapd Lakatos in turn.

According to Popper, a novel theory constituteggpss in science when it has “new
and testable consequences” and successfully psepinomena that have not been
previously observed (1963, p.241-3; see also Pod®&9). Similarly, Lakatos (1970)
defines a series of theories as theoretically msgjve if each successive theory has
some excess empirical content over its predecesserst predicts some previously
unexpected fact. A theoretically progressive sewéstheories is also empirically
progressive if some of its excess empirical contemorroborated. Finally, a series of
theories is progressive if it is “consistently thetecally progressive” - that is each
successive theory predicts some new fact - anceat |“intermittently empirically
progressive” - that is, “every now and then there@ase in content should be [...]

retrospectively corroborated” (1970, p.1%4)

8 There are at least two respects in which Lakatdria for assessing scientific progress are
less demanding than the ones proposed by PoppstlyFiLakatos requires intermittent - rather
than continuous - empirical success. And seconglhile Popper holds that only previously
unknown facts count when it comes to assessingid®@rogressiveness, Lakatos allows that a
theory can be supported by previously known faotsyided that those facts were not employed
in constructing the theory (Lakatos and Zahar, J9AS Worrall puts it, “one can't use the
same fact twice; once in the construction of amphend then again in its support” (1978, p.48).
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Now, let us focus on Lakatos’ criteria for evalagtiscientific progress. Over the last
few decades, intense debates have taken place ashdther the development of
economic theory can be plausibly reconstructechassteady growth of a progressive
research program (see e.g. Hutchison, 1978, andddjab985a and 1985b). In
particular, various authors have assessed spepfgndes in the history of economic
theory in light of Lakatos’ criteria of scientifiprogress (see e.g. Blaug, 1975, on
Walrasian and Keynesian economics, Latsis, 1976thentheory of the firm, and
Weintraub, 1979, on general equilibrium theory).pfoponent of NE may draw on
Lakatos’ distinction between progressive and deggimg research programs and put
forward the following challenge to other economisttandard economic theory has
obtained remarkable predictive and explanatoryess®s. Still, it also faces widespread
explanatory shortcomings, and its predictions tfaitohere with the findings that have
been accumulated in other behavioural sciencesuately, NE has already achieved
significant accomplishments and promises to fostgnificant progress in economic

theory. Hence, economists should invest effortsrasdurces in NE research”.

Prima facie this reasoning provides NEs with a plausible $ésiadvocate the neural
enrichment of economic theory. As | argue belowyéwer, such reasoning is in need
of two major qualifications. To begin with, it rema an open question whether NE
research is as progressive as many NEs appeanko &ind secondly, even if NE was
shown to be progressive, this would mar selicense the conclusion that NEs will
implement revolutionary modifications in the economccount of decision making. Let

me expand on these two issues in turn.
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As we have seen inhapter twg NEs can improve economic models with regard to
several desiderata, ranging from descriptive aoyurto predictive power and
explanatory insightfulness. In recent years, somiaas have begun to reduce the
“conceptual gap” (Caplin and Dean, 2008, p.663; alBs® Caplin, 2008) between
economics, psychology and neuroscience by integydtndings and modelling tools
across these disciplines. In light of these countrdns, it would be ungenerous to claim
that most NEs “are in the dark” about how theireesh “will reshape economics”
(Rubinstein, 2008, p.486-7). Still, as we noted cimapters fourand five, NES’
integrative efforts have a limited scope and dosutistantiate their speculations about

the completion of a single, general theory of cadiehaviour.

Our previous observations concerning Lakatos’ gatef scientific progress suggest an
additional reason for questioning NEs’ calls to lempent a neuro-psychological
enrichment of the economic theory of choice. Theason relates to the fact that
economists rely on additional criteria of sciewtifirogress besides those endorsed by
NEs. By way of illustration, consider the transitiorom cardinal to ordinal utility
theory. The latter has no additional empirical eobtwith respect to the former. Still,
many economists deem ordinal utility theory to d¢ibate a major improvement in
economic theorising, as it enables one to reprasamistent choice behaviour without

making any assumption regarding agents’ psychohbgiates.

What about the link between the alleged progressis® of NE research and its

revolutionary potential? Let us suppose - for thkesof argument - that NE constitutes

a progressive research program in Lakatos’ sengen khis, by itself, falls short of
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implying that NE is likely to foster a revolution the economic theory of choice. Let
me provide two remarks in support of this claim. Mgt remark points to the fact that
many NEs’ contributions, while being of great imt&rto neuroscientists, have a limited
or indirect bearing on standard economic theorye (sgy. Rubinstein, 2008). In
particular, few NEs have satisfactorily addresdesl ¢hallenge that Bernheim (2009,
p.27) formulates in relation to NE research: “Pdevan example of a novel economic
model derived originally from neuroeconomic reshdttat improves our measurement
of the causal relationship between a standard exageenvironmental condition [...]
and a standard economic choice”. My second remarthat many advances in NE
research build not so much on NEs’ original conititns, but rather on previous results
in behavioural economics. In the words of Cravet Afexandrova, much of the recent
NE literature “focuses on behavioural, not neumtonomics”, with the neural
component being frequently “limited to scanner emwice showing what areas of the

brain light up when one performs some behaviourakhemic task” (2008, p.383).

Regrettably, many NEs appear to overstate their past and potential achievements.
To render this point more vivid, let us compare dngbitiousclaims initially made by
some leading NEs and what they assert in lighheirtattainedesults. Consider, for
example, Camerer, Loewenstein and Prelec’s maaiféstv Neuroscience can Inform
Economics On the one hand, the authors prophesize thatdical departure from
current theory will become necessary, in the sémstethe basic building blocks will not
just consist of preferences, constrained optinora#ind [...] equilibrium” (2005, p.54).
On the other hand, when it comes to assessing h&s IMvealready informed

economic theory, they put forward rather elusivainok such as: “Perhapsowing
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more about basic neural mechanisms [...] can helpagxfhese puzzles”; “there is no
reason other models starting from a very diffetsdis could not be constructed”; “it is
hard to believe that somreeuroscientific regularities will not help explaomeextant

anomalies” (2005, p.53-55).

As | noted elsewhere (Fumagalli, 2010), it is $stigkhow much moremoderate NEs
have become just few years after their initial announcements. As Camg2808a,
p.44) has recently conceded, “these early neurasoims papers should be read as if
they are speculative grant proposals which conjectuhat might be learned from
studies which take advantage of technological acksff. Now, | am aware that one
should not derive momentous implications from &thr interpreting isolated
statements, and that some exaggerations may baimegblin light of the need to obtain
public attention and funding. Even so, one expédEs to advance much more
measured claims in the future. For some authorspgausity to overstate their own
achievements has generated a lot of unnecessafyscam in the literature, making
many economists needlessly sceptical about theects of NE research. As Glimcher
aptly acknowledges, NE “has rocketed into the mublvareness at a rate completely

out of proportion to its accomplishments” (2010)%i

% See also Spiegler (2008, p.520) and Jamison (20@87), who allege that it would be a
remarkable accomplishment if NEs succeed in inspiriew economic models. Irrespective of
its plausibility, such a claim constitutes a sigraiit downplay with respect to the promises
initially put forward by many NEs.

°> Analogous remarks apply to other NEs’ claims. Te@ne example, consider the assertion
by Vercoe and Zak (2010) that NE promotes a meflogial reversal from deductive to
inductive economicsvhich prompts economists to base their models opirgzal findings
rather than axiomatic speculations. Such a claimssly underestimates the relevance of many
inductive models that had been proposed by beheli@conomists since the Seventies (see
e.g. Kahneman and Tversky, 1979, and Tversky arth&aan, 1992, on various versions of
prospect theory).
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Having said that, let us briefly recapitulate thaimobjections we put forward in the
preceding chapters against NEs’ revolutionary aiorst As | argued ichapter three
several concerns arise regarding the accuracwbikty and robustness of many NE
findings. Moreover, the inferences NEs make inrthevestigations do not always
warrant confidence in the subsequently reportedliesSome of these evidential and
epistemological concerns will be resolved thanks attvances in NES' scanner
technology and experimental practices. Otherseatktare likely to persist in spite of
these progresses. Moreover, as illustratechapter four NEs overestimate the extent
to which neurally informed contributions enable mmmists to satisfy their modelling
desiderata. In particular, the trade-offs betwele@ desiderata that NEs and other
economists respectively value severely constragiticorporation of neural insights

into economic models.

These remarks appear to be all the more significalght of the profound differences
in the evidential bases, the theoretical constraot$ the explanatory aims associated
with NE’s parent disciplines. As we have seerclvapter five these differences cast
doubt on the relevance of many NE studies for tamemic theory of choice (see also
chapter sixfor a case study on the concept of utility). NBs#fempts to develop a
unified interdisciplinary account of decision makimare further constrained by the
divergences occurred among NEs themselves regandwg\E is to be conceptualized,
how it should be expected to inform economics, &hdt disciplines will provide the
fundamental constructs for the NE theoretical frad&. As to NES’ revolutionary
claims, their cogency rests on whether NE reselriciys an innovative perspective on

questions that have been intractable for, or beyihedreach of, other economists
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(Smith, 2007, p.313; see also Camerer, LoewensigihPrelec, 2005, sec.4, and Gul
and Pesendorfer, 2008). As | arguedhapter severNEs have failed to show that their

studies are likely to prompt revolutionary changethe economic theory of choice.

Over the last few years, NEs’ attempts to comhmsgghts from economics, psychology
and neuroscience have prompted intense debatesgathenpractitioners and the
philosophers of these sciences concerning issues as the relevance of different
disciplines’ findings for economic theory and how golve the trade-offs between
specific modelling desiderata (see degonomics and Philosophg008, Vol.24, no.3;
the Journal of Economic Methodology2010, Vol.17, no.2; andBiology and
Philosophy 2011, Vol.26, no.5). In such a context, the fertquestion arises as to how
NE should organize itself to maximize its potenfiai success. According to some
authors (Craver and Alexandrova, 2008, p.384), WHdind it more fruitful to pursue
integrative - rather than revolutionary - reseammtojects involving NE’s parent
disciplines. The idea is that combining findingsdamodelling tools from these
disciplines enables economists to build more pte@icand explanatory models. As |
argued in this enquiry, the greatest promise ferativancement of NE lies in adopting
this pluralistic approach to the modelling of demis making, with economists,
psychologists and neuroscientists pursuing intedgrat yet not unified - modelling

approaches.

In commenting over the potential for success inrdgearch, several authors maintain

that it is premature to judge NEs’ achievementsai@,) 2008, p.466, and Smith, 2007,

p.313), that “the ultimate proof is in the puddin@ernheim, 2009, p.38; see also
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Schotter, 2008, p.77), and the like. For their p@raver and Alexandrova (2009, p.382,
italics mine) contend that any bets on NE’s longrtgrospects are “not so much
prematureasill defined’. In their view, “the field is too young for defiion let alone

wagering”, as we currently lack answers “to evea tfost fundamental questions for
defining neuroeconomics”. As we have seen in thevipus chapters, various
conceptual and empirical issues wait to be canefdrted out and clarified in the NE
literature. These concerns, however, do not licevisglesale methodological anarchy.
On the contrary, they make it especially pressing the practitioners and the
philosophers of NE’s parent disciplines to assdss fgotential for success in NE

research.

To conclude, it is true that NE is still in its amfcy and that considerable achievements
may await its pioneers in the years to come. Y&, time is ripe for beginning to
distinguish between alluring marketing hype andlsinded hopes. As | argued in
this enquiry, NEs can provide valuable incrementadtributions by enriching specific
economic models of choice with neuro-psychologinaights. Still, they have hitherto
failed to demonstrate that economists will usufiligl it convenient to include several
neural insights into their models or substitute neenic constructs with neuro-
psychological ones. Whatever success NEs will maveforming and constraining the
accounts of choice behaviour developed by econemigisychologists and
neuroscientists, NE is unlikely to provide a graredolutionary synthesis spanning its

own parent disciplines.
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