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Abstract

This thesis has two main aims. The first is substantive: to investigate whether and how an individual’s perceptions of their area act as risk factors for offending. The second is methodological: to demonstrate that theoretically-informed structural equation modelling can make best use of existing and often under-utilised datasets, particularly cross-national studies such as those typically conducted by large-scale organisations or governments.

Using the United Kingdom Offending, Crime and Justice Survey (OCJS) conducted between 2003 and 2006, and taking a range of questions on individual perceptions, family circumstance, self-reported offending and variables relating to the area in which the respondent lives, the work reviews previous criminological measurement constructs of well-known risk factors (from both an analytical and theoretical perspective) and once these are defined moves on to examine self-report offending using structural equation modelling.

Findings are predominantly consistent with previous work and show that individual criminogenic propensities matter most, but also that a complex interrelationship of area perceptions operate in conflicting directions. Once this is accounted for, living in an area with higher disorder seems to increase self-report offending, with part of the relationship explained by perceptions of lower collective efficacy. However, this relationship seems to operate only at one time point and when looking longitudinally it appears that it is the family situation that takes precedence.

This leads in turn to mixed policy implications. In the short-term, it appears that interventions to address perception of area would be most successful to combat offending behaviour but over the longer term addressing the family situation would be more appropriate. Implications for data collection processes and analytical approaches to existing data are centred on the simple analytical framework that pays equal attention to the set of questions: 1) What can be measured? 2) Can these measures be structured? 3) What are the results?
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Chapter 1

Introduction

1.1 Motivation

“Does the area in which you live affect your offending?” is an attractive criminological question for investigation, not least due to the familiar idiom ‘growing up on the wrong side of the tracks’ (Young, 2003), but the answer to this question has been surprisingly elusive. Many of the risk factors associated with adolescent offending are well known (see, for example, Farrington and Welsh, 2007). Individual factors such as low self-control, empathy or impulsivity are well-researched and correlate with increased offending behaviour. Similarly, family factors such as parental discipline, parent/child relations, and parental conflict have also received much attention. Less, however, is known about ‘higher’ level processes such as school, peer and, particularly, the character of the area in which the child lives. This despite neighbourhood being consistently linked to a number of poor educational, emotional and health outcomes (Leventhal and Brooks-Gunn, 2003).

Early work in the University of Chicago around the middle of the 20th century led to some influential theories as to how area and space affected crime, known under the umbrella terms of ‘social disorganisation’ and ‘social ecology’ (Shaw and McKay, 1942) but a combination of criticisms, both substantive and methodological, led to this school of thought falling out of favour and criminology to focus more on individual pathology, leaving the wider articulation of components of social setting as ‘a road not taken’ (Messner, 1988). Partly attributable to this individual focus and, also, for pragmatic data collection reasons, data allowing area level analysis have been of scarce supply (Farrington, 2005). Whilst ‘risk factors’ have thus been thoroughly investigated and understood at the individual and family level, there remains a lack of concrete findings at the community level. In part because of the popular significance of the ‘broken windows’ theory of policing (Wilson and Kelling, 1982) and work by Sampson and
colleagues (Sampson and Groves, 1989) including the extremely influential field of collective efficacy (Sampson, Raudenbush and Earls, 1997; Sampson, 2012), recent developments have made steps to understanding and theorising at the neighbourhood level again. At present the evidence is limited, restricted to either specific crime types (McVie and Norris, 2006b; Gibson, 2012), certain age groups (Odgers et al., 2009), or within restricted settings (Sampson, 2012; Wikström, 2012) and this limit has often been caused by limited data sources (Sampson, Morenoff and Gannon-Rowley, 2002).

This thesis has two aims: the first is substantive and is to investigate whether and how the area in which an individual lives has an effect on their offending, with the second to try to answer this question from an existing and publicly available dataset, to try to prove that this substantive question can be answered using data that has previously been deemed lacking the required detail. Secondary data analysis is an important tool in the social researcher’s armoury but is perhaps not as prevalent as it could be, so much so that the Economic and Social Research Council (ESRC) set up a specific secondary data analysis initiative that “aims to deliver high-quality high-impact research through the deeper exploitation of major data resources created by the ESRC and other agencies”\(^1\). More specifically, this work will demonstrate that theoretically-informed, structural equation modelling can make best use of existing and often under-utilised datasets, particularly national studies such as those typically conducted by large scale organisations or governments. Structural equation modelling (SEM) is an ideal technique as it allows for detailed measurement of concepts to be undertaken, and for the relationships between the measured concepts to be linked, whilst offending behaviour is an ideal test bed for such a task as there is a long tradition of empirically tested theoretical arguments. These theoretical arguments are vital for a SEM approach as they can be used to inform relationships and avoid the potential pit-falls of data-mining.

\(^1\) http://www.esrc.ac.uk/research/skills-training-development/sdai/ [accessed May 2015]
1.2 Overview of the Thesis

This thesis is structured as one coherent and complete piece of work with each chapter or section building upon the previous part. Chapter 2 gives some more background for the work and fleshes out some of the statements made in the motivation section of this introduction. It reviews the contribution to knowledge about offending behaviour made through developmental and life course (DLC) theories of offending and focuses on some of the known risk factors, highlighting the gap in findings about the area. It also reviews where criminological work has focused on the geographical in the fields of social disorganisation and collective efficacy, before moving on to more recent developments such as situational action theory. In doing this it places the current work as an attempt to work within the risk factor paradigm and highlights a gap in the evidence base about how area affects the behaviour of those in young adolescence. Chapter 3 takes this realm of investigation and turns it into a specific research agenda, setting out in detail the questions to answer. These split the work into methodological and substantive goals though acknowledges that this is something of a false dichotomy meant only to aid to the structuring of the analysis.

Chapters 4 and 5, respectively, define the data to be used in the work and give an overview of structural equation modelling. The data are drawn from the Offending, Crime and Justice Survey (OCJS) that was conducted on behalf of the Home Office between 2003 and 2006 and is the only nationally representative panel study with self-report offending in the UK. It was created in response to a known gap in data on offending in the general population but has been used in relatively few publications. Chapter 4 reviews the self-report methodology and a few of the preliminary problems with the dataset before defining the specific dataset that will be used for the remaining thesis. Chapter 5 gives an overview of structural equation modelling (SEM) its historical context and outlines how it shall be used in this work. This review is not intended to be a comprehensive explanation of the method and more detail is worked into later chapters where appropriate but gives enough detail for an understanding of the processes involved in fitting measurement models, creating structure from these and
some guidance on interpretation. It also contains a section on what SEM approaches mean for the ontology of the work and any associated causality.

Following this, Chapter 6 is the first empirical chapter proper and starts with creating measurement models of offending risk factors based on the OCJS and, in keeping with the different level as talked about in Developmental and Life Course theory, splits these into three levels, the individual, the family and higher level factors, of which area is the focus. The work progresses in that order creating first a criminogenic propensity measure (which is labelled ‘individual attitude’), then a set of measures looking at perceptions of the family environment and, finally, measures of collective efficacy, neighbourhood disorder and fear of local crime. Each of these sets of measures is approached analytically and from a theoretical viewpoint to ensure that the measurements of these concepts match to previously used operationalisation and that their measurement strengths/weaknesses are known.

Chapter 7 starts by defining a theoretical schematic into which to fit these measured risk factors and discusses at length the role that criminogenic propensity has played in previous theoretical discussions around developmental and life course criminology. Finding a unanimous story of early development and then relative stability, it uses this to define the interaction of the family and area level measured concepts and crucially makes a distinction between perceived factors and those that are measured externally, or with less scope for attitudinal variation. Through this argument it is shown that mediation analysis is the most appropriate way to fit these items together. Once this schematic is defined the analytical works starts with the simplest structures before building up to what becomes the main operationalised model for the remainder of the thesis. Some initial substantive results show the centrality of the individual attitude component in the model and indicate that this is mediated by changes in perceptions of neighbourhood disorder, with part of that relationship operating through collective efficacy (which in itself has no direct effect on self-report offending). Interestingly, family level measures appear to have no effect on reported offending and this becomes an important debate later in the work.
The next two chapters go on to try to extend this basic cross-sectional model to look at different crime types available within the OCJS and to incorporate risk factors that go beyond those reported according to the individual’s perceptions. The first part, Chapter 8, finds mixed results with initial analysis showing that the mediation of the area level variables seems to be strongest for property offending and reduces for serious and further for frequent offending, but further analysis provides some doubt as to the robustness of these results. Chapter 9 produces more concrete findings. Specifically, it finds that the mediation effects by perceptions of neighbourhood do not disappear once structural characteristics of the area are included in the model and that reported family contact with the criminal justice system seems to increase self-reported offending. Age and gender also play an important role.

The final analytical chapter, Chapter 10, attempts to bring in the longitudinal possibilities of the data and produces a number of interesting and important findings. After reviewing the stability of the measurement models over the period available (2004 to 2006) it finds high levels of year on year stability in the concepts included in the work, especially in the reported individual criminogenic propensity. The chapter moves on to outline an approach to the longitudinal modelling that sidesteps some of the problems with creating the most complete mediated longitudinal model in the purest sense. This lagged model produces findings that indicate that although it is the area that operates as a mediating effect at any one point in time it is the family environment that seems to be operating over the longer term.

Chapter 11 draws together the entire thesis, presenting a detailed review of the analysis and results before going on to draw some implications. These fall into three categories of policy implication, those for secondary data analysis within criminology and more generally and some about the design and data collection procedures for the future. The work draws to a close with avenues for further work, both on the OCJS dataset and in the wider field of criminology.

This thesis is important because of three reasons. First, it demonstrates that with appropriate attention to theoretical structures SEM can be used to get results from existing datasets that have previously been thought impossible. Second, it finds
evidence that a combination of both perceptions of neighbourhood disorder and perceptions of local collective efficacy have a role in shaping adolescents’ offending behaviour. Finally, it also uncovers the temporal nature of the neighbourhood in the determining offending behaviour, with the family environment ultimately taking the most prominent role.
Chapter 2

Background

2.1 Introduction

This chapter is intended to provide a picture of the background upon which this work is set. It will focus on risk factors that have been found from the developmental and life course approaches to criminology and highlights the lack of knowledge at the area level, whilst setting this against the well-developed fields of social disorganisation/collective efficacy theory. In doing so it highlights the gap that is to be addressed, namely how area (as classified by its collective efficacy and other well-established cross-cutting neighbourhood level mechanisms) acts as a risk factor for adolescent offending. The chapter is not exhaustive of all studies that have been undertaken, which would probably form a full thesis in and of its self and be something to rival Ellis, Beaver and Wright’s (2009) Handbook of Crime Correlates. Nor is it comprehensive of all the variant theories that have been proposed to underpin deviant behaviour (reviewed in textbooks such as Cullen and Agnew, 2013) but provides an overview of the main arguments. More technical details relating to specific parts of these works, and others of relevance, will be reviewed in the chapters later in the thesis.

2.2 Developmental and Life Course Criminology and Risk Factors

From Lombroso’s Criminal Man (1876, republished in 2006) and his focus on the (pseudo)science of phrenology, the roots of criminology most probably lie in the late 18th and early 19th century discourse on “moral insanity and uncontrollable, remorseless criminal behaviour” (Rafter, 2004, p979) and it has been a constant of criminology to attempt to understand and classify the criminal, the reasons for their behaviours and ways to control and alter these. Since the middle of the 20th century and the seminal work of Glueck and Glueck (1950), the life course perspective on criminal behaviour has come to the fore and has been extremely influential in criminology. The
Gluecks’ study *Unravelling Juvenile Delinquency* examined, before the aid of powerful computing technology, the life course of two sets of offenders, one of which had been convicted of crimes whilst the others remained, by and large, free of convictions. Their analysis revealed multiple risk factors which, they claimed, propelled some people towards offending. The work established a precedent for the application of scientific methods to try to unpick the offending trajectories of individuals.

The earlier works that shed light on this idea of individual trajectories or criminal careers were, counter-intuitively, cross-sectional. The Philadelphia cohort study, which captured all boys born in the city in 1945 and aged 10 to 18 at the time of the data collection, discovered for the first time that a relatively small number of offenders were responsible for the majority of crimes (Wolfgang, Figlio and Sellin, 1972) and comparable results were found based on data collected for similar cohorts from Racine, Wisconsin (Shannon, 1982) and later from the UK (Farrington and West, 1990). Together these studies highlighted the existence of what was referred to as a ‘career criminal’ or more precisely individuals whose offending remained relatively frequent and continuous over a significant period of their life course. Another key finding that propelled this movement is the age/crime curve (McAra and McVie, 2012). This is found, ubiquitously, when the age of the offender is plotted against criminal activity rates and shows a sharp rise in offending during the teenage years followed by a slow decline across adulthood. The exact peak and shape of the curve depends on the source of the crime data (official versus self-report), the gender of those in the study, where the data originates and the type of offending that is being examined but “this distribution… represents one of the brute facts of criminology” (Hirschi and Gottfredson, 1983, p552). Whether the patterns applies to the individual has been the subject of much contested debate, and it has often been found that the individual trajectory differs from the aggregate, with the latter often explained by changes in individual time-varying engagement in offending behaviour rather than offending frequency (Farrington, 1986).

Piquero, Farrington and Blumstein (2003) identify a 1986 publication by the National Academy of Sciences that reported on criminal careers and career criminals (Blumstein et al., 1986) that marked a particular turning point in the work of life-course
criminology and raised a number of theoretical issues that needed to be understood for life course criminology to progress adequately. Together these theories form the background to developmental and life course theories of offending which are concerned with three main issues: the development of offending and antisocial behaviour; risk and protective factors at different ages; and the effects of life events on the course of individual development (Farrington, 2005).

This centrality of theoretical argument within this field is well recognised, with Farrington, Snyder and Finnegan (1988) opening their work that looks at offending specialisation by stating that “in investigation of the causes of delinquency, it is important to establish the theoretical construct(s) underlying delinquent behaviour” (p461). They move on to outline two possible theoretical positions, the first where the delinquent behaviour is caused by a single underlying factor such as ‘delinquent tendency’ or ‘antisocial tendency’. The alternative position they sketch is where the behaviour reflects a number of different dimensions. They see versatile offending (i.e. offending across a variety of different crime types) as the result of there being just one underlying theoretical construct that drives offending, whilst specialized offending would be the result of multiple constructs on which different people occupy different positions, given relative stability on those dimensions. Their work highlights a previously uncovered amount of specialisation that contrasts the highly regarded ‘cafeteria style’ versatile offending previously defined by Klein (1984). Although subsequent work that has delved into the issues of specialisation has found that the picture is not entirely clear and is often a symptom of the crime classifications, counting rules and methods of classifying multiple offending episodes (Fisher and Ross, 2006), the distinction between the two types of theories, single or multiple causes, is seen throughout life-course criminology. The former, known as general offending pattern theories, are mainly characterised by an identification of low ‘self-control’ and are reviewed extensively by Gottfredson and Hirschi (1990), whilst the more developmental approaches, as identified and studied by Loeber and Leblanc (1990), are characterised by different causal factors that may themselves change throughout life.
As an example, Gottfredson and Hirschi’s general theory of offending hypothesises that an offender’s self-control will be the principal factor determining an individual’s involvement in crime. ‘Self-control’ in their terminology incorporates elements such as self-centredness, impulsivity, perseverance, and an inclination to thrilling or risky activities. Variation in the level of self-control can be primarily attributed to parenting practices, such as lax supervision, ambiguous affectional interaction and inconsistent discipline. They fundamentally connect a lack of self-control with involvement in criminal behaviour, and that the lower the onset age of offending, then the lower the self-control and the higher the versatility in resultant offending, and that this self-control is invariant. As such, offending artefacts such as the age-crime curve are attributable to biological processes associated with aging. This self-control is, predominantly, based on individual factors and early life experiences, beyond the influence of the physical setting in which the person finds themselves. Farrington (2005) sees this in essence as ‘anti-developmental’ in that the cause of offending, self-control, is fixed in childhood (dependent on the socialisation process), leaving no space for situational change.

Tittle (1995) recasts control theory into a control balance where deviant acts (a behaviour that is likely to be against the normative opinions of the majority and typically leads to some form of negative societal response) can be the consequence of being controlled by others or exhibiting control over others. A particular deviant behaviour thus becomes a balance of deviant motivation and constraints, which result in the probability of a range of different offence types that either express hostility and contempt towards a controlling force (individual, group or norm) that shows a control deficit, or are a selfish behaviour that acts autonomously with little regard for others (again individuals, groups or norms) representing a control surplus. Empirical tests of the theory have generally found limited and mixed support (Delisi and Hochstetler, 2003; Piquero and Hickman, 1999) and often for only certain types of offence. This perhaps isn’t surprising as in the original work Tittle (1995) is sceptical about the ability to test the theory with existing data due to the nuances and complexity at the very heart of the control balance.
Sampson and Laub’s (1993) age-graded theory of offending focuses more on the social control side of control theory and sought to explain changes in criminal behaviour as influenced by changes in the presence, strength and quality of bonds to societal informal social controls. Their goal was to bring together research into both childhood and adulthood, and the continuity of offending through the life course. During adolescence they identify social bonds as primarily with the school and family but also with their wider neighbourhood and peers. In adulthood these social bonds alter to employment, marriage and other long lasting relationships, and these bonds can alter early-age criminal propensities. What is important to the theory is criminal involvement is reduced not just by the presence of the bonds but also their quality and how these mediate the context of social structural influences. The theory is tested against data gained from a 50-year follow-up of the Gluecks’ Boston cohort and as such has a strong life course analysis empirical foundation. Their highly readable follow-up *Shared Beginnings, Divergent Lives* (Laub and Sampson, 2003) deepens this understanding by identifying ‘turning points’ away from an offending lifestyle such as moving home, good marriages, time in the army and enjoyable, trusting employment.

Moffitt (1993) provides a more developmental theory. Whilst she identifies a small percentage (between approximately 5% and 10% of the offending population) as ‘life course persistent offenders’ who are tied into offending from very early ages, triggered by genetic disposition and maternal failure such as poor nutrition and parental substance abuse, the majority of offenders are “adolescence-limited”. This second group are generally well-socialised and adjusted, and their delinquency is adaptive to reinforce certain stages of the maturing process. She identifies maturity gaps, problematic transition through puberty, and desires for adult status and privileges as key factors that drive these offenders’ behaviour and as these problems subside their delinquent behaviour will alter or diminish. She states offenders in the second group, the “adolescence-limited” offenders, will partake in crime to address what are the most pertinent inadequacy factors of the time, such as public order offences, substance abuse and ‘status’ crimes such as running away and theft. Moffitt directly confronts the environmental aspect of childhood upbringing as one of the many variables in her multidimensional causation model - it is engaged in a constant process of reciprocal
interaction: “It is now widely acknowledged that personality and behaviour are shaped in large measure by interactions between the person and the environment” (Moffitt, 1993, p9). These environments are most clearly articulated as the family condition (financial, behavioural and cognitive) with attention to the area in which the child grows up added as an unconsidered adjunct: “Vulnerable children are often subject to adverse homes and neighbourhoods because their parents are vulnerable to problems too” (p9). The adolescent limited group, in trying to address maturity gaps, may interact with peers in specific physical spaces, and there is limited reference to the protective effects on this group growing up with limited criminal opportunity (such as in rural settings) or under particularly strict supervision arrangements. This debate is, however, framed in terms of the individual development. The area effect, although touched upon and incorporated as one of many situational factors that can mediate, is not fully explored.

Farrington’s Integrated Cognitive Antisocial Potential (ICAP) theory (Farrington, 2005b) developed out of his years of work formulating predictive risk factors of offending, and was in part a reaction to criticism that the nature of the criminal career model that was prominent in the 1980s was atheoretical (Piquero et al., 2003). His resultant ICAP model tries to integrate theories such as strain, control, learning, labelling and rational choice, with a key underlying construct of antisocial potential (AP) and that the transfer of this to antisocial behaviour is dependent on both opportunity and victims (Farrington, 2005b). AP, the potential to commit antisocial acts, can manifest itself over the short and long term – short-term variations depend on motivating and situational factors, whilst long-term variations depend on impulsiveness, strain, modelling/socialisation processes and on life events. The model, laid out in diagrammatic form (p78), raises the role of neighbourhood both in terms of the development of AP and in relation to the opportunity to commit crime, and is seen as an important aspect: “criminologists should carry out more research on situational influences on offending” (p85).

Although this chapter has covered a number of competing different theories within the DLC paradigm it is not the goal to cover all of their intricacies. These will be reviewed
later in the thesis where greater detail is called for (notably in Chapter 7). What is important is that many of these theories have led to empirical testing, and that empirical testing has led to more theories (Lilly, Cullen and Ball, 2014), creating something of a virtuous circle (though Lilly, Cullen and Ball are slightly scathing about some aspects of this\(^2\)). As Farrington notes: “The main reason why DLC paradigms became important during the 1990s was because of the enormous volume and significance of longitudinal research on offending that was published during that decade” (2005, p3). Piquero et al. (2003) highlight “a relatively small number of classic and contemporary studies [that] are especially important” (p363). Table 2.1 at the end of this section presents a summary of the main features of those listed, plus some others of relevance. The risk factors generally defined from these sources, and common to both DLC theory and the previous criminal career paradigm as far back as the Gluecks’ study, are well-established and collated results are widely reported (Farrington and Welsh, 2008; Rutter, Giller and Hagell, 1998; Jolliffe and Farrington, 2010; Blackburn, 1993) and shan’t be rehashed here. They broadly split into one of three categories:

- Individual factors such as low intelligence and attainment, low empathy, impulsivity, ‘poor’ temperament (which although hard to define is discussed in terms of ‘inhibition’ (Kagan et al., 1989) or ‘under controlled’ and a lack of social cognitive skills (Caspi, 2000)).

- Family factors such as large family size, criminal families, poor parental supervision, childhood physical punishment, low parental reinforcement, erratic discipline and inconsistent rewards, low parental warmth, child abuse and neglect, and parental conflict. For this last factor the exact processes are complicated: when controlling for ‘lower level’ factors, Kolvin (1988) found that separation from a biological parent before the age of 5 doubled the conviction risk to age 32, whilst Henry et al. (1996) found that boys from a single parent family were more likely to be convicted. Fergusson (1992) found that parental

---

\(^2\) To quote, “One (but not the only) reason that theories flourish is that they are able to provide scholars with opportunities to conduct research and gain publications—the very accomplishment that allows for tenure and career advancement” from p109, chapter 6 of *Criminological Theory* by Lilly, Cullen and Ball (2014).
changes (i.e., to step-parents or to single parent families) had no effect on conviction rates. Capaldi and Patterson (1991), however, found a parental transfer effect, but traced it though antisocial mothers that caused these transitions, which in turn caused antisocial behaviour. Haas et al. (2004) and Juby and Farrington (2001) both see the post-disruption trajectory as problematic rather than the separation event itself, adding weight to the life course model rather than trauma or selection theories.

- ‘Higher’ level factors such as socioeconomic status (SES), peer, school and community factors – evidence here is more mixed. SES is classically associated with higher offending (Cohen, 1955), although Thornberry and Farnworth (1982) review the literature and find a mixed message, often caused through a confluence of the individual and familial factors occurring in conjunction with a poor economic position. Peer and school influences find similarly mixed results, although where effects are seen the causal pathways are not clear. Similarly with community level factors, other than residing in a high crime neighbourhood, “less is known about community or neighbourhood risk factors, or about the development of offending in different neighbourhood contexts” (Farrington, 2005a, p80).

Most of the studies listed in Table 2.1 for predominantly pragmatic reasons, were conducted in small geographical areas and, with the notable exceptions of the Project on Human Development and the Thousand Family Study (which were specifically designed to be able to tap neighbourhood level variation), are mainly unsuited to geographical community or neighbourhood analysis. This lack of geographically suitable datasets is one of the reasons for the lack of understanding of higher level risks. From a policy perspective too, the classification of the individual offender makes policies that are easier to enact at the macro level (Dowden and Andrews, 2004). Messner (1988) sees this as a consequence of the two analytically distinct theoretical arguments within Merton’s 1938 essay Social Structure and Anomie, the first a theory of social organisation and the second a theory of deviant motivation. The former is an articulation of components of social systems and has been neglected (Messner, 1988), whereas the latter, with its focus on “man’s imperious biological drives which are not
adequately restrained by social control” (Merton, 1938), has received significant attention.

There are exceptions to the rule that higher level community factors have been unanalysed, one example being Wikström and Loeber’s (2000) work using the Pittsburgh Youth Study. They found that those with high criminogenic risk factors (defined as those with hyperactivity-impulsivity-attention problems) had no perceivable difference based on their neighbourhood in regards to their serious juvenile offending, yet for those with lower risk factors, living in disadvantaged areas significantly increased the probability of offending. In the most disadvantaged areas, those with a majority of public housing, the neighbourhood effect was so strong as to swamp the individual risk factors. Separating out the effects of the neighbourhood from a general cohort effect proved beyond the data source and an alternative reading could be that the poorer areas had people with a high combination of risk scores, therefore despite low singular risk factors they offended at a higher rate, which drowned out those very risk scores. McVie and Norris (2006b), using the Edinburgh Study of Youth Transitions and Crime data and looking at adolescents aged 12 to 17, found that perceptions of areas that were poorly controlled by adults led to increased property

---

3 The Edinburgh study deserves special attention as the impressive data source has resulted in some analytically significant findings for the current work. The reason this discussion is confined to a footnote is that the empirically grounded theories generated from the data are about the systemic interactions of the individual with the social structures around them and therefore have a different focus to the risk factor paradigm approach being applied here. Based on a sample of 4,300 young people who started school in Edinburgh in 1998, the project captured six sweeps of quantitative interviews with the adolescents, a series of qualitative semi-structured interviews with around 55 cohort members, teacher and parent questionnaires and administrative data on social work, police and school records. McAra and McVie’s (2012) negotiated order theory is something of a broader variant of labelling theory and explores how different types of regulation, both formal (schools, the police, social workers, etc.) and informal (family, peers, street culture) interact with the individual’s identity and form a complex web of pathways that need to be negotiated in order for the young person to retain a sense of self integrity (or ‘ego continuity’). Exclusion by formal agencies is seen as being “profoundly exclusionary for certain types of young people… [and]... appears to limit the capacity to negotiate actively, leading to a downward spiral of increased marginalisation” (McAra and McVie, 2012b, p545). They highlight “four key facts about youth crime which any system of youth justice ‘ought to fit’” (McAra and McVie, 2010, p212) that include persistent serious offending being closely linked to victimisation, that early identification of at-risk children is not fool proof, that critical moments in development over adolescence can have a lasting impact and that diversionary strategies can aid desistance.
offending though the influence seemed to decrease as the respondents grew older. Other work has either focused on wholesale changes to the area in which people lived (such as Osborn, 1980, who found that moving out of London decreased offending or Elliot et al., 1989, who looked at urban versus rural offenders), classified areas by their social housing rates (Baldwin et al., 1976; Bottoms and Wiles, 2002), or focused on specific crime type (notably violence, for example Beyers et al., 2001).
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample and detail</th>
<th>Location</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glueck and Glueck Unravelling Juvenile Delinquency</td>
<td>500 delinquents matched to 500 non-delinquents. White males age 10 to 17 beginning in the 1940s. Followed up at 14, 25 and 32. Further follow-up at 70 with death record and criminal history searches, 52 contacted for qualitative life course history interviews (Sampson and Laub, 2003).</td>
<td>Boston, Massachusetts.</td>
<td>Delinquent group drawn from 2 reform schools</td>
</tr>
<tr>
<td>McCord’s Cambridge-Somerville Youth Study</td>
<td>506 boys identified by local police, shop keepers and social workers matched on range of characteristics and split into control and treatment groups</td>
<td>Cambridge-Somerville, Massachusetts</td>
<td>Official records</td>
</tr>
<tr>
<td>1945 Philadelphia Birth Cohort</td>
<td>9,945 boys born in 1945, followed to age 17. 35% found to have had contact with the police at least once, 6% were ‘chronic offenders’</td>
<td>Philadelphia</td>
<td>Official records</td>
</tr>
<tr>
<td>1958 Philadelphia Birth Cohort</td>
<td>27,160 boys and girls born in 1958, followed to 17, then extended to 26 (Tracey and Kempf-Leonard, 1996). Similar results to 1945 cohort, plus findings that career continuity more likely than discontinuity.</td>
<td>Philadelphia</td>
<td>Official records</td>
</tr>
<tr>
<td>1942, 1949 and 1959 Racine, Wisconsin</td>
<td>1942, n = 633, 1949, n = 1,297, 1955, n = 2,149 with a similar design to the Philadelphia study</td>
<td>Racine, Wisconsin</td>
<td>Official records</td>
</tr>
<tr>
<td>Cambridge Study in Delinquent Development</td>
<td>411 males born between September 1952 and August 1954. Interviews at 8, 10, 14, 16, 18, 21, 25, 32 and 46. Parental interview annually between 8 and 15. Criminal record search to age 40, records of immediate family also retrieved.</td>
<td>South London, UK</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Montreal Adjudicated Youths</td>
<td>505 male and 150 female delinquents sentenced to probation or a correctional institution at the Montreal Juvenile Court. Started in 1992 with an average age of 15.</td>
<td>Montreal</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Montreal Adolescent Sample</td>
<td>3,070 adolescents age 14 in 1974, followed up to age 40. Subsample of 458 interviewed at 16, 30 and 40</td>
<td>Montreal</td>
<td>Self-report records</td>
</tr>
<tr>
<td>Project Metropolitan</td>
<td>15,117 males and females born 1953 and collecting data from police recorded crime data</td>
<td>Stockholm</td>
<td>Official records</td>
</tr>
<tr>
<td>Study</td>
<td>Sample and detail</td>
<td>Location</td>
<td>Measure</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Individual Development and Environment</td>
<td>1,027 8- and 9-year-olds in 1965, followed from 10 to 30, collecting administrative data on criminal offences, mental health, employment, education, alcohol abuse</td>
<td>Orebro, Sweden</td>
<td>Official records</td>
</tr>
<tr>
<td>Pittsburgh</td>
<td>1,517 boys in public schools followed at age 7, 10 and 13, part of the <em>Causes and Correlation study</em> ran by the Office of Juvenile and Delinquency Prevention in the US Dept of Justice and as such has comparability with the other studies included. Data collected through interview.</td>
<td>Pittsburgh</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Denver</td>
<td>1,527 youths from ‘high risk’ Denver neighbourhoods, part of the <em>Causes and Correlation study</em> ran by the Office of Juvenile and Delinquency Prevention in the US Dept of Justice</td>
<td>Denver</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Rochester</td>
<td>1,000 children from Rochester, aged 12, part of the <em>Causes and Correlation study</em> ran by the Office of Juvenile and Delinquency Prevention in the US Dept of Justice</td>
<td>Rochester, New York</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Dunedin Multidisciplinary</td>
<td>1,037 children (or 91% of eligible births) born 1972-73, predominantly to study health outcomes but also crossing over to criminal/antisocial behaviour</td>
<td>Dunedin, New Zealand</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Project on Human Development</td>
<td>6,500 individuals in 80 communities in Chicago. This multidisciplinary study includes an accelerated longitudinal design following 9 different age groups (spaced by 3 year intervals) as well as social observations of neighbourhood characteristics.</td>
<td>Chicago</td>
<td>Official records and self-report</td>
</tr>
<tr>
<td>Nottingham Study</td>
<td>Class stratified sample of 700 children, with parental (at younger than 7) and self (at 11 and 16) reported offending questions and other characteristics to the age of 16 (Lewis, Newson and Newson, 1982)</td>
<td>Nottingham, UK</td>
<td>Self-report, parental report</td>
</tr>
<tr>
<td>Thousand Family Survey</td>
<td>1,142 infants born between 1st May and 30th June 1947, collecting interview data through childhood and administrative data through adulthood</td>
<td>Newcastle-Upon-Tyne, UK</td>
<td>Official records</td>
</tr>
<tr>
<td>Edinburgh Study of Youth Transitions and Crime</td>
<td>4,300 young people starting secondary school in 1998. Six annual sweeps of self-report surveys from cohort members (aged 12-17) as well as official records from police, social work, children’s hearings, schools and criminal convictions records; surveys of parents and teachers; a community survey; and compilation of a Geographic Information System incorporating census and police-recorded crime data.</td>
<td>Edinburgh, Scotland</td>
<td>Official records and self-report</td>
</tr>
</tbody>
</table>
2.3 The Chicago School, Social Disorganisation and Social Ecology

2.3.1 The Old Days

What seems clear is that there is some effect of neighbourhood on offending but the exact nature of this has been obscured by a lack of data and by an ‘area’ being able to be classified in a myriad of different ways. There is, however, a great and proud tradition of more specific neighbourhood research stretching back to the early days of the University of Chicago and predates the emergence of DLC approaches by some way. The focus of these theories was not the individual; rather they operated at a macro level, concerned more with total offending rates or locations that offences occur, and the characteristics of the area that can give rise to these events. One of the early key concepts that was used to cut across different community contexts was that of social disorganisation.

Between 1837 (when it was first chartered as a city) and 1910, Chicago’s population grew from just over 4,000 to 2.2 million, and was for a period the fastest-growing city in the world (Encyclopaedia of Chicago, 2004). This growth, with associated social and financial opportunities, came coupled with increases at the other end of the income distribution: poverty and social problems mushroomed. This led to Chicago becoming a natural laboratory for sociological research in what came to be known as the ‘Chicago School’. Based in the University of Chicago, sociologists such as Robert Park and Ernest Burgess laid the foundation for urban sociology by collecting both statistical and qualitative data and, drawing analogy with zoological and botanical observations, proposed a model of delinquency as a ‘social product’ of the city environment (Park and Burgess, 1920). This shifted the theoretical focus of Chicago’s criminological work from an emphasis on individual pathology as the cause of crime, to a social pathology rooted in the social, cultural and structural forces accompanying the social changes taking place (Lanier and Henry, 2010).

Clifford Shaw and Henry McKay, two of the School’s most important members, used Burgess’s (1925) model of a concentrically-zoned city structure and, believing that “the best basis for an understanding of the development of differences among urban areas
may be gained through the study of the processes of the city growth” (Shaw and Mackay, 1942, p18), examined 56,000 court records from 1900 to 1933, creating “spot maps” of delinquent juvenile residences across Chicago. These they overlaid with community factors, such as demolished building locations, vagrancy rates, incidences of tuberculosis, infant mortality rates, levels of mental disorders and land usage. Analysing these physical, economic and population characteristics in comparison to the “more subtle differences in values, standards, attitudes, traditions and institutions” (ibid., p164), they found community problems concentrated in zone 2, the ‘zone of transition’, matched the higher official crime rates and that these patterns were consistent over the 33 years from which they collected data. These results were robust regardless of the inhabitants of the zone, whose composition was changing in each period through fresh waves of immigration. They argued that this second zone, just outside of the Central Business District, was dislocated from formal institutions with informal social controls eroded by the diversity and population renewal. The consistency of the results over the time periods studied implied persistence tied to the landscape which could be ultimately traced to socioeconomic forces.

These results reinforced the social disorganisation concept, first developed by Thomas and Znaniecki (1920), that the crime rate would be higher in areas in “which there is little or no community feeling, relationships are transitory, levels of community surveillance are low, institutions of informal social control are weak and social organisations are ineffective” and “delinquency patterns themselves become competing lifestyles as a means of surviving and as a way of obtaining income, intimacy and honour” (Lanier and Henry, 2010, p229). Moving beyond the basic disorganisation model, social ecology theory utilised Burgess’s ecological analogy that order is found in stable zones of the eco-structure, suggesting that “crime and deviance were simply the normal responses of normal people to abnormal circumstances” (Akers, 1994, p142).

Subsequent work by Shaw and MacKay went on to find the same patterns in eighteen other cities leading them to conclude that “delinquency – particularly group delinquency… has its roots in the dynamic life in the community” (Shaw and Mackay, 1942, p435). Whilst influential, especially in terms of the effect of economic composition
of communities (Bursik, 1988), there have been many notable and strong criticisms – from Alihan’s (1938) observation of the ecological fallacy inherent in the Chicago School work, to Kobrin’s (1971) criticism that the counterfactual was not adequately addressed (i.e. that desirable areas were not shown to be highly organised). Bursik (1988) highlights the tautology inherent in the work – that high crime areas are a result of high delinquency traditions. Robison (1936) questioned the reliance on official records of crime rates, with Johnstone’s (1978) self-report study finding different patterns not reflected in official figures. Similarly, Baldwin and Bottoms (1976) have argued that it is important to scrutinise how offending (rather than offender residence) could be plotted; the two may be correlated but need not correspond. One of the backbones of the work, and probably one of the principal findings considering the political backdrop in which the work was set, that race was independent of any neighbourhood problems was contested by contemporaneous research that found that “Oriental” residents had lower rates of delinquency (Hayner, 1933). When coupled with broader trends in criminology, after a brief period of prominence in the 1950s and 1960s, the attention paid to social disorganisation theory declined steeply and led Davidson (1981) to remark that social disorganisation “should be seen as a descriptive convenience rather than a model of criminogenic behaviour” (p89).

2.3.2 Modern Directions

Despite the criticism of social disorganisation theory and the emergence and prominence that the life course approaches took, social ecology did not disappear but developed in different but related directions. In Jane Jacobs’ (1961) book, The Death and Life of Great American Cities, she asserts that “crime flourished when people did not know and meaningfully interact with neighbours... high levels of natural surveillance create a safe environment”. This was a variant of control theory, moving social ecology theory into a holistic setting that incorporated both the physical and the social; Jacobs’ theory of physical space had a profound influence. Oscar Newman (1973) saw creating safe, defensible spaces as a primary concern of the urban designer.

This social side of Jacobs’ social ecology can be seen in the first of the four key components of what Bursik and Grasmick (1995) refer to as the ‘systemic model of
neighbourhood crime’ that started to grow through the 1980s and 1990s. Within this first component it is the networks and ties of the components of the system, the neighbourhood and the individuals within it, that provide the vehicle for information exchange which can regulate and affect the crime rate. As with Farrington’s (2005a) observation on the criminal career paradigm and DLC theory, Bursik and Grasmick (1995) state that research has predominantly focused on the private level (within families or close friendship groups) as “analysts rarely have data pertaining to the precise nature of the communications that are transmitted through these [neighbourhood] networks” (p114). Despite the lack of research, they extend the scope of this feature to a looser “parochial level of control” where fellow neighbours who do not normally share the same intimacy as the private network may keep an informal eye on local children or raise the alert of threats such as the presence of ‘undesirable’ outsiders.

The second feature of their systemic model of social ecology is the recognition that social organisation can take many different forms which may not be immediately apparent, and will depend on the size, the heterogeneity of the area (by ethnicity, socioeconomic status, length of residence, etc.), the density of the network and the content or nature of the bonds of the network. The directness (unidirectional or reciprocal), durability and the frequency of the contacts also play a part. Again, practical data collection reasons have meant that many of these “variations in ‘systemness’”(p122) have not received a full analytical study. A further feature of the systemic model is that networks change over time, dependent on the addition or loss of members, without the complete dissolution of the system. Differing significantly from the Shaw and McKay model, this explicitly acknowledges that neighbourhood relational networks are embedded in broader ecological structures of the urban landscape. The final feature is that the system is open, meaning not only that it is engaged in interchanges with the environment, but that this interchange is an essential factor underlying the system’s viability, its continuity and its ability to change (Buckley, 1967, p52).
2.4 The Development of Collective Efficacy Models

The increasing analytical focus on neighbourhood effects through the 1980s, highlighted by Bursik and Grasmick (1995), had numerous triggers, from the policy relevance of the ‘broken windows’ theory of policing by Wilson and Kelling (1982) to Blau and Blau’s (1982) work on inequality and violence, as well as a broader emergence into the mainstream of the social capital concept (Putnam, 2000; Halpern, 2005). Motivated by this upturn in papers looking at neighbourhood effects in general (not just in relation to crime) Sampson, Morenoff and Gannon-Rowley (2002) set out to review the ‘neighbourhood effect literature’ related to problem behaviours and health related outcomes. They identify, review and assess over 40 relevant studies, evaluating the salience of social-interaction and institutional mechanisms to account for neighbourhood level variation over a variety of phenomena such as delinquency, violence, depression and high-risk behaviour. They find the strongest evidence for neighbourhood processes when looking at crime-related outcomes, and also unpick a number of methodological issues. They consider one of the most important ‘first order’ findings to be that survey response items can yield reliable and valid measures of neighbourhood social ties, and call for the development of a set of ecological assessments of social environments.

Although they found very little consistency in how neighbourhood mechanisms are measured, they highlight four related but independent neighbourhood mechanisms:

- **Social ties/interactions** – seen as related to social capital or “resource that is realized through social relationships” (p457), which shall be discussed below.
- **Norms and collective efficacy** – meaning the willingness of residents to intervene dependent on conditions of mutual trust and shared expectations.
- **Institutional resources** – referring to the quantity, quality and diversity of institutions (especially non-profit and civic-based organisations)
- **Routine activities** – land use patterns and the ecological distributions of daily routine activities.
Using these findings Sampson (2006) develops a collective efficacy theory, seeing it as a “critical ingredient for understanding neighbourhood crime and more general aspects of community wellbeing” (p39). ‘Collective efficacy’ is fundamentally about the activation of social ties based on repeated interaction, and therefore expectations about the future which generate norms outside of the kinship/friendship realm. It has two distinct components – shared expectation of social control and social cohesion/trust (Sampson 1999, Odgers et al., 2007). Importantly, Sampson et al. (2002) find that these two dimensions can be tapped through survey response questions: for the first dimension questions such as “how likely would your neighbours be to take action if a) children were skipping school, b) a fight broke out, c) they found a lost wallet” and the second dimension, cohesion and trust, questions such as “people are willing to intervene for their neighbours” or “this is a close knit neighbourhood” can yield reliable results.

Collective efficacy should be seen as a mediating effect between structural backgrounds, the number of organisations, the routine activities of residents and spatial dynamics of land use: collective efficacy is a higher order mechanism than these other neighbourhood characteristics and as such is not confined to a predefined spatial setting (although in practice these will often be relevant). For example, neighbourhood deprivation and neighbourhood collective efficacy do not necessarily go hand in hand and research has shown that collective efficacy mediates the relationship between these two for a range of outcomes, not just in criminology (Cohen et al., 2006; Cohen et al., 2003; Sampson et al., 1997; Xue et al., 2005). The relationship between this concept and social disorganisation/social ecology is clear to see although in many ways it is the opposite of its predecessor, in that it involves the presence, rather than absence, of informal social control (Pratt and Cullen, 2005; Taylor, 1997).

Collective efficacy has shown robust associations with antisocial outcomes among adults, including violent crime (Sampson et al., 1997), partner violence (Browning, 2002), and homicide (Morenoff et al., 2001). Bradford and Myhill (2015) use the Crime
Survey for England and Wales panel experiment\(^4\) to investigate trust in the police and the criminal justice system (CJS) more broadly and observed that perceived increases in collective efficacy over the span of the data available to them (from the first quarter of 2010 to the first quarter of 2011) was associated with an increase in confidence both in the police and the CJS. Sutherland, Brunton-Smith and Jackson (2013) found that collective efficacy was negatively related to police recorded violence but did not mediate against the structural characteristics of the neighbourhood, against their expectation based on other work. They attribute this to the specific context of London as a city, in part due to data lags and also to possible missing domains in their investigation such as the role of social and political institutions or the quality of police-public interactions. A later piece by the same trio of authors (Brunton-Smith, Jackson and Sutherland, 2014) using the same London-based METPAS data (Jackson et al., 2012) identified that collective efficacy does, however, partially mediate many of the statistical effects of structural characteristics of the neighbourhood on beliefs and worries about violent crime.

Odgers et al. (2009) found that collective efficacy was negatively associated with levels of antisocial behaviour at school entry but only in deprived neighbourhoods and this relationship held after controlling for neighbourhood problems and family-level factors. They call for the work to be repeated for adolescents, as they hypothesize that it is during this period that “children move through their primary school years and begin to have more direct exposure to members of the community and institutions, neighbourhood-level effects are likely to be transmitted both directly and indirectly, through a series of complex and age-dependent pathways” (p954). This echoed the work of Ingoldsby and Shaw (2002), which suggested that middle childhood may represent a critical developmental period during which children are at heightened risk of neighbourhood-based effects on antisocial behaviour problems.

Pratt and Cullen’s (2005) meta-analysis of macro-level (community) predictors and theories of crime identified over 200 empirical studies conducted between 1960 and

\(^4\) The CESW panel experiment was conducted in the spring/summer of 2011 and re-contacted around 1,500 respondents to the 2009/10 and 2010/11 waves of the original survey.
1999 and found social disorganisation to be amongst the theories that had received the strongest empirical support. As a headline message this is surprising, considering the criticisms this theory received during the 1980s; Pratt and Cullen explain this by noting that they allowed an area’s racial heterogeneity and rates of family disruption to correspond to social disorganisation and these in part drove the finding. The addition of the few ‘collective efficacy theory’ studies to social disorganisation significantly (statistically) strengthened this support. When weighting for the small sample size (just 13 papers) and analysing the effect of each concept independently, the authors rank collective efficacy as the fourth most relevant predictor domain for variations in crime rates, ahead of traditional suspects such as family disruption, inequality, racial heterogeneity, age effects (which came a surprising 16th) and poverty levels (which placed eighth).

2.5 A Note on Social Capital

Putnam (2000) defines social capital as “connections among individuals – social networks and the norms of reciprocity and trustworthiness that arise from them” (p19) and primarily in terms of personal ties and group memberships. Crime related examples are littered through pretty much any discussion on social capital; as Putnam (2000) puts it, “if the crime rate in my neighbourhood is lowered by neighbours keeping an eye on one another’s homes, I benefit even if I personally spend most of my time on the road and never even nod to another resident” (p20) and it’s the rise in the rate of publications with ‘social capital’ and ‘neighbourhood’ that gives Sampson et al. (2002) their time frame for which to retrieve the more than 40 studies that they review.

Halpern (2005) claims all work defined under social disorganisation/social ecology/collective efficacy as a subset of social capital; “it is not my intention to encourage criminologists to give up their current terminology but it is important to recognise that the social phenomena that they explore are the same as those examined by economists, health professionals, educationalists and so on, namely social capital” (p140). This annexation of collective efficacy into social capital does criminology a disservice. Social capital as a concept is too broad and blunt to allow the nuanced understanding necessary for the study of delinquency, with Halpern’s
conceptualisation often reaching as far as labelling and anomie theory. Sampson (2006) clarifies:

Collective efficacy therefore helps to elevate the “agentic” aspect of social life over the perspective centred mainly on the accumulation of stocks of social resources as found in ties and membership (i.e., social capital). This conceptual orientation is consistent with the redefinition by Portes and Senenbrenner (1998) [sic, it should be 1993] of social capital in terms of “expectations for action within a collective”. Distinguishing between the resource potential represented by personal ties, on the one hand, and shared expectations for action among neighbours represented by collective efficacy on the other, therefore helps clarify the dense networks paradox: social networks foster the conditions under which collective efficacy may flourish, but they are not sufficient for the exercise of control (p39, original emphasis).

That is not to say that work on social capital has nothing to offer; its high profile has certainly added to the attention paid to collective efficacy (Sampson, 2006) and there are many methodological crossovers (Halpern, 2005) which can aid and inform its criminological counterpart. One area where the lexicon of social capital can be particularly useful is where social capital ‘goes bad’, the formation of the (criminal) gang, but there are strong enough distinctions between the two to mean that the separation should remain.

2.6 Situational Action Theory

Wikström’s Situational Action Theory (SAT) is best elucidated in his and his team’s 2012 publication Breaking Rules: the Social and Situational Dynamics of Young People Urban Crime (Wikström et al., 2012) that claims to be “one of the most comprehensive studies of young people, their crimes, and its causes ever conducted” (from the jacket cover on the 2012 hardback) and in some respects this is a difficult claim to refute, due in no small part to the extent of the data collected. Set in the "modestly sized English city” of Peterborough, as much for its proximity to the Cambridge-based research headquarters as for its parsimonious size and diversity of physical and social characteristics, this is the first book from an expected series of publications drawing on a quite astonishing array of unique data.
Informed by a theoretical framework that attempts to integrate the "previously fragmented discipline of criminology" into an adequate theory of crime causation (more on this later) the data comprise an annual longitudinal randomly selected representative sample of around 700 children aged 11 to 12 in 2003 over 5 years to 2008, with a remarkable retention rate of 97%. The respondents were administered a detailed questionnaire asking a range of questions about their lifestyle, family, school, neighbourhood, work, personal issues such as motivations, beliefs and decision making processes (such as violent behaviour vignettes), substance use and self-reported offending across a range of different offence types. To supplement this already extensive data, a range of other sources were drawn together. Police National Computer (PNC) records were retrieved for the respondents and an innovative 'space-time budget' diary was recorded over four days (two weekdays, a Friday and a Saturday) sometime in the first quarter of each year of the study, which is assumed to be representative of the entire year (within the confines of practical achievability). This captured the traditional items of an hourly time budget diary as well as recording the location at which the events mentioned took place. Further, in 2005, the team conducted a small area community survey, differentiating at the unprecedentedly precise level of Output Area (roughly 300 residents). With over 6,615 respondents to this postal questionnaire (averaging 13 per output area) this component captured features of the immediate neighbour characteristics of the whole city such as the localities' levels of trust/cohesion, problems with youth and neighbours, issues around local services as well as a range of variables on the demographics, opinions and lifestyles of the area survey respondents, who, crucially, were independent of the 700 core longitudinal respondents. Information on the physical environment was further enriched with official data surrounding residential instability, concentrated disadvantage, ethnic diversity (or population heterogeneity), non-residential land use and the number of lone parent families. The totality of this data represents just phase 1 (adolescence) of the Peterborough Adolescent and Young Adult Development Study (PADS+) with phase 2 (not reported in the book) extending this data in young adulthood.

The goal of SAT seems to be to draw together the lessons from the tradition of neighbourhood analysis that started with the early Chicago School and progressed
through to the work of Sampson and colleagues with the developmental and life course theories that have allowed the range of risk factors that are now well known to be understood. Wikström et al. (2012) write that SAT “aims to incorporate and develop key insights from routine activity theory/crime pattern theory [Cohen and Felson, 1979 and Brantingham, 1993, respectively] with social disorganisation/collective efficacy theory within an emergence-selection framework” (p41). The observation at the base of this theory is that crime is ultimately an interaction between a person’s criminogenic propensity and criminogenic exposure at a location, and given the right ‘perception-choice’ processes crime happens within a combination of these two elements. If a person with zero criminogenic propensity is exposed to any number of settings the outcome shall always be the same, no crime. Whereas a person more inclined to engage in criminal behaviour will do so only when the conditions for that action are perceived and then chosen.

In trying to set these basic building bricks into a system that unites the disjointed fields of criminogenic theorising and research, Wikström tries to define some base units from which to work. The first is a definition of crime, namely through morals rules: “a moral rule is a rule of conduct that states what is the right or wrong thing to do… The law is a set of moral rules of conduct. Acts of crime are acts that breach moral rules” (p12). This definition based on morals has caused some lively debate, with Felson (2014) citing attitude–behaviour research that has “repeatedly found that moral attitudes do not simply produce moral behaviour” (p254), questioning the analytical time frames and concluding that “without the morality baggage, the Peterborough descriptions fit well with prior routine activity findings” (p257). The response by Wikström et al. (2015) states that “Felson significantly misrepresents the scope and content of Breaking Rules and makes misleading claims” (p115) and fundamentally disagrees with the subsumption of SAT into Routine Activity Theory. If the moral rule definition is accepted, as Wikström claims is possible, the theory claims one need specify what moves people to engage in this reading of crime, to specific personal and environmental factors that affect crime engagement, and to look at the social condition and individual developments that brought people to this position. This latter element, the emergence of the social condition and the personal histories of the individual, are defined as
outside the scope of the 2012 work and shall be tackled in further publications (as noted on page 50 of the book). This leaves the work assuming, for the presented publication at least, that there exist different kinds of people with different criminal propensities and disparate types of areas with different criminogenic characteristics: to analysis of the “context of action” rather than the “context of development” (p35).

How these criminogenic (individual) propensities and (area) characteristics are defined clearly echo the goal of joining the two schools. A young person’s individual criminogenic propensity is based on their morality and their self-control and hence follows a general theory of offending paradigm, whilst the criminogenic characteristic of the area depends on the moral context of the setting (not locations, as the same physical location can have different contexts depending, for instance, on the time of day or the presence of a responsible adult). Sampson et al.’s (1997) measure of collective efficacy from the small area community survey is used as a start point to judge the moral context of a location, with the 25% of output areas with the lowest scores defined as having poor collective efficacy. The (moral) context in which someone finds themselves in said location is added to the definition, with special consideration of the city and local centres (mainly as these are areas with large non-resident populations and are hence less likely to be cohesive and trusting), by restricting the definition to time spent in unstructured peer-oriented activities (i.e. activities with peers outside of work or school that are unsupervised by adults) in the city or local centres, or areas with poor collective efficacy.

The substantive findings of the work reflect the focus of the analysis on the ‘context of action’ and are mainly at the area level (such as that the effect of social disadvantage of an area on the crime count is fully mediated by collective efficacy or that social disadvantage, ethnic diversity and residential instability lead to worse collective efficacy) or the offence location (such as that young people rarely offended in the strong moral context that characterise family, school and work-related activities, or in those situations with strong enforcement - typically an adult supervisor), but there are also some that fall closer to the developmental side. For example, the work finds that no respondent living in the highest collective efficacy areas had a criminal record whereas
15% of those who lived in the poorest areas did (and the same pattern held true for self-report), that those with low crime propensities are situationally resistant to acts of crime and for those who did enter into criminal acts, provocation had a greater effect than the monitoring of the situation (at least in relationship to violent acts). The next publication in the series will “investigate the factors that influence the emergence of young people’s different crime propensities, the role of changes in young people’s crime propensities and the criminogenic exposure for their crime involvement and criminal careers, and the factors that influence such changes” (Wikström et al., 2012, p50).

2.7 Summary

There are two distinct seams of investigation that can be traced through the criminological literature. One is the analysis of the individual, their behaviours and their risk factors, the other the characteristics of the area and the behaviours of people within them. Through a symbiotic relationship between the empirical and the theorising under the banner of Developmental and Life Course Theory a great deal of knowledge about risk factors at the individual and family level have been uncovered, though for reason of data collection limitations and focus this field has delivered less in the way of concrete findings of the impact that neighbourhood processes play on offending. On the other hand there is a strong evidence base that deprivation, social disorganisation, disorder and/or collective efficacy have an effect on the amount of offending in a specific area. Consequently, this has led to two closely related but fundamentally distinct sets of knowledge operating at different levels; one focused on the individual, the other makes inferences and statements at a more macro-level.

The reason for this separation was recognized as far back as the 1930s (Merton, 1938) and the two streams of work have progressed to talk to different policy contexts (Messner, 1988) but the separation has been one of convenience only. The theoretical debates that have underpinned the developmental and life course criminology that led to a good deal of the risk factor type understanding have always allowed some level of environmental components to be included. Often this has been of the form best expressed by Wikström’s Situational Action Theory, that there is an interaction between a ‘bad person’ and a ‘bad place’ but there is also clear reference to the characteristics of
the developmental context of the individual and how that relates to the development of any delinquent behaviours. There have been some crossovers between the two schools, notably Odgers et al. (2009), which calls explicitly for more research at a slightly older age group than in their study (aged 5 to 10), but it remains the case that the higher level risk factors, especially with concern to area level, are less well understood and cannot always be separated out from the individuals that live within the area: “it is difficult to determine to what extent the areas themselves influence antisocial behaviour and to what extent it is merely the case that antisocial people tend to live in deprived areas” (Welsh and Farrington, 2012, p60).

The data and methods from which risk-factor findings have been derived hold some culpability for the lack of clarity about the role that area character plays with regards to delinquent behaviour. The majority of the classic studies as highlighted in Table 2.1 have been constrained to either specific cohorts or small areas, or at the very best a specific city. Sampson (2012) and Wikström (2012) have gone to extraordinary lengths to be able to collect deep data on the specifics of Chicago and Peterborough respectively, and due to the wealth of data collected have been able to analyse a myriad of different research questions but have not yet connected exactly with the subject of this investigation. There is space therefore to address this gap, to try to use existing, standardised data with appropriate statistical techniques grounded in the theories that have underpinned both of these schools of thought to examine the relationship between how the area in which someone lives and its characteristics shape delinquent behavioural development.
Chapter 3

Research Specification

3.1 Overview

The previous chapter demonstrated that a great deal is known about risk factors that correlate with delinquent behaviour. On the individual level these constructs, such as low self-control, impulsivity and low empathy, have been well researched. Similarly, family level correlates have been robustly demonstrated to include large family size, criminal families, poor parental supervision, childhood physical punishment, low parental reinforcement, erratic discipline and inconsistent rewards, low parental warmth, child abuse and neglect, and parental conflict. This knowledge has typically been uncovered by small scale or geographically constrained investigations, and the data collection processes are time consuming and expensive. Less is known about ‘higher’ level correlates such as school, peer and neighbourhood effects. Alongside this risk factor developmental approach, a second strand of criminological work has been the long history of investigation of neighbourhood effects. For reasons of data collection limitations and policy focus the goal of many of these works has been on uncovering an understanding of processes at the neighbourhood level and less attention has been paid to how the area in which a person lives affects the individual’s offending behaviour. There has been some significant attention paid to victimisation and fear of crime, but less to whether these area effects correlate with offending.

This work therefore has two main goals. The first is to investigate if these two schools of criminology can be joined together, whether light can be shed on the how the area in which a person lives acts as a risk factor for offending behaviour. The aim of this thesis is not to test one of the many theories that have been developed in the Developmental and Life Course theory of offending paradigm; rather, it is to draw on what has been common across many of these theories and to try to link it with the theorising from the neighbourhood side. There have been some tentative steps made in this direction but
more work needs to be done. This is one of the main conclusions of the Odgers et al. (2009) paper and is likely to form a significant component of the anticipated follow-up to the Wikström et al. 2012 book. The second aim is to test whether it is possible to investigate this question using existing and publically available datasets. Secondary data analysis has a number of strengths, as will be discussed in Chapter 5, and has been the subject of an Economics and Social Research Council funded initiative to boost its usage. If it is possible to extract results from an existing and pre-collected generic dataset and find substantive findings that address one of the most abiding and thorny issues in the complex theoretically rich domain of offending behaviour, then the implication could be rather wide-ranging, both within and beyond criminological research.

These two aims lead to a set of three sequential research goals that should be applicable as an analytical framework to any number of quantitative investigations and can be bluntly stated as: 1) What can be measured? 2) Can these measures be structured? 3) What are the results? To flesh these out a little and make them more specific to the current work these can be rephrased as:

1. Can criminogenic risk factors be measured from an existing dataset to include measures of both the well-established risk factors and those relating to area?
2. How should these measured factors be linked together to account both for theoretical dependencies and the limitations of the measurement?
3. What can this tell us about offending risk factors? This last question is very much the crux of the investigation as it connects the methodological questions to the substantive subject.

Before moving to express these goals in even greater granularity, so as to give a clear outline of the exact nature of the remainder of the thesis, some strict parameters need to be drawn as to what this work will and will not include. Firstly, the focus of the entire thesis will be on late childhood and early adolescence, young people aged between 10 and 16 years of age. This group are highlighted by Odgers et al. (2009) as in need of a greater understanding and it is therefore this age range that shall be concentrated on. The second sharp edge is that this work will only consider one set of higher level
factors. It has been highlighted that higher level influence on offending can include area, school and peer effects but to attempt to answer all three questions in one would be too large a task, and would cloud understanding. The final parameter to put in place is that the work will focus solely on offending behaviour rather than the more general deviant acts that can be classified as anti-social behaviours. Anti-social behaviour in a UK context was defined in the 1998 Crime and Disorder Act as acting in a “manner that caused or was likely to cause harassment, alarm or distress to one or more persons not of the same household” (section 1a) and as such is a relatively new distinction. DLC theories typically define types of delinquent behaviour in the process of defining what it is that affects their perpetration. The focus here shall be on what is classically understood to be offending, i.e., committing an illegal act, to side-step the need for such a debate.

### 3.2 Specific Research Questions

The following sets of questions try to unpack even further the three headline goals of this work into something like a set of answerable sub-questions. The questions are presented here separately as methodological and substantive, and to some extent the work will split between these twin goals but there will be a natural interaction between the two strands of investigation. The questions will not be answered separately but will be braided together and are presented as distinct to delineate the work more thoroughly.

#### 3.2.1 Methodological Questions

*Methods Question 1 - can a suitable range of risk factors be accurately measured from an existing data source?*

This question can be quickly broken down into two subparts: are there any suitable data that are available and how can relevant components be measured from them? Before embarking upon any analysis it is vital that the data to be used are checked for suitability. This section will start with a thorough review of possible data sources before an in-depth consideration of the Home Office’s Offending, Crime and Justice Survey (OCJS). This is the first and to date only national longitudinal, self-report offending
survey for England and Wales. The structure and limitations of the dataset will be investigated, with a detailed discussion of the reliability of the methodology in the questionnaire used to capture offending behaviour.

The second component necessary to answer this question is to consider the domains that have previously been seen to be relevant to offending behaviour and assess both their theoretical importance and their possible measurement. In answering this part of the question it will be necessary to measure constructs at the individual, family and ‘higher’ levels and for each level there will be a discussion as to what can be achieved from the existing data. Directly related to this question is the method that shall be applied to the work. Measurement is a tricky business and without proper attention to detail misleading results are highly probable (Hand, 2004) and the methodology used can play an important role in this. It seems relatively clear that standard regression techniques that are usually applied to survey data will not be adequate to capture the nuances of the measurement needed. As many of the risk factors in previous work (as will be discussed in Chapter 6) are based on a range of questions that need to be combined, a natural choice for the methodology is structural equation modelling, as it allows detailed measurement via factor analytical approaches.

Methods Question 2 - how should these factors be modelled to gain an understanding of the risk factors associated with offending?

Once data has been found to work with, and the measurement of the relevant factors arrived at, the next step is to create models that accurately reflect the structure of how these constructs interact, paying attention to both theoretical dependencies and measurement limitations. This means that the causal processes between model components will need to be examined and a structure defined that holds together from both the theoretical and analytical point of view. As with the measurement step in methods question 1, structural equation modelling will be shown to be an appropriate methodology as it allows detailed structural implications to be incorporated into the work.

Methods Question 3 - what are the limitations of both the data and the model?
The second methodological question will define a structure in its very simplest form with a focus on trying to pin down how the constructs found and defined in the first question should be linked together. Once this has been finalised it will be possible to add more parts to the model and assess how they interact with offending behaviour. This will take a number of forms dependent on what is available in the dataset but should include analysis of different sub-types of offending, adding controls to the model and trying to incorporate some element of the longitudinal aspect of the OCJS. The focus from a methodological point of view, rather than the substantive, is on how well these models function, where they start to break down and why.

3.2.2 Substantive Questions

The substantive focus of the work will match to the methodological findings an interpretation that makes sense criminologically. Without this interpretation the methodological questions are meaningless correlations of numbers in a dataset and the substantive, theoretical relevance of the findings will be constantly woven into the discussion to give meaning.

**Substantive Question 1 - How do the measurable risk factors relate to previous definitions?**

This is very closely associated with the first methods question, although it means interpreting the measurements made in terms of previous operationalisations that have been used in DLC work. It some respects this could be could be considered a ‘pre-substantive’ question as it does not generate a hypothesis. It is, however, a vital step as it will not only mean that the measurement models are representing something useful but will also go some way to separating out the nuances of the achieved measures and feed into the structural methodological work.

**Substantive Question 2 - Which risk factors affect offending?**

This is clearly the absolute central part of the thesis. There are some clear expectations that these effect sizes should follow. Criminogenic propensity, self-control, empathy or impulsivity (the individual’s characteristics), has been the bedrock of developmental criminology and in all theories reviewed in chapter 2 have been a central concern. It
must follow, therefore, that this shall have the greatest bearing on offending behaviour. It is not clear whether family level components should have the next largest effect, as although they have been clearly found in the literature and seen to be of high importance there has been relatively little comparison to the size of area level effects, and there have often been problems of suspected selection biases clouding understanding. That said, on balance, if one set were to be chosen it has to be expected that family level size effects will be larger than area if only because these have previously been seen quite clearly, whereas area effects have remained obscured. A key concern in answering this question will be in the operationalised differences that the risk factors take, dependent on how they are measured. This will need to be worked through the narrative.

Substantive Question 3 - How do the effects of these risk factors vary by the type of offending? And how do they vary over time?

Linked to the final methodological research question, and assuming that suitable models can be formulated, this question asks for the model to extend to try to gain knowledge about wider questions. This could fall under the previous question as it will still be looking at risk factors and offending, but this is meant to capture the need for interpretation of results beyond the initial modelling phase.

3.3 Summary

The questions here are therefore along two strands of work, the methodological and the substantive, though the dichotomy is rather false. Both of these strands of work will be interwoven and findings will complement each other throughout. Indeed, many of them will only be possible to approach when considered in partnership. Creating measurement and structure from a methodological point of view will only be possible when firmly grounded in theoretical debate and related to criminological work that has gone before. Similarly, any substantive findings will be constrained and only applicable in the limited sense that the methodological limitations allow. These constraints will be discussed clearly and findings will be phrased in their terms.
Chapter 4

An Introduction to the Offending, Crime and Justice Survey

4.1 Possible Data Sources

As a piece of quantitative data analysis focused on trying to pull together previously disparate parts of criminological theory, including more modern developments around area level effects (most notably collective efficacy theory), and with a secondary goal of providing a framework to get maximum analytical value from existing data sources, the first step of an investigation is to consider from both a theoretical and practical perspective which existing datasets could be used to answer the research questions. Dale, Arber and Proctor (1988) list six questions that need to be asked of a dataset before it can be used:

1. What was the purpose of the original study, and how does it match the research questions?
2. What information was collected and is it relevant?
3. How was the sample drawn and are the subjects relevant for the research?
4. Who collected the data and were their procedures adequate?
5. Which population does it represent?
6. When the data were collected and are they still relevant?

First and foremost, in that the goal of the analysis is to investigate the effect on offending, an ideal dataset for this investigation would have been designed specifically to investigate criminal behaviour, rather than merely have had a range of offending questions added at some point in the study. Capturing people's offending behaviour is a difficult and sensitive area (see section 4.6) and hence a design to specially capture offending as accurately as possible is needed.

The data collected must have information incorporating both offenders and non-offenders to allow comparisons to be made, preferably with a wide range of measures
of offending behaviour to allow varied analysis (although one may expect this if indeed the survey were designed with offending research as a primary goal and followed current best practice). To be relevant to the investigation goals, key components of the research question need to be matched as closely as possible by key elements contained in the dataset: appropriate geographical/community level identifiers and survey response items relating to Sampson’s (2002) collective efficacy theory must be present, along with variables about the lifestyles and positions of the respondents, such as their attitudes, socioeconomic status, details of their family background and situation, their ethnicity, gender, age, and perhaps information about their schooling/academic attainment. These are to allow controls for Developmental and Life Course Theory (DLC) risk factor-type components.

The sample would ideally be contemporary, collected at least within the last 10 years, so as to give results and policy implications relevant to the current time period and to take account of any recent survey methodology improvements that have increased the reliability of recording practices (see, for example, the self-report offending questions as discussed later). It should be representative both of possible respondents and any geographical area that it professes to cover and must have been drawn with a non-biased sampling frame to allow generalisability. To be most relevant to the research gaps identified in the background and research specification, it should ideally range in age from children/young adolescents to young adults as a minimum and at least cover the ages 10 to 16 (Odgers et al., 2009; Nagin et al., 1995).

Clearly this is a large undertaking and such a procedure could only be carried out by a professional and well-funded organisation with experience in large scale data collection and questionnaire design, with appropriate quality assurance controls, sampling frames and interviewer availability. Ideally, the data would be longitudinal, allowing within-person effects to be understood and causal natures to be more clearly unpicked (which is especially pertinent for trying to access any form of area effects, see Sampson, 2002).

The criterion that the dataset must hold reliable offending behaviour measures rules out a good number of the 'traditional UK data sources'. The 1970 British Cohort Study has limited self-report contact with the police and offending behaviour questioning in
the 1999/2000 sweep only. These consisted of the number of times the respondent reported being moved on by police, questioned, warned, taken to a police station, cautioned or found guilty by a court. The respondent was asked to cast their mind back to 1986, reporting any contact with the CJS since then; as such, it captures historical information from age 16 through to 30, which will almost certainly be subject to recall problems (again, see discussion in section 4.6). Similarly, the National Child Development Study (NCDS) does not have the correct focus, with questions on offending at the 42-year sweep, asking only of the 10 years previous to that point. Whether the respondent had been arrested between any two sweeps is available (but with incomplete coverage) but would only capture criminal behaviour from 30 years old, and hence miss the adolescent phase. The NCDS also has parental reports of trouble with the police at age 16, but with a high level of missing data (around a third, see Hobcraft, 1998) and these data are old, relating to adolescence in the mid-1960s. The Longitudinal Study of Young People (LSYPE) in England covers ‘risk behaviours’ but does not have the level of questioning needed for a detailed understanding of offending.

The Avon Longitudinal Study of Parents and Children (ALSPAC) similarly does not have the required level of offending questioning granularity, its goal primarily being to investigate health outcomes. The ALSPAC also suffers from being located in just one area; this would not necessarily rule it out as a data source, but the lack of offending detail does. There are two UK-based data sources that could both provide a solid basis for the investigation, although both are constrained to one city context. The Edinburgh Study of Youth Transitions and Crime (ESTYC) is a large scale, longitudinal cohort study of adolescents who started secondary school in Edinburgh in the autumn of 1998. It integrates a number of diverse data sources from young people interviews, teacher assessments, parental interviews, school records, social geography, a resident survey and police-recorded crime data. However, only the first four waves covering from age 9 to 14 (1997 to 2001) are currently available to researchers outside the core team. Similarly, the impressive array of data collected and arranged in the Peterborough Adolescent and Young Adult Development Study (PADS+) is still in development and
is only available to internal researchers at Cambridge University, with a significant publication schedule ahead of it (Wikström et al., 2012).

Consideration is therefore restricted specifically to offending related datasets that are freely available and, with a focus on analysis of risk factors at an area level, very few sources are suitable and are for the main quickly ruled out. In the Arrestee Survey, for instance, each member was the subject of arrest and therefore the counterfactual (i.e., non-offenders) are not present. The Youth Lifestyle Survey’s focus was primarily to investigate offending amongst young people and how this differs by lifestyle and demographic factors, but this is cross-sectional with only two sweeps (in 1992/93 and 1998/99) and hence fails the longitudinal and the contemporaneous criteria. The Crime Survey for England and Wales (CSEW, formerly the British Crime Survey) could provide an ideal basis with its large sample size, strong methodology, its range of questions on the respondents’ life circumstances and geographical quantifiers. Its primary focus, however, is on victimisation, avoiding the methodological issues of self-report offending, and an offending measure is not present.

4.2 Introduction to the Offending, Crime and Justice Survey

The Home Office recognised the significant gap in data on offending in the general population (as opposed to particular groups such as convicted offenders) and between 2003 and 2006 commissioned the Offending, Crime and Justice Survey in response. This four-year rotating panel study was the first national longitudinal, self-report offending survey for England and Wales, and was conducted by the National Centre for Social Research (NatCen) and the British Market Research Bureau Limited (BMRB)\(^5\). The stated aim of the study was to provide a solid base for measuring prevalence of offending and drug use in the general population of adolescents (aged 10 to 25) in England and Wales and the survey holds measures of self-reported offending, indicators of repeat offending, drug and alcohol use and questions on the links between them, a range of lifestyle, health, socioeconomic, neighbourhood and attitudinal

\(^5\) NatCen were the primary contract holders and the primary data collection and processing agency.
questions, along with information on the nature of offences committed, such as the role of co-offenders and the relationship between perpetrators and victims. Its original purposes cover this work’s research goals well, the information is relevant and contemporary, and it represents the correct population.

Although there have been relatively few publications based on the OCJS, most of which have been produced by the Home Office, it has shown that detailed statistical analysis of offending can be conducted using it. Three publications are very similar in style and report on the extent and trends of offending, anti-social behaviour, drug/alcohol use, contact with the CJS and victimisation of respondents to the survey (Budd et al., 2005; Wilson et al., 2006; Roe and Ashe, 2008). These should be considered as regular Home Office outputs containing standardised information on the datasets. Three more specific reports include a detailed longitudinal analysis (Hales et al., 2009), a paper on delinquent youth groups (Sharp et al., 2006) and a piece on minority ethnic groups and crime (Sharp and Budd, 2005). The first of these three found that measurement and identification of risk factors is important to target interventions at those most likely to go on to offend, with the analysis highlighting family, peer group and school factors as important influences on the behavioural trajectories of young people during their teenage years. The delinquent youth group paper found that membership of a ‘gang’ increases the risk of offending when controlling for other factors such as temperament and other lifestyle risk factors.

Each wave of the survey was designed to be nationally representative and used postcode address files as the sampling frame. Despite consideration of problems with the coverage of this sampling frame, sampling error and some non-response bias, it was judged to be broadly representative of the national population that it attempted to capture. The questionnaire contained the following modules (brackets show method of collection) with most questions being asked of all respondents, including children:

- Household grid (CAPI)
- Socio demographic (CAPI)
- Neighbourhood (CAPI)
- Attitudes to Criminal Justice System (CAPI)
- Contact with Criminal Justice System (part 1) (CAPI)
- Victimisation (CAPI)
- Anti-social behaviour (audio-CASI)
- White collar/hi tech crime (audio-CASI)
- Offending – count/follow-up (audio-CASI)
- Offending – nature (CASI)
- Contact with CJS (part 2) (CASI)
- Domestic violence (CASI)
- Drinking (CASI)
- Drug use (CASI)
- Health, lifestyle and risk factors (CASI)
- Reactions to the survey and re-contact (CASI)

The first wave covered around 12,000 people aged between 10 and 65 living in private houses in England and Wales and as such did not include people living in institutions such as prisons, the armed forces, or the homeless and as such it is acknowledged that it misses some of the highest rate offenders. Subsequent waves followed up with respondents aged 10 to 25 years with around 5,000 respondents per wave, with just over 2,500 in all waves. The reduction from all ages in the first wave to 10- to 25-year-olds afterwards was to focus resources and attention on those most at risk of offending (OCJS technical guide, 2004). This fits well with the aims of this research. Figure 4.1 gives a graphical representation of the structure of the achieved samples.
Overall, then, the OCJS gives a good source upon which to build an investigation and although it passes most of the criteria listed by Dale et al. (1998) in relation to the goals of this study, there are some aspects that could be wished for that are not present. The most notable problem, and indeed an issue that can be levelled at the majority of nationally administered surveys, is that there is no triangulation of response. Put another way, each piece of information is collected only from the respondent; there are no measures from other sources such as teachers, other residents or the police. Hirschi and Gottfredson (1993) argue that behavioural studies of self-control, rather than attitudinal measures, are more indicative of an individual's true level and explain a greater amount of the variance in delinquency and crime. By contrast, Arneklev et al. (2006) claim quite the reverse, that "the attitudinal indicator of low self-control is a relatively stronger predictor of crime than imprudent behaviour" (p41); taking the respondents' view only gives the possible presence of measurement bias. Similarly,
although at first reading it seems that Sampson et al. (2002) believe that "the important point is that neighbourhood processes can and should be treated as ecological or collective phenomena rather than as individual-level perceptions or traits" (p456) a more nuanced understanding of the work surrounding their definition of 'ecometrics' is that every effort should be made to approach the neighbourhood context, size, shape and definition from as many perspectives as possible, depending on availability, what is to be researched and the focus of the analysis: a central point of Sampson's 2012 round-up of the Project of Human Development in Chicago Neighbourhoods (PHDCN) and related work, Great American City. This criticism of a lack of 'second opinion' in survey data is not rare and the implications/solutions will be discussed in detail later in this thesis. It is more pertinent here to focus on some more practical issues with the OCJS data.

For example, although in the 2004 OCJS User Guide the intention is made clear that "in order to ensure comparability between survey years, much of the questionnaire remained the same as in 2003" (p13), in reality there was a significant amount of variation. In many cases this took the form of additional questions being added to a pre-existing battery: extra elements around neighbourhood collective efficacy were added, self-perception grew new parts (I like taking risks) and questions related to family situation (such as My parent(s) make sure I do my homework and My parent(s) expect me to be in at a certain time on Friday or Saturday nights) appeared. In other cases the coding and ordering of questions was changed (for example, multiple choice lists' suffixes had been misapplied, and this was corrected into the 2004 survey). Overall, of the 1,803 questions in the 2003 questionnaire, only 1,361 remained unchanged in the 2004 sweep, with the 2004 dataset swelling to include 2,369 questions. Fortunately, the design had settled down by 2004 and from 2004 to 2006 the questionnaire design is much more stable, with around 95% of the questions that appear in 2004 also appearing, unchanged, in subsequent waves.

The sample design also changed between 2003 and later editions of the survey. Most strikingly, the target population was reduced from 10- to 65-year-olds to 10- to 25-year-
olds. This is clearly shown in Figure 4.1, where an additional 5,505 people aged over 25 are represented by the top section of the 2003 wave bar. This in itself is not a problem as the key age group of interest is those for whom offending is most pertinent, i.e., the younger aged (Nagin et al., 1995) and is the focus of this current work. What is troublesome is the attrition between waves - although the retention rate between two waves is generally very good (over 70% between any two sweeps), the largest singular loss of members happened between the 2003 and 2004 sample, where over 1,200 of the core 10- to 25-year-old population (or 26% of the sample) were not re-interviewed and a large number (1,842) were added as a fresh part of the panel. The knock-on effect of this early sweep one to two attrition means that constructing a 2003 to 2006 longitudinal dataset leaves a sample of 2,343 (slightly smaller than the size of the Home Office constructed longitudinal dataset used by Hales et al. in 2009 due to the missing 25-year-olds issues noted in section 4.4.1). If, however, the process of joining the sweeps together begins with the 2004 sweep, with lower year on year attrition (less than 20%), the achieved size is 3,528; over 50% larger than the possible 2003-start dataset. Coupled with the change in questionnaire design, the construction of a longitudinal dataset capturing all four waves is problematic and, despite the discomfort caused by ignoring data, it was decided to focus on the 2004 to 2006 data and create a longitudinal dataset on this basis.

4.4 OCJS 2004 to 2006 Dataset Basics and Weights

4.4.1 Basics

Of the 3,528 respondents who were able to be matched together to form a 2004 to 2006 longitudinal dataset, 48.4% were male and 51.6% female. Figure 4.2 presents a split of the data by age and gender.

---

6 By that it is meant 25-year-old respondents in 2003. Those who formed part of the longitudinal sample were followed up even if they were over 25.
Figure 4.2 Number of respondents in 2004 to 2006 longitudinal dataset, by gender and age (in 2004)

It is worth noting that:

1) There is an over-representation of the respondents aged 11 to 17. This is deliberate and due to the "young person boost sample in 2003", which was conducted to increase the number of young people due to their particular analytical importance and the fact that they are often a slightly harder to reach group (OCJS user guide, 2003).

2) There's only one 25-year-old in the final dataset! This can be nothing less than a mistake on the part of the data depositors. In the 2004 and 2006 data that was deposited in the data archive there were two versions of the dataset, the 10 to 25 version and a separate one holding the information on any members who were 25 at a previous wave and now over 25. In 2005 this dataset is not present, with just the 10 to 25 version available, and is not recoverable from the NatCen systems. This results in respondents aged 25 years old in 2004 (and hence 26 in 2005) being lost.
from the dataset, with the exception of one female who was presumably interviewed at different times of the year, either side of her birthday.

Technical work on the Home Office constructed longitudinal data found that attrition was not related to reported offending, in fact the "main difference in retention rates by socio-demographic characteristics was that of age... those aged 18 and over were more likely to fall out of the sample, and this was presumably due to their leaving the parental home. On the other hand, the sample members aged 10 to 15 were the group most likely to be interviewed again, and this was linked to their family situation and compulsory attendance at secondary school" (Hales et al., 2009, p41).

4.4.2 Weights

As datasets produced primarily for Home Office usage, and to inform policy and highlight trends in self-reported offending on a cross-sectional basis, as is standard practice NatCen generated weights for each of the sweeps. A 2003 to 2006 longitudinal dataset for use with the accompanying longitudinal Home Office publication (Hales et al., 2009), holding just under 2,500 respondents, also has weights calculated and released with the data (along with a severely reduced set of response items). The Home Office states that the weights were important to correct for oversampling of those of a younger age, different ethnicities and some regional differences (ibid.).

The 2004 to 2006 dataset constructed for this analysis does not have weights for two reasons. Firstly and pragmatically, there are no entirely appropriate weights that could be used: the 2003 weights would not be appropriate, as they would be missing around 1,000 respondents who entered the panel in 2004, and the cross-sectional 2004 weights would also not be suitable as the longitudinal dataset misses members of the cross-sectional data that were not followed up. The longitudinal weights would miss those who were not in the original 2003 data but appear in 2004. This means weights would have to be constructed specifically for the dataset from scratch. Although appendix F of the OCJS technical report (2004) gives good methodological information on how the weights were calculated (a combination of selection, non-response and calibration weights), without knowing the exact selection and non-response fractions originally
applied to the data, nor the exact sampling procedures, creating weights for the 2004 to 2006 dataset would be at best an imprecise process and at worst wholly inaccurate.

The second reason why weights may not be wanted, regardless of their attainability, is that there is considerable debate as to whether using weights when modelling is even at all appropriate. When using surveys to analyse univariate characteristics about a certain target population, it is clear that survey weights are rather vital (see Chapter 17 of Leeux et al., 2008), but there is no clear answer as to whether it is necessary when using a survey for modelling work. In the case of ordinary least squares (OLS) regression it is established that when the weights are solely a function of the independent variables then un-weighted OLS estimates are preferred as they are unbiased, consistent and have smaller standard errors than weighted OLS (Winship and Radbill, 1994). Given that analysis of the OCJS attrition found that the drop-out was unrelated to whether the respondent claimed to have offended (Hales et al., 2009), longitudinal dataset members’ non-response was unrelated to reported offending and extrapolating the same logic as cited by Winship and Radbill, un-weighted analyses should give more reliable results. Indeed, Gelman (2007) states that "survey weighting is a mess. It is not always clear how to use weights in estimating anything more complicated than a simple mean or ratios" and "even if weights are present, it may not be wise to apply them to the analysis" (p153).

From both a practical and methodological angle it is clear that weights are unneeded and analysis shall proceed on an un-weighted basis. The impact of this will mean that any descriptives about the data will not be generalisable to the population (i.e. the population of England and Wales) in the strictest sense. This would be especially the case if discussing age and ethnicity splits, but less so when considering overall offending rates, due to the oversampling of the former two characteristics. Descriptives have been presented elsewhere (Budd et al., 2005; Wilson et al., 2006; Roe and Ashe, 2008) and are not the focus of the current work and the modelling will not suffer from this limitation.
4.5 Question Structure and Format

With the exception of the offending questions (which will be discussed in section 4.6) the practicalities of the way in which questions were asked, in which order and by which method, shall be left un-discussed. NatCen and BMRB are well-established and professional organisations with excellent methodological reputations and are employed on numerous projects. One has to assume that their interview methods were adequate and one of the primary advantages of the secondary data analysis, namely high quality data, will hold true. This observation, however, does not mean that the work is free from flaws: missing values, non-response, misunderstandings, interviewer reliability and so forth are impossible to eliminate completely, but it is fair to assume that the impact of these have been minimised as far as practically possible (Bryman, 2004). It is not the intention here to criticise the data collection process. What is of relevance, though, is information and specifics about how the survey was conducted and their impact on subsequent analysis.

Firstly, presumably for reasons of time saving and respondent burden, the survey was split into two halves and a good deal of questions were divided so that half were asked of one set, the other half the other. As explained by the OCJS technical reports this was applied to respondent attitudes to the criminal justice system: "for several questions in this section the sample is split in half. Half get asked version A questions and the other half get asked version B questions. Assignment to sample A or B was random for fresh respondents… panel respondents were asked the same set of questions as previously". A range of CJS attitudinal questions\(^7\) were asked with every respondent aged over 15 asked about street robbery, sample A (and over 15) were asked about car crime and sample B (and over 15) were asked about burglary.

\(^7\) "Do you think X has gone up/down/stayed the same?", "What would stop people committing X?", "What is the main way people who commit X are caught?", "Out of how many hundred people who do X, how many are caught?", "What is the most likely thing that would happen to someone who was caught for the first (then later third) time doing X?", "How good do you think each of the following sentences would be in stopping them committing another car crime in the future? - fine of one month's salary, probation, prison less than 3 months, prison 3 years or more."
A similarly slightly complicated design was also administered in the *Health, lifestyle and risk factors* section of the questionnaire, a crucial part for the current research. The questions here were conditioned not on random assignment but on the age of the respondent. For some questions these differences are rather sensible, for example the questions about family vary slightly for those aged 10 to 16 to those aged 17 and over. "How well do you get along with your (step) father" is asked only of those with a (step - if appropriate) father and is asked as a constrained question "How did you get along with your (step) father between the age of 10 and 16?" of the older group (and similarly for the respondent’s relationship with their (step) mother). This is clearly designed to tap the experience of the familial interaction during a certain time of the respondent’s life.

For other questions the difference across age ranges is harder to explain - for instance the 2004 OCJS user guide lists two sets of questions as *Strengths and Difficulties*, one for children (i.e. those aged 10 to 16) and another set for adults (those age 17 or over). One may only hypothesise fruitlessly as to the reason for the difference, but the younger group’s questions included *[How much do you agree/disagree with...]*:

- I get upset if I see people who are sad or hurt
- I worry a lot
- I am easily bored and find it hard to concentrate
- I am usually helpful towards others

Whilst the older group were asked a relatively similar but substantively different set including:

- I get upset if I see other people suffering
- I am nervous in new situations. I easily lose my confidence
- I get bored easily
- I easily lose my patience with people

There are also some areas of questioning for which there is simply no parallel between the two age groups. Often the reasoning is obvious - the assumed reduced role of the parental unit with the older respondent, for instance ("How much would your parents
mind if they found out that you had a) started a fight with someone, b) wrote things or spray painted a building, c) been caught smoking cannabis?” are asked only of those aged 16 or under). Other differences are a little less obvious and a response from the older group would have been an interesting piece of information. For example “How wrong do you feel it is for someone of your age to start a fight with someone? And how wrong do you think it is for someone of your age to write things or spray paint on a building? And what about someone of your age smoking cannabis?” are not asked of the older group, yet the reason does not appear to be apparent.

Although for the majority of questions asked differently of two different groups the split point is either the sample A/sample B random allocation or by age group 10 to 16 years and 17 years of age and over, on some occasions the question design changed based on 10- to 15-year-olds and 16 years and over. This is particularly pertinent in the Neighbourhood section of the questionnaire where, in a range of 13 questions asking about neighbourhood safety (crucially, an analogous group of questions used by the PHDCN to measure collective efficacy), four questions were asked only of the older group: “I trust most people who live in this area?”, “People in this area pull together to improve the area?”, “People move in and out of my area a lot?” and “Suppose you dropped a purse or wallet in a street near where you live, with your name and address in it. How likely is it that you would get it back with nothing missing?” The impact of these differences in questioning will be a constant theme that shall be revisited throughout the measurement section of this work (Chapter 6).

Almost all of the questions were asked with a Likert-type scale response set, the majority on a five-point strongly agree, agree, neutral, disagree, strongly disagree set, some questions on a four-point very likely, fairly likely, fairly unlikely, not at all likely, on occasion with a yes/no answer and even fewer with a 3 point yes a lot, yes a little, not at all type response pattern. All questions allowed refusal/don’t know responses (and some responses are simply left blank with no data, not even missing data, added), although together these are typically only for around 30 respondents per question⁸. The

⁸ The level of non-response depends slightly on the nature of the question but for most questions is well below 2% of the responses.
exceptions to the Likert-type responses were those questions that naturally lead to an interval level answer such as age or number of offence committed in the previous year.

To reiterate - the identification of the above questionnaire design intricacies is not criticism of the data collection process, to enter into which would at the very least be a hollow endeavour, as the data is collected and cannot now be altered. The debate is intended to draw the attention to some broad brush issues that shall have to be dealt with during the substantive analytical chapters. These themes and their impacts will be returned to throughout the work, both in the methods chapter and the methodological implications that the questionnaire design has enforced, and in subsequent chapters, especially the measurement sections, where the impact of these analytical restrictions shall be seen and dealt with.

4.6 A Discussion on Self-report Offending

A key part of any quantitative investigation is the concept measurement (see Chapter 6). For the majority of the concept measurements in this work, this shall be a key part of the analytical process, discussed in detail later in the work. One area which stands as an anomaly and deserves its own methodological consideration is that which will ultimately form the dependent variable: the indicator of whether respondent is an ‘offender’ or not.

The OCJS is a self-report study of offending - no official arrest, police, court or other types of administrative data are present. Thornberry and Krohn (2000) thoroughly review the origins of the self-reported method, charting its growth, refinement and role in criminological research at the turn of the 20th century. They identify a widely used methodology that has overcome a good deal of past limitations and claims that with some further refinements should deliver even more reliable results. Self-reported offending research began in earnest as late as the 1950s (in the US, at least), with previous criminological work predominantly based on official records such as arrest data or recorded crime. In reaction to Sellin’s (1931) observation that the value of crime rates for index purposes decreases as the distance from the crime itself in terms of procedures increases, Sutherland (1949) is credited as taking the first major step toward
self-report offending research, albeit a rather “methodologically unsophisticated” (Thornberry and Krohn, 2000, p36) approach, problematic in terms of sample representivity, selection of delinquency items and failure to examine the reliability and validity of these items. Following from this, the work by Short and Nye (1957) “revolutionized ideas about the feasibility of using survey procedures with a hitherto taboo topic” (Hindelang, Hirschi, and Weis, 1981, p23) and applied a considerably more developed methodology (in terms of scale construction, reliability and validity, and sampling). This work found, for the first time, irreconcilable analytical differences in the relationship between socioeconomic status and offending. Official reports had always implied the relationship that low socioeconomic status was highly correlated with offending behaviour, but self-report questioning found the relationship to be much weaker or even non-existent. These findings not only raised questions of the independence from extra-legal influences of the juvenile justice system, but also the nature of exactly what it is that self-report is measuring.

Hindelang, Hirschi and Weis (1981) added victimisation data to the arsenal of measures and argued that self-report tapped a different domain of behaviours, missing the highest-rate offenders but capturing what Gibbons (1979) referred to as the ‘dark figures of crime’ i.e. those offences committed but not reported to the police. For example, violence between strangers is well reported to the authorities whilst domestic violence or violence between two people who know each other has a much lower official report rate. Adding to this, Elliott and Ageton (1980) observed that a relatively small number of young people committed a disproportionately high number of serious offences and this was being missed due to truncation of response categories. Their criticism of the prevalent design at the time was that typically this ‘early’ self-report method used a small (seven or nine) number of items to represent delinquency with the response categories of ‘no’, ‘once or twice’, ‘several times’ and ‘often’; had ill-defined reference periods (such as ‘since you started school’); had no measure of violent offending; and, theft was restricted to only those occasions where the item was valued over $2.
Collating their observations and refinements to date, Thornberry and Krohn (2000) go on to outline four simple procedures that must be followed to create reliable and valid self-report measures of offending:

- Self-report scales should include a wide range of delinquent acts so that the general domain of delinquency, as well as its various subdomains, is adequately represented.
- The scale should include serious as well as minor acts.
- A frequency scale should be used to record responses so that high-rate offenders can be isolated from low-rate offenders.
- Extremely trivial, non-actionable acts that are reported should be identified and eliminated from the data through the use of follow-up questions (e.g., “How much was the item worth?” or “Could you describe the fight?” and then censor the data accordingly).

If these guidelines are followed, Thornberry and Krohn (2000) conclude the same as Hindelang et al. (1981), that the “self-report method appears to behave reasonably well when judged by standard criteria available to social scientists. By these criteria, the difficulties in self-report instruments currently in use would appear to be surmountable; the method of self-reports does not appear... to be fundamentally flawed. Reliability measures are impressive (as reliable as, if not more reliable than, most social science measures) and the majority of studies produce validity coefficients in the moderate to strong range” (Hindelang et al., 1981, p114).

Finally, Thornberry and Krohn move on to the methodological techniques best suited to administration of a self-report questionnaire, noting, "One of the most promising developments in the self-report method is the advent of audio-assisted computerized interviews. This technique offers increased confidentiality to the respondent in an interview setting. Although somewhat expensive and complicated to design, the early studies indicate that it may be worth the effort" (Thornberry and Krohn, 2000, p73). Wikström (2012) contends that "self-report data (collected using rigorous and well-executed methods) provides the best and closest approximation of young people’s real level of crime involvement” (p110).
As to be expected from an organisation with the reputation of NatCen, the self-report data collection process followed all of the best-practice advice that was available. The offending part of the questionnaire was conducted via audio computer-assisted self-interviewing (audio-CASI) and asked about a range of offending behaviours in a specific order with the line "Apart from anything you have already mentioned..." reiterated before each question. Whether the interviewee had been arrested, cautioned, been to court, fined, sentenced to supervision or custody was asked of everyone, regardless of whether they had reported any offending in the previous section. Nested time frames were used, asking first if the respondent had ever committed the offence, then whether they had committed it in the last 12 months and finally if they had in the last four weeks. For the 'ever' and 12 month time frame the respondent was allowed to identify any number of offences on a frequency scale, whereas for the four-week time frame the respondent was asked simply whether they had committed the crime in that last four weeks or not (binary yes/no response). The utility of the 'ever offended' time frame is rather contested, with Junger-Tas and Marshall (1999) arguing that "the researcher has to weigh efficiency against minimizing error related to telescoping [i.e., incidents are recalled as occurring more recently than they actually did]" and "it would seem that answers concerning a short time span, such as the past six months, would be more accurate than answers concerning longer time periods" (p341). It would be sensible, therefore, to concentrate analysis on just the shorter time periods of 12 months.

Thornberry and Krohn recommend using follow-up questions to validate any initial responses to the offending question to 'clean' inaccurate responses. The OCJS followed

9 Order of crimes asked about: 1. Stealing and driving away a vehicle 2. Attempting to steal and drive away a vehicle 3. Stealing parts off the outside of a vehicle 4. Stealing from inside a vehicle 5. Attempting to steal from inside or parts off the outside of a vehicle 6. Deliberate damage to a vehicle 7. Breaking in to someone’s home with the intention of stealing or damaging property 8. Breaking into a non-domestic building (office, shop, school, etc.) with the intention of stealing or damaging property 9. Criminal damage/arson 10. Use of force, violence or threats to steal from a business 11. Use of force, violence or threats to steal from a person 12. Stealing from someone without use of force, violence or threats 13. Stealing from respondent’s workplace 14. Stealing from respondent’s school/college 15. Stealing from a shop without using force, threats or violence 16. Other thefts 17. Use of force or violence which injured someone 18. Use of force or violence which did not result in injury 19. Selling of Class A drugs 20. Selling of other (non-Class A) drugs
this advice as well as capturing a richer understanding of the specifics of any offending. Any respondent who reported offending in the previous 12 months was asked to remove the audio-CASI equipment and the interviewer, using the conventional CASI techniques, covered detailed questions on the nature of the six most serious\(^\text{10}\) offences committed in the last 12 months and these were used to validate and clean the data, as well as providing detailed information for analytical work. Although the questions are not directly relevant to the current work and the exact questions varied according to the type of crime, in general the following information was collected in the nature of offending module and it is clear that such a set adequately covers the requirement of follow-up questions to be able to clean the initial responses:

- Whether the crime was committed in respondent’s local area
- Type of building/shop (non-domestic thefts/burglaries only)
- Time of day/evening that it was committed
- Nature and value of items stolen (thefts, burglaries, robberies)
- What was done with stolen items – e.g. if sold on (thefts, burglaries, robberies)
- Age, gender, ethnicity and relationship or connection of the victim(s) to the respondent
- Type of force or violence used (where relevant)
- Whether committed the crime by themselves or with others, the number of co-offenders, details of their age, gender, ethnicity and their relationship to the respondent
- Why the crime was committed
- Whether crime was alcohol or drug-related
- Whether crime was planned or not
- Choice of target – why did they choose to burgle a particular building/steal from a particular car/person etc.
- The respondent’s perceived likelihood of being caught
- Whether the police found out and the consequences of this

\(^{10}\) As selected by the Home Office to match policy and perceived severity interests; the ordering can be found on page 24 of the 2004 OCJS technical report
• Whether respondent considers they will ever commit this offence again

Considering the stated aim for the OCJS was to be the first nationally representative survey of self-report offending, the methodological steps that were followed and the reputation and professionalism of both of the centres that conducted the work (NatCen and BMRB) as well as the governmental body responsible for the publication of the results (the Home Office), it is fair to assume that, despite the noted problems with reliance purely on self-report offending, this source should provide as accurate data as possible.

4.7 Self-report Offending, Basic Descriptives

Although the rates of reported offending are the focus of reports elsewhere (see Budd et al., 2005; Wilson et al., 2006; Roe and Ashe, 2008), it is worth recalculating and representing the findings based on the longitudinal 2004 to 2006 dataset to be used in this work. These measures will ultimately form the dependent for this quantitative investigation and therefore detailed knowledge of their reported rates is vital. First up, the overall number of self-reported offences in the previous 12 months is given in Table 4.1.

<table>
<thead>
<tr>
<th>None</th>
<th>2,399</th>
<th>75.7%</th>
<th>2,535</th>
<th>74.5%</th>
<th>2,700</th>
<th>78.9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>232</td>
<td>7.3%</td>
<td>245</td>
<td>7.2%</td>
<td>231</td>
<td>6.8%</td>
</tr>
<tr>
<td>Two</td>
<td>133</td>
<td>4.2%</td>
<td>172</td>
<td>5.1%</td>
<td>121</td>
<td>3.5%</td>
</tr>
<tr>
<td>3 to 5</td>
<td>185</td>
<td>5.8%</td>
<td>198</td>
<td>5.8%</td>
<td>153</td>
<td>4.5%</td>
</tr>
<tr>
<td>6 to 10</td>
<td>87</td>
<td>2.7%</td>
<td>114</td>
<td>3.4%</td>
<td>92</td>
<td>2.7%</td>
</tr>
<tr>
<td>More than 10</td>
<td>134</td>
<td>4.2%</td>
<td>137</td>
<td>4.0%</td>
<td>124</td>
<td>3.6%</td>
</tr>
<tr>
<td>Missing</td>
<td>358</td>
<td>10.1%</td>
<td>127</td>
<td>3.6%</td>
<td>107</td>
<td>3.0%</td>
</tr>
</tbody>
</table>

As can be seen, the majority of respondents in each wave do not report offending. Of the remaining (approximate) quarter the most common reported level is just one offence, yet there is a non-trivial number who report rather frequent offending, with over 3.5% of the sample in any wave reporting committing more than 10 offences.
Between the 2006 sweep and both of the earlier time points there is statistically significant difference in the proportion who reported that they had not offended in the preceding 12 months. The rate is larger in the 2006 sweep (significant at the 1% level), though whether this is due to a true fall (perhaps attributable to an aging cohort) a type one error or due to respondent fatigue and being asked the same question over the year is unknowable. Despite the statistical difference the same substantive pattern can be seen in each sweep - between 75% and 80% of respondents report no offending in the preceding 12 months and there are no significant differences between the numbers reporting one, two or more offences. The only other significant difference is in the unusually high number of missing values in the 2004 sweep, the reason for which remains a mystery.

Table 4.2 shows that, despite the identification of around 75% of the sample not reporting offending in any one year, over the period 2004 to 2006, less than 60% consistently didn't report offending. 22% reported offending in just one year, 10% in adjacent years, with 2.4% reporting offending in 2004 and 2006, but not in 2005. 7% of the sample reported offending in all years and, interestingly, only six of this group of 217 said they had committed just one offence in each year. This latter group would fit Elliott and Ageton's (1980) relatively small number of youths who commit a disproportionately high number of crimes.

### Table 4.2 Self-report repeat offending, longitudinal dataset

<table>
<thead>
<tr>
<th></th>
<th>Freq.</th>
<th>% of valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>1,768</td>
<td>58.47</td>
</tr>
<tr>
<td>04 only</td>
<td>259</td>
<td>8.56</td>
</tr>
<tr>
<td>05 only</td>
<td>216</td>
<td>7.14</td>
</tr>
<tr>
<td>06 only</td>
<td>187</td>
<td>6.18</td>
</tr>
<tr>
<td>04 and 05</td>
<td>180</td>
<td>5.95</td>
</tr>
<tr>
<td>05 and 06</td>
<td>125</td>
<td>4.13</td>
</tr>
<tr>
<td>04 and 06</td>
<td>72</td>
<td>2.38</td>
</tr>
<tr>
<td>All years</td>
<td>217</td>
<td>7.18</td>
</tr>
</tbody>
</table>
Looking at the correlation\(^\text{11}\) between years (Table 4.3) a moderately strong positive correlation is seen between years, with reports of offending from adjacent years correlating most strongly. This shows there is a good level of variation in the reported levels of offending, with the most stability exhibited between adjacent time periods.

**Table 4.3 Pair-wise Spearman’s correlation between number of offences per year**

<table>
<thead>
<tr>
<th>Number of offences 04</th>
<th>Number of offences 05</th>
<th>Number of offences 06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of offences 04</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Number of offences 05</td>
<td>0.439</td>
<td>1</td>
</tr>
<tr>
<td>Number of offences 06</td>
<td>0.304</td>
<td>0.441</td>
</tr>
</tbody>
</table>

The individual offences types as listed in the survey questionnaire provide a fine-grained view of the reported offending of the respondent (as should be the case from a methodological data collection point of view). For many types within the survey, however, there were very few respondents reporting having committed the offence. To aid with analysis, 10 summary offences types were created by the data creators and supplied as derived variables with the dataset. These capture and summarise the 20 raw offences. Details of the groupings are given in Table 4.4, along with the number of people reporting having committed the lowest level offence grouping (i.e. the original question) once or more in the 2004 sweep. The categories *violent*, *property* and *serious* offences constitute 'higher level' or second order aggregate groupings, and capture a combination of offences that are themselves first defined into the seven lower groupings.

**Table 4.4 Offence categories grouping and original question reporting rate for 2004**

<table>
<thead>
<tr>
<th></th>
<th>1+ in 2004</th>
<th>% of valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle theft offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• stole a vehicle</td>
<td>16</td>
<td>0.5%</td>
</tr>
<tr>
<td>• tried to steal a vehicle</td>
<td>10</td>
<td>0.3%</td>
</tr>
<tr>
<td>• stole from outside of vehicle</td>
<td>37</td>
<td>1.1%</td>
</tr>
</tbody>
</table>

\(^{11}\) Spearman’s rank correlation coefficient is presented to account for extreme responses. A very similar pattern is seen when using the raw number of reported offences and top coding all reported frequencies over 10.
<table>
<thead>
<tr>
<th>Offence Type</th>
<th>1+ in 2004</th>
<th>% of valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stole from inside vehicle</td>
<td>10</td>
<td>0.3%</td>
</tr>
<tr>
<td>Tried to steal from outside or inside a vehicle</td>
<td>11</td>
<td>0.3%</td>
</tr>
<tr>
<td>Criminal damage offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vehicle damage</td>
<td>71</td>
<td>2.0%</td>
</tr>
<tr>
<td>Damaged property</td>
<td>135</td>
<td>3.9%</td>
</tr>
<tr>
<td>Burglary offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic burglary</td>
<td>5</td>
<td>0.1%</td>
</tr>
<tr>
<td>Commercial burglary</td>
<td>31</td>
<td>0.9%</td>
</tr>
<tr>
<td>Robbery offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial robbery</td>
<td>6</td>
<td>0.2%</td>
</tr>
<tr>
<td>Personal robbery</td>
<td>3</td>
<td>0.1%</td>
</tr>
<tr>
<td>Other theft offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theft from person</td>
<td>31</td>
<td>0.9%</td>
</tr>
<tr>
<td>Theft from work</td>
<td>121</td>
<td>3.4%</td>
</tr>
<tr>
<td>Theft from school</td>
<td>252</td>
<td>7.5%</td>
</tr>
<tr>
<td>Shoplifted</td>
<td>88</td>
<td>2.5%</td>
</tr>
<tr>
<td>Other theft</td>
<td>83</td>
<td>2.4%</td>
</tr>
<tr>
<td>Assaults - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violence with injury</td>
<td>391</td>
<td>11.3%</td>
</tr>
<tr>
<td>Assault no injury</td>
<td>415</td>
<td>12.0%</td>
</tr>
<tr>
<td>Drug offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dealing class A drugs</td>
<td>19</td>
<td>0.5%</td>
</tr>
<tr>
<td>Dealing other drugs</td>
<td>102</td>
<td>2.9%</td>
</tr>
<tr>
<td>Violent offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All robbery, all assaults</td>
<td>585</td>
<td>17.2%</td>
</tr>
<tr>
<td>Property offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All vehicle theft, all burglary, all other theft</td>
<td>447</td>
<td>13.7%</td>
</tr>
<tr>
<td>Serious offences - including:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stole a vehicle, domestic burglary in last year, commercial burglary, commercial robbery, personal robbery, theft from person, violence with injury, dealing class A drugs</td>
<td>423</td>
<td>12.3%</td>
</tr>
</tbody>
</table>

It can be seen that the reported levels vary significantly between offence types (displayed in Table 4.5, along with the Spearman’s correlation between years), from just 0.3% (9 people) reporting having committed a robbery offence to 17.2% (585 people).
reporting an assault offence in 2004. Of the higher level offence categories (violent, property and serious offences) there is a higher apparent rate of offending, but in reality these are driven by a smaller subset of the original offences types. Serious offending is predominantly (over 90% in each year) violence with injury. Almost all violent offending is violence with injury or assault with no injury (as reported robbery was such a rare event). Property offences are almost universally ‘other theft offences’ which are themselves predominantly either theft from school or work. Yearly correlations are typically of the range seen with all offences (Table 4.3), once the large volatility of offences with low report rates such as burglary and robbery are discounted.

The impact of these observations is important from a substantive point of view in that it demonstrates that there is considerable variation over the offence types committed by the cohort, but the majority of offences committed are of a relatively low ‘seriousness’ (despite the analytical difficulties in measuring such a concept - see, for example, Francis, Soothill and Dittrich, 2001). This will be analytically important in later modelling work. Prediction of rare events leads to large standard errors and imprecise estimates, rendering models unreliable, and this preliminary analysis will inform the possible future dependents. Judging from Table 4.5 it is likely that only the all offending, violent (basically assault with or without injury), property (low level theft) and serious (violence with injury) offending will hold enough variation to be able to be modelled. This will be returned to in Chapter 8.

Table 4.5 Percentage reporting one or more offence, by offence group and year, with Spearman’s correlation between years

<table>
<thead>
<tr>
<th>Number of times committed...</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>... vehicle theft offence in last year</td>
<td>1.7%</td>
<td>1.8%</td>
<td>1.8%</td>
<td>0.22</td>
</tr>
<tr>
<td>... criminal damage offence in last year</td>
<td>5.1%</td>
<td>5.0%</td>
<td>4.0%</td>
<td>0.25</td>
</tr>
<tr>
<td>... burglary offence in last year</td>
<td>0.9%</td>
<td>1.1%</td>
<td>1.2%</td>
<td>0.13</td>
</tr>
<tr>
<td>... robbery offence in last year</td>
<td>0.3%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>0.00</td>
</tr>
<tr>
<td>... other theft offence in last year</td>
<td>11.7%</td>
<td>12.0%</td>
<td>10.3%</td>
<td>0.33</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>... an assault in last year</td>
<td>$1^+$</td>
<td>$1^+$</td>
<td>$1^+$</td>
<td>0.36</td>
</tr>
<tr>
<td>... a drug offence in last year</td>
<td>3.0%</td>
<td>3.3%</td>
<td>3.3%</td>
<td>0.50</td>
</tr>
<tr>
<td>... a violent offence in last year</td>
<td>17.1%</td>
<td>17.3%</td>
<td>12.3%</td>
<td>0.36</td>
</tr>
<tr>
<td>... a property offence in last year</td>
<td>13.7%</td>
<td>14.5%</td>
<td>12.9%</td>
<td>0.37</td>
</tr>
<tr>
<td>... a serious offence in the last year</td>
<td>12.3%</td>
<td>12.9%</td>
<td>10.2%</td>
<td>0.33</td>
</tr>
</tbody>
</table>

### 4.8 Data round-up

A range of possible secondary data sources were considered as a basis for this investigation and judged against criteria outlined by Dale, Arber and Proctor (1988). The Offending and Crime Justice Survey (OCJS) was deemed an appropriate data source in that the original study aims match the research question adequately and with a representative sample collected by a reputable and reliable research organisation in a contemporary time period (2003 to 2006). Other data sources that were considered were the ‘traditional’ UK social science dataset such as the 1970 British Cohort Study, the National Child Development Study, the Longitudinal Study of Young People (LSYPE) and the Avon Longitudinal Study of Parents and Children (ALSPAC), which were ruled out, predominantly due to a lack of detailed offending questions. The Edinburgh Study of Youth Transitions and Crime (ESYTC) and the Peterborough Adolescent and Young Adult Development Study (PADS+) were rejected as they are not publically available (yet) and, although an analysis of a restricted geographical area could still give important results, were not nationally representative and as such do not fit exactly against the research question. Other data sources, such as the Arrestee Survey and the Crime Survey for England and Wales, failed either because of a lack of detailed offending variables or, in the case of the Youth Lifestyle Survey, due to the age of the data.
The OCJS was conducted by the National Centre for Social Research (NatCen) and British Market Research Bureau (BMRB) on behalf of the Home Office between 2003 and 2006. Due to its sampling frame and data collection procedures, it is representative of adolescents and young adults up to 25 years of age, and hence covers the key age group of 10- to 16-year-olds that is of interest to this work. It has a range of variables about socio-demographics, individual attitudes, lifestyle, family circumstances, personal relationships, attitudes to and experiences of the criminal justice system and, crucially, self-report offending indicators. The self-report offending questions followed best available practice as reviewed by Thornberry and Krohn (2000) with a methodologically sophisticated approach using audio-assisted computerized interviews, asking about a range of behaviours with detailed follow-up questions used to validate the information collected.

The dataset appears to have been underutilised but those reports that have used the OCJS have demonstrated that it is of a sufficient standard to be used to control for known offending risk factors and in longitudinal analysis. However, due to some design limitation, there are some (surmountable) issues: the 2003 wave was found to be different enough in terms of some key variables and its attrition rate to the latter waves as to need to be ignored, there are some differences in the question administration based on either a random allocation or age banding that need to be accounted for in the analytical approach; and finally, although the offending questions are of a good standard, only four categorisations are likely to be useful in regression-type analysis. These data will form the basis for this investigation.
Chapter 5

A Short Overview of Structural Equation Modelling

5.1 Advantages and Limits of Secondary Data Analysis

The advantages of secondary data analysis are well known and well reported, and form part of any social research methods degree programme. Amongst the most prominent positives are the costs and time saved to the researcher, who does not need to contend with often laborious and complicated data collection processes, with the resultant data of high quality and often of sufficiently large sample size so that sub-group or cross-cultural analysis may be possible. At a more immediate level the researcher should have more time to engage with the data, understanding its nuances and the act of reanalysis of the data may lead to fresh insights and new interpretations (Bryman, 2004). Bryman also argues that it is an obligation to the participants within the survey that the research community should try to extract maximum value from any collected data — a relatively minor point, but nonetheless pertinent with the Offending, Crime and Justice Survey (OCJS) due to its relatively low usage rate.

A further advantage of secondary data that is often overlooked is touched on by Kiecolt and Nathan (1985) is that widespread familiarity with data not only allows the researcher/research team conducting the analysis to work to a high standard in less time, but also allows the wider community to understand the findings and limitations of the work with less effort. For instance, the American General Social Survey (GSS) is widely used, and work based on it can be reported and understood more easily than new data sources where a good deal of any publication may need to include explanation of exactly what has been captured, the limitations of the data and who exactly the population represents. Applying this logic to the OCJS may seem slightly erroneous given its aforementioned low usage, however the overall methodology and many of the questions that were used to form the survey were in common usage; the OCJS technical report (2003) states that the survey was conceived as the third part of the
triumvirate including the established Crime Survey for England and Wales and the now defunct Citizenship Survey, sharing many of the same design features and with analogous question modules, target population and sampling design.

Although the advantages of secondary data work clearly outweigh the negatives, there are some clear issues that need to be kept in mind. Again Bryman (2004) furnishes us with a list including the fact that the researcher’s lack of familiarity with the data coupled with its possible complexity can lead to errors of understanding. There is also no control over the data quality, which may sound paradoxical given that high quality is one of the main attractions to secondary analysis, but what is meant here is that it is the quality across certain variables that may be problematic (for instance, the Labour Force Survey in its basic form is not suitable for sub-regional analysis and certain adjustments need to be made before progressing). Kiecolt and Nathan (1985) expand this point, noting that sometimes only aggregate level data may be present and that any errors in the original work are forgotten and/or unknown, and analytical strategies to deal with these that the original researchers followed may be missed. As noted in section 3.3 the OCJS has issues with missing data, with question differences across ages or through random allocation: to handle these issues detailed attention to the technical reports is needed, and to err on the side of caution when problems arise.

Kiecolt and Nathan (1985) finish their piece with two further, linked warnings about the possible consequences of over-reliance on secondary data research. The first is that without new items and sources being added to the researchers’ armoury then there is a risk that sources will be over-analysed, inhibiting creativity. Whilst this warning is no doubt true, it seems clear that developments since their work was penned to the current day show that their call for new data sources has been heeded and social science has not stagnated. The second of the two warnings, however, is certainly still pertinent: “Some researchers obtain a dataset, apply a currently popular statistical technique, and then look for a problem to investigate. Without theory, however, the utility of social research is called into question.... the ‘data set in search of analysis’ approach yields only trivial findings” (p135).
This warning against atheoretical data-led analysis is important, and can be found to be echoed across a number of fields. A particular fine and relevant restatement comes from the realm of cultural criminology and Hayward and Young, who state that “data that are in fact technically weak... and, by their very nature, contested, blurred, ambiguous, and unsuited for quantification, are mindlessly churned through personal computers”, they lambast the trend towards “ill-developed theory, regression analysis... followed by inconclusive results” (Hayward and Young, 2007, p114). For the current work this warning must be constantly revisited. This is secondary data analysis using a modern statistical technique and is therefore prone to these criticisms at the most fundamental level. The weakness of the data, the steps taken to deal with these and the theoretical grounds on which these steps were made, and the exact nature of the constructs that are being created need to be acknowledged, repeated and adhered to at each stage, with any resultant limitations openly confronted.

5.2 Introduction to Structural Equation Modelling

The majority of statistical methods applied in the social sciences involve exploratory statistics, calculating a mean or variance, checking the equivalence of two proportions, testing whether a correlation has a statistically significant difference from zero, or whether a certain regression model and its coefficients have explanatory power over a certain dependent. It is common practice to assert a hypothesis that there will be a non-zero correlation and then test to see whether this holds true. This by itself holds limited intrinsic value, knowledge that a correlation between A and B is non-zero does not lend much support to a theory about the nature of the relationship between A and B, as any number of substantive theories may give this result. Structural Equation Modelling (SEM) is a different way of approaching these problems, with an emphasis on forming theoretically based models and then testing their validity against observed data.

Historically, the framework for SEM began with the factor analytical models of Charles Spearman (1904) combined with path analysis techniques, or simultaneous equation modelling, of the geneticist Sewall Wright (1918 and 1921). Spearman’s initial factor analysis was concerned with the observation that children who performed well on one test of mental ability tended to do well on alternative tests. He hypothesised that
individual scores were manifestation of some underlying general ability, and although scores would not correlate perfectly the similarities across different instances of similar experiments pointed to this general ability level. Path analysis, on the other hand, sought to infer how the patterns of correlations should be among a set of variables if they had a certain specified causal relationships between them. It was at first illustrated by reference to determining the relative importance of interrelated factors affecting guinea pig birth weight, from gestation periods, rates of growth and litter size (Wright, 1921). Although many analysts worked in related realms, with analogous techniques (such as Keynes, 1936 and Bock and Bargmann, 1966) the analytical combination of the two schools originated with Jöreskog (1969), who led the development of simultaneous linear equations with latent variables. Crucially for implementation, Jöreskog developed and coded an algorithm to estimate the parameters and chi-squared goodness of fit tests. The program, known as LISREL for "linear structural relations", united the latent variables of factor analysis with the path analytical techniques and initiated a methodological revolution (Mulaik, 2009).

SEM is thus a collection of statistical techniques that allow a set of relationships between one or more independent variables, either continuous or discrete, and one or more dependent variables (again either continuous or discrete) to be examined. It is a general model of many commonly employed statistical techniques including analysis of variance or covariance, multiple regression, factor analysis, path analysis, item response theory, econometric models of simultaneous equation and non-recursive modelling, multilevel modelling, and latent growth curve modelling. Confirmatory factor analysis simultaneously combined with a regression is often given as an intuitive introductory example of the method but much more intricate systems are possible. At the simplest level this could be a relationship between an outcome variable and a set of measured variables (simple linear regression) but more complicated models allow for the presence of latent variables as either the outcome, independents or intermediaries. The relationships between the variables in SEM may influence one another reciprocally, directly or through other variables, which can be manifest or themselves latent. The presence of the latent variables allows for a reduction in dimensionality to aid interpretation of the structure of the data and, with the appropriately acknowledged
ontology (to be discussed in section 5.4), increased reliability of the measure of underlying concepts or causes. Appropriately constructed SEM can also account for the reliability of indicators, group differences, multilevel modelling and, although it is primarily a cross-sectional technique, the relatively new approach known as latent growth curve modelling can allow longitudinal data analysis to be conducted (Wang and Wang, 2012; Byrne, 2012; Bartholomew, Knott and Moustaki, 2011; Mulaik, 2009).

A cynical view of SEMs is that their popularity in the social sciences reflects the legitimacy that the models appear to lend to causal interpretation of observational data (though in reality such an interpretation is equally problematic for other kinds of regression models). A more charitable interpretation is that SEMs are close to the kind of informal thinking about causal relationships that is common in (criminological) theorising, and therefore, these models facilitate translating such theories into data analysis. In keeping with the warnings of atheoretical secondary data analysis in the previous section, it is of high importance that SEM be used primarily as a confirmatory technique rather than an exploratory method; “one cannot do SEM without prior knowledge of, or hypothesis about, potential relationships among variables... Planning, driven by theory, is essential to any SEM analysis” (Tabachnick and Fidell, 2007, p682).

Offending behaviour is an ideal area for the application of SEM as there is a long tradition of empirically tested theoretical arguments. Many of the questions that were used to test these arguments have become commonplace and reduced versions or slight variants are included in OCJS.

SEM is an increasingly popular technique in the social sciences, with a steadily increasing number of journal articles found on Web of Science citing it as the methodology of use in the abstract since 1990 (Figure 5.112). It has been applied to an extremely wide variety of research questions, including (to name a few) investigations into attractiveness (Riggio et al., 1990), memory capacity (Conway et al., 2002), the enticement of online consumers (Chen et al., 2002), the psychological bases of ideology

12 A search for the terms "structural equation modelling" or "structural equation modeling" (to account for the American spelling) in the article abstract within the social science domain in October 2014
and prejudice (Duckitt, 2002), autism heritability (Lichenstein, 2010), ethical workplace decisions (Kish-Gephart, 2010), the big five personality traits (Marsh et al., 2010), immigrant youth adaptation (Berry, 2006) and teacher burnout (Hakanen, 2006).

Figure 5.1 Prevalence of structural equation modelling cited as methodology in the social sciences on Web of Science, 1990 to 2012

A wide variety of computer programs are available for SEM analysis. The original, LISREL, developed by Jöreskog in the 1970s has been added to by EQS (Bentler, 1995), AMOS (Arbuckle, 2006), various SAS packages, some open source R scripts (Fox, 2006), SPSS Amos and Mplus (Muthén and Muthén, 1998-2012). STATA12 had limited linear SEM capabilities (only continuous manifest variables) with a fine graphical user interface, and this was further developed in STATA13 which added generalised linear models and multi-level capabilities. Despite these developments, this work will use Mplus for all SEM modelling. SEM works by estimating variance/covariance matrices based on a set theoretical shape and comparing these to observed data, as such it relies on robust estimation and fitting algorithms, and Mplus has by far the widest and most versatile set of estimators for categorical data, which will be shown to be a key requirement. Brown (2006) contends that the WLSMV (weighted least squares with missing values) estimator is the best performing method when modelling categorical
data and this is only available in Mplus. The WLSMV estimator has been shown to give accurate test statistics, parameter estimates and standard errors under normal and non-normal latent variable distributions\(^{13}\), the latter being extremely importantly for this work. It is also capable of dealing adequately with missing values, either missing at random or missing due to questionnaire restrictions (Asparouhov and Muthén, 2010).

5.3 Graphical Displays of SEM

Although all SEM models can be expressed in terms of matrix algebra they are more easily understood when expressed as a path diagram, and this representation is fundamental to the SEM researcher. Figure 5.2 is a taken from Wang and Wang (2012) and is an example of a hypothesised general structure for a structural equation model given in their introductory section, and this notation (or a reduced form thereof) is the SEM standard.

Figure 5.2 A fictional general structural equation model

Each different part of the model (shown by different shapes, arrows or Greek numerals) represents different empirical components:

- The ovals represent the latent variables;

\(^{13}\) The term "latent variable distribution" refers to the observed ordinal distribution as generated from the unobserved continuous distribution assumed to underlie the observed categorical variable. This shall be discussed in section 5.5.
• Endogenous latent variables, i.e. those that are determined within the model (have at least one single-headed arrow pointing to them), are represented by a η (with subscripts). (Note that the arrow represented with a φ is doubled-headed);
• Exogenous latent variables ('lying outside the model' or without a single-headed arrow pointing into them) are denoted by ξ;

• The rectangular boxes display observed, or manifest, variables;
• The x and y observed variables are given different symbols dependent on whether they associate with exogenous or endogenous variables;
• The λ coefficients are the factor loadings linking the observed variables to the latent variables;
• Each of the observed variables has an associated measurement error term, denoted δ or ε depending on whether they are associated with exogenous or endogenous variables respectively. These may also be allowed to correlate (if this were the case, a two-headed arrow between the two relevant error terms would be added).

• The β and γ coefficients on the arrows between latent variables are path coefficients, altering between β and γ dependent on whether the 'causal' latent variable (i.e., the latent variable from which the arrow originates) is exogenous or endogenous;
• The ζ are structural residuals (as with regressions, nothing is predicted perfectly);
• The φ is a covariance between the two exogenous latent variables (there is a covariance between any pair of exogenous variables in the model).

One-headed arrows are predictive causal relationships whilst two-headed arrows are covariances or correlations. This is an important distinction, as the single-headed arrow implies that the point of origin of the arrow has some form of predictive relationship or causal effect on the arrow’s resting place. In terms of Figure 5.2 therefore, the single arrows from the latent variable ξ1 to x1 and x2 imply that the answers to these two observed variables are given by the respondent’s underlying position on the latent variable (as discussed in section 5.4). In regard to the single-headed arrow between ξ1 and η1, this means that the respondent’s position on ξ1 (the exogenous latent variable) affects the respondent’s position on η1 and the position on this latent variable in turn is responsible for the answers y1 to y3. Two-headed arrows, on the other hand, represent correlations, or interdependencies, between components of the model. These can include correlations between the errors in the original questions (most often interpreted
as question bias correlations) but are most often of analytical importance when between two latent variables. For example, the value of $\phi_{12}$ between $\xi_1$ and $\xi_2$ indicates the correlation between those two latent variables, with no causal or predictive path implied or otherwise.

Figure 5.1 represents an extremely thorough and comprehensive presentation of a SEM model. In most applications, and in the current work, certain components can be left out of diagrams and notation rules can be relaxed. Most notably the error and residual terms can be omitted, leaving only an unmarked arrow or even completely deleted. Unless otherwise constrained these parts are always present, do not add to the model interpretation and have little presentational interest. The $\xi$ and $\eta$ (i.e. the latent variable labels) and the $\gamma$ and $\beta$ (the path labels) do not need to be identified in the notation differently. Whether the latent variable is either exogenous or endogenous means little, they serve broadly the same function and it is the interpretation of endogeneity versus exogeneity and their interrelations that is of importance. Attaching meaningful abbreviations is most useful and the distinction between endogeneity and exogeneity can easily be achieved via prose. Furthermore, in most instances when the model is set up there is no need to label the path coefficients, as they take a discrete value once the model is evaluated. They can easily be referred to as "the path between {variable} and {latent variable}" or even as "{latent variable} with {variable}". In a model pre-estimation displaying the hypothesised structure, the path labels may therefore be left blank, and once the model has been estimated, the paths can be identified with their estimated value. A reduced presentation of Figure 5.2 can be seen in Figure 5.3 where the latent variables are named lv1 through to lv4 in lieu of substantive abbreviations (which would be given based on their approximate interpretation).
As the intellectual traditions from which SEM was born came from a combination of factor analysis and path analysis, so too does the modern application of SEM. The two components are the measurement model and the structural model. The first part, the measurement model, defines the relationship between observed variables and the latent components and gives a description of how well the observed data serves as a measurement instrument for the underlying constructs. These are ideally defined by confirmatory factor analysis, however, in reality there is often an element of exploratory investigation to be conducted to correct misspecifications (Asparouhov and Muthén, 2009), as will be discussed later. The SEM model in Figure 5.2 has three measurement models as outlined below and shown in reduced form in Figure 5.4:

1. capturing the variables $x_1$ to $x_5$ and the $\xi_1$ and $\xi_2$, the associated $\lambda$ values and the covariance ($\phi$) between the two latent variables,
2. is formed of $y_1$ to $y_3$ and $\eta_1$ and
3. a single factor $\eta_2$ with $y_4$ (although this is not identified when estimated outside of the full structural model, also to be discussed later).
Figure 5.4 Measurement models present in Figure 5.1

The second step of the model is the structural part; once the latent variables have been constructed via the measurement model the hypothesised relationships amongst them is assessed, i.e. the $\gamma$ and $\beta$ values from Figure 5.2 are estimated. This procedural methodology shall be applied in this work, the measurement models defined and validated (Chapter 6), then the structural parts shall be put together (Chapter 7) before any further analysis is undertaken.

5.4 Ontology and Causality within SEM

5.4.1 Ontology

The ontological positions that SEM takes are rarely discussed within applications of the method. It is left as an implicit assumption of the technique. This doesn't need to be the case and a proper understanding and acceptance of the assumptions for any one particular ontological position can add significant strength to the discussion of the implications of any model results. This is particularly pertinent for psychological measurement where the empirical system is not clearly defined and there is considerable scope to define the shape of the investigation amongst numerous possible constructs.

Borsboom (2005) attempts to answer the question of whether psychological measurements "really measure something and, if so, what?" claiming that "after a
century of theory and research on psychological test scores, for most... we still have no idea whether they really measure something or are no more than relatively arbitrary summations of item responses” (p2). Three different types of measurement are considered: true scores, scales and latent variable systems. The conclusions reached are scathing in terms of true scores, such as IQ tests, where the measured value is taken to be a true measure of the psychological concept, in the same way as metres are taken to represent height. This most widely used of psychological measurements is found to rest on a defective philosophical foundation allowing no true possibility for error. The analysis implies that representational scales, i.e. a process of assigning numbers in such a manner as preserve basic qualitative relations in the observed world, implements a constructivist philosophy\(^{14}\) whilst latent variable theory rests on a realist ontology.

The approach to the latent variables debate is based on the point made in the introduction to SEM in the previous section, that in SEM the methodology works by specifying the formal (or abstract) structure that the system is assumed to exhibit and then this is separately tested against the empirical structure in the observed information. The emphasis is that there needs to be an inferential step connecting the theoretical construct to that which is seen in the observed data: theory needs to be connected to observation, and it is here that an ontological position is needed. The operational latent variable, that which is computed within the model, is merely a symptom of the observed variables (usually a weighted sum-score, with the weights determined via the model in question). Even if this operational definition of the latent variable is seen to fit the empirical data, this fit may equally apply to the output of a data-generating mechanism. Wood (1978) gives an example of a system of data generated randomly by the flipping of a coin that “fits more than adequately” (p27) with a Rasch model usually designed to test reading comprehension via frequency of mistakes (a special case of Item Response Theory, itself a subdivision of SEM).

\(^{14}\) A discussion of the arguments for true scores and scales is beyond the scope of this brief overview of the main arguments in relation to latent variables only. Although there are considerable interrelations between the argument put forward in each section, any reproduction would be just that and the interested reader is referred directly to Borsboom’s highly readable, if philosophically dense, work.
The ontological position to be taken can either be realist or constructivist. That is, from a realist position, the latent psychological construct exists as an independent concept within the subject under examination and different item responses are manifestations of that one concept (with an additional aspect of error) or, as constructivists would have it, the latent measurement is 'imagined' and used merely to summarise the responses to a given set of items and aid interpretation\textsuperscript{15}. The latter, constructivist view therefore means that the item responses define the latent variable structure and it is the fit of the formal system to the observed data that is of primary importance. Hershberger (1994 in Borsboom, 2005, p66) gives an example of two statistically equivalent models shown in Figure 5.5, the first with one latent variable and a covariance between the two items, the second with two latent variables. With a constructivist view, the fit of the model takes primary place in assessing the truth of the model, and as the two models are statistically equivalent, both of Hershberger’s models would be suitable. Therefore, the correlation between the two latent variables in the second system could be estimated, but as there is nothing in the constructivist view to separate the choice of models except the fit, that there is only one latent variable is still a valid position. So a covariance between two latent variables is estimated whilst it is simultaneously held that there is only one latent variable! This lack of ability to decide which of the two constructs is 'true' cannot be determined within a constructivist framework. A realist ontology, however, could choose which fits based on the understanding that one or the other may be true, that "the simple reason that the formal theory implies that one could be wrong about the position of a given subject on the latent variable is only possible on the assumption that there is a true position" (Borsboom, 2005, p64, emphasis added) or, to quote Messick (1988), "one must be an ontological realist to be an epistemological fallibilist" (p26).

\textsuperscript{15} Borsboom actually splits the latter into the more granulated constructivist and operationalist positions, but admits that the operationalist position is a special case of the constructivist and for this review, discussing just the broader of the two is not problematic.
This is not intended to imply that this is the only possible ontological position, merely this is that which is seen most commonly within structural equation modelling and that which is most logically sound. Bartholomew, Knott and Moustaki (2011) state that “the usefulness and validity of the methods... do not depend primarily on whether one adopts a realist or an instrumentalist view of latent variables. Whether one regards the latent variables as existing in some real world or merely as a means of thinking economically about complex relationships it is possible to use the method... as if the theory were dealing with real entities” (p3, original emphasis) but their argument implies an epistemological difference rather than one of ontology. The whole language of SEM is based around reflexive constructs and that the pattern of covariance between indicators can be explained by their regression onto an underlying construct, rather than the other way round. It is rare in the extreme to see a dialogue where the language implies that measurement of a concept, say shyness, where the items presented are thought of as a comprehensive set that define the concept. Rather it is the other way round, the items’ responses are thought of as manifestation of that shyness. Of course there are other systems, especially in economics, that are formative concepts (such as socioeconomic status or area deprivation level), but for the individually perceived concepts to be defined in this work, these arguments imply that this realist ontology is that which is to be adopted explicitly rather than left to pass into the work on an implicit, hidden level.

5.4.2 Causality

An important corollary of this ontological position is that it helps constrain and clarify what constitutes a casual relation between latent variables and indicators in a standard measurement model, especially when considered as between-subject or within-subject.
A constructivist need not be concerned with this question, as to them the model is a trick for understanding theories, rather than a real relationship and thus if the model fits, the causation is immaterial. In a realist perception causality needs to be explored as the relationship between the observed and the latent, and that the latent variable is the cause for the responses follows directly from the realist position. The subject has a position on the latent variable, and this position precedes the response (from the realist assumption) and if two subjects occupy the same place on the latent variable then the response to an item should be the same (given measurement error).

The form that this causation takes, however, can be separated into between- and within-subject accounts. The former, a between-subject account, makes statements about population level differences based on between-individual variation of the position on the latent variable. This difference in position produces the variations between individuals on the item responses (plus any measurement error) hence the required variation for statistical modelling of the system. On the other hand, within-individual causation makes a fundamental misinterpretation of a measurement model as a process model, that a person must simultaneously hold a certain position on the latent variable (by the assumption of its existence) but also that they must have variation on that assumed position for the within-individual model to be constructible. The measurement model is not a mechanism that operates at the level of the individual, as the latent variable is an attribute that in most psychological situations should not change over a sufficiently short time frame, and therefore cannot also be the cause of the item responses. The answers are manifestations of the attribute. A latent model, therefore, should only be considered to apply between subjects - in keeping with the statistical maxim that between-subject conclusions should not be interpreted in a within-subject sense.

On a structural level, defining the structure of the relationship between these latent variables, the realist ontological framework can again be applied to help understand where assumption is made and how the latent constructs items relate to each other. The fundamental assumption for Mulaik (2006) and his discussion on causality in SEM is that “science is the knowledge of objects” (p106). From this realist ontological position,
enforced by the necessities in Borsboom’s arguments, he outlines that a causal variable in terms of structural equation modelling is one which affects the probability distribution with which an effect variable occurs. This causal variable may determine some or all of the parameters of the distribution, so that these parameters themselves are functions of the causal variable. Mulaik (1986) clearly identifies that “variables in nature can be connected together in complex networks in which variables can be the combined effect of numerous independently acting causes and in turn the cause of numerous other variables... the simple model... which involves a simple sequence or chain of ‘single connected’ variables... is an inadequate representation of the complexities involved” (p91). Using the nomenclature of Pearl’s (2000, p91) Markovian parents, Mulaik goes on to state that in the case that a single variable is the effect of a general number of causal variables, we may “treat the causal variables jointly as a single variable” (Mulaik, 2006, p91, emphasis added). Put another way, “structural equation modelling considers systems of variables wherein it is possible for more than one variable to be a cause of a given variable” (ibid., p87) and this set of variables can be considered jointly as one (causal) variable. An important pre-requisite is that the “assumption, often implicitly made, but should be explicitly evaluated for empirical validity when feasible, is that our models involve closed, self-contained systems of variables” (p87): closed in the sense that there are no other possible components (outside of the model) that may affect the position of the dependent. This empirical test is most often attempted by closing off extraneous causal variables, by shielding, holding constant, randomising or by isolating systems.

Within the social sciences it is particularly rare to have such closed systems and the empirical tests, controls or randomizations (see for instance Sampson’s, 2012, discussion of causality in the Moving to Opportunity program) are at best an approximation. This is particularly the case when operating within the confines of survey responses, where these approximations of closure can be little more than assumption resting on the momentary truthfulness and independence of the respondent (perhaps a fair assumption given accurate survey design?). Whether a given response on a certain item is the result of the respondent’s position on a certain (ontologically assumed to exist) latent variable hence falls to assumption and theoretical argument. Once the latent
variables have been defined, links between them to assess the relational structures posited by theory will need a theoretical argument made that asserts that the causal relation is of a certain direction, say from A to B, rather than a covariance between A and B. This theoretically based assumption shall be a common theme of the work and will be revisited regularly.

5.5 Fitting a SEM Measurement Model

The first step to SEM is to fit the measurement model. This takes the manifest variables and produces a model of the underlying latent variable(s). The first consideration of this step is whether a solution is identifiable, i.e. is it even mathematically possible to find a solution to the model that is theorised. The mathematical side of model identification is a complex topic and a full treatment requires technical and needless detail (more detail can be found in, amongst others, Kline, 2010). Broadly speaking, a model is identified if a unique solution can be found. If it is possible to find a unique solution it can therefore be estimated and, under certain conditions, this estimate can be tested for adequacy against observed data. A model can be under-, just- and over-identified. Just-identified models can be estimated but they have zero degrees of freedom and therefore cannot be statistically tested for fit, whilst under-identified models cannot be computed. The goal is therefore to work with over-identified models. SEM works with variance and covariance matrices, and the total number of variance/covariance elements between the manifest variables need to be greater than the number of free parameters to be computed. The number of variance/covariance data points in the matrix is p(p+1)/2, where p is the number of variables. When a model is analysed, the free parameters are the factor loadings, factor variance/covariances, path coefficients, residual variances/covariances and error variances. There need to be less of these in the model than there are in the original data (i.e. less than p(p+1)/2). In reality, this process is not as complicated as it sounds! SEM computer packages will only compute a result for identifiable models. Although a basic understanding is needed to notice that, say, a measurement model with just two manifest variables would be unidentified in general, the rest can be safely left to the black-box of the software.
Closely related, easier to understand and more important from an interpretational point of view than the technical complexity of identification is the concept of latent variable scaling, i.e. how the numbers relate to one another and what the latent variable is measured in terms of. Because latent variables are unobserved and therefore have no inherent scale, this needs to be fixed. There are two main ways of doing this. The first and most commonly applied (especially whilst modelling building) is to fix the loading (typically to 1) of one manifest variable for each of the latent variables. This in essence creates a reference variable and all other loadings onto that latent variable will thus be in terms of the scale of that reference variable. The second technique is to fix the variance of the latent variable to 1 and then freely estimate all the item loadings\(^{16}\) giving a standardised result. This second methodology is enforced on this work as the original variables in the OCJS are attitudinal and categorical and hence have no scale. As latent variables are normally distributed, to discuss the latent variable in terms of standard deviation difference therefore is the only sensible way to proceed.

The categorical OCJS variables have implications not only for the latent variable scale, but also for model fit measures, the estimator that is used to calculate the parameters and subsequent interpretation. The theoretical assumption for categorical variable modelling is that underlying the given answers there is a continuous, normally distributed variable of which the categories represent only a crude measurement. In reality, the normality assumption of the unobserved variable is deeply restrictive (for example, the response pattern to the question "How wrong is it for your age to write or spray paint on buildings?" is 78% very wrong, 20% a little wrong and just 1.5% not wrong). This limitation is common and has led to the development of specific estimators that allow relaxation of the normality assumption, the foremost of these is the aforementioned (section 5.2) WLSMV estimator, only available in Mplus\(^{17}\) (Byrne, 2006).

\(^{16}\) A third technique proposed by Little et al. (2006), which they term “effects coding”, allows one to estimate the latent parameters in a non-arbitrary metric that reflects the metric of the measured indicators. This nascent technique, however, has not been implemented in Mplus.

\(^{17}\) Although STATA13 has increased functionality in terms of generalised SEM, only the asymptotic distribution free (also known as weighted least squares) is available to handle categorical answers (STATA13 SEM manual), which requires extremely large sample sizes and normally distributed underlying variables, and is comparatively inefficient.
The WLSMV estimator has been shown to function with a wide range of missing data variants and is considered robust to missing data (Asparouhov and Muthén, 2010). This is the first impact of categorical data.

The second is in terms of the latent variable scale; the reference variable approach would fix the variance of the latent variable in terms of this underlying continuous variable, which is computed to have mean 0 and variance of 1. Hence the latent variable would be in the scale of something which itself is deduced within the modelling framework, i.e. the scale would be arbitrary (even meaningless). The focus should therefore be on the second method of scaling and standardised outputs, where the latent variable variance is fixed to 1. A corollary is therefore that interpretation of the factor-loading estimates is based on the squared standardised factor loadings. For example, a loading of 0.7 would square to 0.49, meaning that 49% of the variance in the (underlying continuous version of the categorical) original variable is explained by the latent variable. This, quite clearly, is analogous to the interpretation of the regression coefficient, $r$, and the $r$-squared in ordinary least squares regression.

Once an estimator has been chosen, the iteration procedure completed and a final model estimated it needs to be determined whether it suitably fits the data. This is achieved by way of fit indices that judge whether the theoretical structure that has been implied is sufficiently close to that observed in the data, and here lies the final implication of the categorical data. It has been shown that relying solely on one fit measure is inappropriate (Hu and Bentler, 1999; Marsh, Hau and Wen, 2004; Sivo et al., 2006; Barrett, 2007), and consequently all SEM packages incorporate a range of measures. The WLSMV estimator limits somewhat the choice of measures to be used and Mplus gives four different metrics by which to judge the model fit: the CFI (Bentler, 1990); the TLI (Tucker and Lewis, 1973); the RMSEA, which since the release of Mplus version 7 is accompanied by a confidence interval (Steiger and Lind, 1980); and, the WRMR (Yu, 2002). The CFI, TLI and the RMSEA are recommended (Byrne, 2012) as the core set of measures for all estimators, and with the WLSMV estimator the more usual supplementary AIC, BIC and SRMR is replace with the experimental WRMR.
The CFI is normalised (i.e. takes values from 0 to 1) with a value over 0.95 being indicative of good fit (although down to 0.9 also gives evidence of decent fit). The TLI, although not normalised (i.e. can take values over 1) is customary to interpret it in the same way as the CFI. A secondary property of this measure is that it penalises overly complex models, i.e. parameters that add little to the overall fit of the model would be detrimental to the value attained by this measure. Both the TLI and the CFI work by comparing the model to a baseline null model and assessing whether the implied model fits the data more suitably, and are known collectively as incremental fit indices. Conversely, the RMSEA (Root Mean Square Error of Approximation) and the related WRMR (Weighted Root Mean Square Residual) are absolute fit indices and determine how well the model matches the data's variance/covariance structure. Lower values indicate better fit. A value of under 0.05 for the RMSEA indicates good fit, but values up to 0.08 can be considered suitable, with over 0.1 showing poor fit. Mplus7 (released in September 2012) also gives a 90% confidence interval for the RMSEA and a probability that the value is less than 0.05. The WRMR is a variation of the continuous analogy SRMR (standardised root mean square residual) for categorical variables, is relatively experimental (Byrne, 2012) and should be treated with caution, but coupled with other measures showing good fit, a value of under 1 should be considered to be evidence of an extremely well-fitting structure. Table 5.1 summarises these fit index levels. It should be noted that each of these levels is an approximation, and a substantively meaningful model that passes two criteria whilst almost meeting the third is not a showstopper. It merely means the fit is adequate and further work may solve these issues. As with all social science there is a degree of 'close enough', especially when backed by suitably strong expectations.
Table 5.1 Summary table of fit criteria under WLSMV estimator

<table>
<thead>
<tr>
<th>Index</th>
<th>Fit criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFI</td>
<td>Above 0.95</td>
</tr>
<tr>
<td>TLI</td>
<td>Above 0.95</td>
</tr>
<tr>
<td>RMSEA</td>
<td>Less than 0.05 ideally but up to 0.08 can be acceptable</td>
</tr>
<tr>
<td>RMSEA confidence</td>
<td>a probability over 5% that it contains 0.05 is good, but the confidence interval should at least be close to having 0.05 as a lower bound</td>
</tr>
<tr>
<td>WRMR</td>
<td>Ideally under the value of 1, but this is experimental and to be used as a supplemental measure</td>
</tr>
</tbody>
</table>

Statistically speaking, the standardised loadings between manifest variables and latent components of a well-fitting model are rarely non-significant. SEM measurement produces a variance/covariance matrix independently of the data, and this is then compared to the observed data. As such, if a path coefficient (a loading) is statistically insignificant this represents an item uncorrelated with the supposed structure and hence would have been picked up in the fitting step. Substantively significant loadings, however, are a different story. As all loadings for debate in this work will be standardised, they range from -1 to 1 with values closer to either of these extremes representing the strongest association with the latent variable. What is considered a substantively significant is another area where considered judgement needs to be applied. With the interpretationally similar principal component analysis, Tabachnick and Fidell (2007) recommend suppressing values lower than 0.3 from a rotated solution, and this cut-off seems a relatively appropriate approximate rule in the SEM measurement context; however, all loadings need to be considered in context with each other and, again, theoretical expectations. If four out of five items have a loading of around 0.9, with the fifth at somewhere around 0.3 or 0.4, then this lower value perhaps deserves attention. Similarly – if all items are around 0.4 with one at a value approaching 1 (or indeed -1) the latent variable is probably being overly dominated by this latter component and again caution needs to be taken.

The final procedure to be discussed relates to model specification, misspecification and reformulation. This is the element where SEM can deviate from its ideal of being a completely confirmatory procedure, and can be carried out at two time points, either before the initial model or to adjust inadequate model fit, and is predominantly applied to the measurement models. For the first case, exploratory work before the model
formulation, this can be carried out via exploratory factor analysis which can give an approximate feel for how the variables group together, particularly useful when trying to replicate previously used measurement systems with slightly different, analogous variables.

At the second time point, to correct inadequate model fit, the model maybe re-specified slightly to account for substantively sensible possible reformulations. This can take the form of loading variables that had previously been placed onto one latent variable onto a suitable alternative. Similarly, reflecting on a slight misfit and a low factor loading, an observed variable may not match the latent variable as initially thought and may need to be deleted. Although correlation of error terms is generally frowned upon as it often means indicators are measuring something else, or something in addition, to the construct they are supposed to measure (Jöreskog and Sörbom, 1993, p113), if there is a likely response bias amongst a set of questions the errors within that set can be allowed to correlate. Mplus provides, upon request, modification indices (MI) which comprehensively list possible improvements to model fit that can be gained by allowing any item (manifest or latent) to load onto another/have correlated errors. Although in some instances these may help identify poorly fitting variables, or interrelations that would otherwise have gone unnoticed, these MI statistics must be treated with caution, as an increase in fit without reference to theory may be nonsensical. These steps must have a theoretical underpinning and altering a structure to gain adequate fit measures is inappropriate (Byrne, 2012). Any modifications made to an original model must be substantively meaningful and justifiable, it must be “nine-tenths theory driven and only one-tenth data driven” (Hayduk, 1987, p177) or as Little (2013) rather poetically puts it, “Much like the song of the Sirens, the allure of modification indices should be resisted. Many times, the suggested modifications are due to sampling variability and not to a ‘real’ process” (p156).

5.6 Moving to a Structural Model

Whereas Spearman pioneered the factor analytical techniques for the measurement part, Wright spearheaded the path analysis of the structural step and it is here that some of the real advantages of SEM over techniques such as multiple regression, even
when combined with prior factor analysis, become apparent. The structural part of the modelling allows item dependencies to be incorporated into the results of the analysis and this is where any theoretical perspectives on the structures and relationships in the system to be modelled are made analytically explicit and assessed in a rigorous way.

A simple way to look at the procedure is to say that it involves linking together latent (and if needed manifest) variables into a structural system via regression (single-headed arrows) or through covariance (double-headed arrows). Grace and Bollen (2005) outline an intuitive and simple real life system of modelling that details the advantages of a path analysis. The example is based on plant recovery speeds (as the dependent variable) after shrub land fires in Southern California, and how these are affected by elevation, fire severity and the age of the pre-fire growth. In a standard regression, linear or otherwise, each of the independents is assumed to be ‘at the same level’, i.e. they do not cause one another and their relationships are expressed solely through covariances. In a structural model, knowledge about interrelations can be incorporated. For example, in the original work upon which the Grace and Bollen paper is based, Keeley (1999) stated that they knew that the average age of the pre-fire plants was lower by 2.2 years for every 100m of altitude gained, and that the pre-fire age of plant cover (the density of the organic material) had a strong impact on the severity of the fire. These relationships form a causal chain, elevation causes younger plants to be present, and younger less dense plants in turn caused lower intensity fires, and this lower intensity leads to increased recovery speed. The severity of the fire could not possible affect the pre-fire plant cover and an area’s pre-fire plant cover would not affect the elevation (unless it formed a particular high and unlikely mound of organic matter). This knowledge, however, was not used beyond descriptive analysis by Keeley. Grace and Bollen reformulated the modelling strategy and re-analysed the information using a SEM framework, with the results capturing the causal chain of reasoning (presented as a path diagram in Figure 5.6).
As with the original regression analysis plant recovery is regressed directly onto fire severity and elevation (the single-headed arrows pointing into the plant recovery latent variable on the right hand side of the diagram), but as pre-fire age was seen to only impact fire severity it was not directly linked to plant recovery, rather its effect was through fire severity. There are two paths from elevation to the dependent plant recovery, the direct and that via the causal chain as outlined in the previous paragraph. To fully understand how the role elevation of these components interacts with the plant recovery both the direct (elevation to recovery) and the indirect (via pre-fire plant age and fire severity) paths need to be considered. There is a direct effect and a mediation effect via the indirect chain; the sum is the total effect of elevation on plant recovery, controlling for other items in the model and their relationships. This methodology therefore elicits a clearer analytical understanding of the system than a regression approach.

In the above example the causal chains are rather clear, in a good deal of other SEM pieces the chains are much less easily defined. To quote Grace and Bollen: “While SEM permits the implications of a causally structured theory to be expressed, the analysis itself does not contribute to the establishment of causality. This must come from other information” (p288). This other information being theoretical consideration, based on

---

18 Although in the original Grace and Bollen piece the model is discussed in terms of path diagrams, i.e., with manifest variables, the commentary makes it clear that the same considerations are needed when dealing with latent variable structuring. The model presented is adapted to consider that exact situation.
previous work and logical implication. A pertinent point here is the separation of endogenous and exogenous variables. As referred to in section 5.3, although it is not necessary to label these two types of model components differently, it is important to consider them as separate. An item at ‘the beginning’ of a causal chain is not influenced by any components within a model and is known as an exogenous variable (no single arrows pointing in or, equivalently, not regressed onto anything). As such, they represent the beginning block of the model and have direct effects on the ultimate dependent domain, and can be the start point of an indirect effect, via a (number of) mediating variables. The endogenous variables, on the other hand, are influenced by components within the model through a regression (have single-headed arrows pointing into them) and therefore, if not the ultimate dependent variable, take the form of mediating components (a full discussion of this shall be returned to in Chapter 7).

A further component of a structural model is covariance, which are represented by double headed arrows in Figure 5.2. These are typically present between any two exogenous or endogenous variables unless there is a reason to constrain them to zero. They represent simply the degree of relationship between the two variables (latent or otherwise), and their interpretation is clear. The main caution with regard to these model elements is one of the program defaults. The Mplus default is to set to zero the covariance between any two endogenous variables (i.e. those with a single-headed arrow pointing into them). Blind acceptance of this scenario is not valid and the constraint of each covariance must be considered.

Although a set of fit index levels to be attained to indicate adequate fit were outlined in the previous measurement section, when it comes to structural models these rules become looser and less concrete. The papers from which the measurement model rules were by and large derived were based on Monte Carlo simulations of misspecified measurement models, with certain loadings or covariances constrained to zero. The majority of the work follows the influential 15 indicators, three latent variables, one “true” and two under-parameterised misspecified models as found in the influential Hu and Bentler (1999) paper. In many cases the adherence to the strict rules in this work have been overstated. Before the 1999 work required levels for adequate fit were
more relaxed, and indeed this point is made in the Hu and Bentler piece. Marsh, Hau and Wen (2004) reiterate and restate this point clearly:

“Quantitative social scientists, particularly psychologists, have long been engaged in the elusive search for universal ‘golden rules’—guidelines that allow applied researchers to make objective interpretations of their data rather than being forced to defend subjective interpretations on the basis of substantive and methodological issues. Their appeal—like the mythical Golden Fleece, the search for the fountain of youth, and the quest for absolute truth and beauty—is seductive, but unlikely to be realized…. data interpretations and their defence is a subjective undertaking that requires researchers to immerse themselves in their data” (p321).

This is none more true when building structural models. Their increasing complexity means that the values attained by the fit measures with more than five factors or with 50 or so items rarely achieve what is considered ‘conventional’ fit (Marsh, Hau and Grayson, 2005). Overall, then, the fit indices, although still playing a role in the assessment of model suitability, should be paid less attention in the structural section than in the measurement set-up and a CFI/TLI above 0.9, and a RMSEA up to 0.08 means that work can still proceed with accuracy. Loadings of items (which should vary as little as possible from measurement models), paths coefficients and substantive meaning, however, remain vital.

**5.7 Calculation of Total and Indirect Effects**

Due to the categorical data present in the current study, the discussion in the measurement methodological section has already shown that these models are best defined in terms of standardised coefficients. Grace and Bollen warn against this as standardisation means that interpretations of path coefficients are then in terms of standard deviation changes. When the variable scales are interpretable this standardisation leads to more abstract measurements, although in the current work the lack of interpretability of the latent variables is a ‘bridge already crossed’. Therefore, for the majority of the analysis in this work a path represented by a single-headed arrow (i.e. a regression coefficient) will be considered in terms of standard deviation changes of the arrow’s origin. Returning to Figure 5.6, the coefficient of -0.39 between fire
severity and plant recovery would mean that for every standard deviation increase in fire severity the plant recovery would decrease by 0.39 of its standard deviation, holding pre-fire plant age and elevation constant.

A similar interpretation would be seen for the effect of elevation; holding all else constant for a one standard deviation increase in elevation the plant recovery would increase by 0.30 of a standard deviation. But, of course, it has been seen that pre-fire plant age and fire severity are not constant as elevation changes, there is also an indirect mediating effect through pre-fire age and severity. The direct effect is still 0.30 but in this situation there also exists an indirect effect, calculated by taking the product of the secondary path, so \((-0.45 \times 0.65 \times -0.39) = 0.11\). The total effect is calculated as the direct effect plus the indirect effect giving \(0.30 + (-0.45 \times 0.65 \times -0.39) = 0.41\). The total effect, therefore, of a one standard deviation increase in elevation would give an increase in plant recovery of 0.41 standard deviations.

This method of calculation of indirect effects was traditionally approached by the Baron and Kenny (1986) method causal steps strategy and was formulated when there is just one mediating pathway, as represented by Figure 5.7. Here variable M is a mediator if X significantly accounts for variability in M, X significantly accounts for variability in Y and M significantly accounts for variability in Y when controlling for X. More recent approaches use the significance of the indirect effect, \(ab\), as typically calculated via the Sobel test (Sobel, 1986) and compares the ratio of this value to its estimated standard error, computed via delta parameterisation. Mplus provides a simple method to calculate indirect effects with significance levels via a specific sub-command and although calculation of standard errors is a non-trivial matter, especially with non-normally distributed data (as in this case), it has been shown that these are accurate given sample size larger than 200 (MacKinnon et al., 2002). Despite this, Preacher and Hayes (2008) recommend using bootstrapping methods to estimate significance in the case of multiple mediation effects. However, Mackinnon stated\(^\text{19}\) in the Mplus discussion forums that this methodology is not necessary with the WLSMV estimator.

(as used here). Under these circumstances, with accurately computed significance levels, Preacher and Hayes (2008) see the introduction of multiple mediators as good practice, stating that “including several mediators in the same model is one way to pit competing theories against one another within a single model. Theory comparison is good scientific practice” (p881).

**Figure 5.7 SEM with a single mediation effect**

![Figure 5.7 SEM with a single mediation effect](image)

### 5.8 Interpretation of Model Results with a Dichotomous (or Categorical) Dependent

In this modelling work, the dependent to be used is self-report offending. This is usually a dichotomous yes/no in the previous 12 months or a categorical count variable (never, once, two or three, four or five and six or more). As such the regression coefficients to the dependent are not linear regressions and, due to the implementation of Mplus with the WLSMV estimator, is constrained to use a probit link function. Interpretations of coefficients are hence non-linear and are not interpretable in the same way as a linear regression (‘a one unit change in X causes a change of β in Y’) nor as a simple log odd ratio (‘a one unit change in X causes a change in the log odds ratio in Y by β’) as in the case of a logit link function. Rather, the interpretation is dependent not just on the change in whichever variable is allowed to alter but also on the values of the other variables in the equation, due to the nature of the cumulative distribution function (CDF) of the standard normal distribution. To be explicit and to use mathematical notation for one point in this thesis, in a latent variable modelling context for a dichotomous dependent Y, there is a continuous variable $Y^*$ that determines the value of Y. It is assumed that:
\[ Y_i^* = \left( \sum_{i=0}^{n} \beta_i X_i \right) + u_i \]

and, with \( u_i \) being a random disturbance term, that:

\[ Y_i = \begin{cases} 
1 & \text{if } Y_i^* > 0 \\
0 & \text{otherwise} 
\end{cases} \]

and therefore that it can be shown (Nagler, 1994) that:

\[ \text{Prob}(Y = 1) = \Phi\left( \sum_{i=0}^{n} \beta_i X_i \right) \]

(1)

where \( Y \) is the dependent, \( X_i \) the independents, \( \beta_i \) the estimated coefficients, \( n \) the number of independents and \( \Phi \) is the CDF of the normal distribution.

Page 492 of the Mplus version 7 manual (Muthén & Muthén, 1998-2012) gives a simple methodology for calculating predicted probabilities for either dichotomous or categorical variables involving the threshold value(s), the coefficients and the values on each of the dependents. When the latent variables involved in the calculation are standardised then the process becomes easier still and the discussion can be carried forward in terms of respondents at various different standard deviations from a score of zero (i.e. the mean value) on the exogenous variable(s). When continuous mediating variables are present, it is simply the total effect that is used as the coefficient in the calculation, as can be seen by considering Figure 5.8.

**Figure 5.8 SEM with a single mediation effect and categorical dependent**

\[ X \rightarrow M \xrightarrow{a} Y \xrightarrow{c} Y \]

Where \( Y \) is dichotomous (the similarity with Figure 5.7 is clear to see). As \( X \) and \( M \) are continuous and standardised, using (1) the equations for this system can be written:
\[ M = aX + \varepsilon \]  

\[ \text{Prob}(Y = 1) = \Phi(-t + cX + bM) \]  

Where \( t \) in equation (3) is the threshold value as in the methodology as outlined in the Mplus manual and \( \varepsilon \sim N(0, a) \) and there is no constant term in the equation (2) due to standardisation. Substituting (2) into (3) gives:

\[ \text{Prob}(Y = 1) = \Phi(-t + (c + ab)X) \]

and therefore \( c + ab \), the total effect, is the coefficient of interest by analogy to equation 1. The extension to this for a categorical dependent is similar and can be found in the Mplus user manual.

Interpreting the impact of mediating variables, via the indirect effects, is trickier and is rather underdeveloped in the SEM literature, as clearly stated by Muthén and Asparouhov (2014). There has however been more attention paid to this type of mediation in a clinical trials setting and is discussed in terms of counterfactual and potential outcomes based on randomised control trial settings (Robins and Greenland, 1992; MacKinnon and Dwyer, 1993; Pearl, 2001; Valeri and Van de Weele, 2013). Based on derivations of what are referred to as natural direct and indirect effects where the mediator, \( M \), is continuous and with a binary \( X \) and \( Y \), these papers show that the total effect can be considered as the sum of the direct and indirect effects and that the proportion of mediation can be calculated as the indirect effect divided by the total causal effect, despite the non-linear nature of the probit function. Muthén and Asparouhov (2014) run a Monte Carlo simulation to show that when the mediator variable is defined as a latent variable with 3 or 6 indicators, that this approximation holds true for sample sizes of 200. Therefore, despite the fact that the value that the \( c+ab \) term plays in the predicted probabilities is dependent on other values (and the threshold value), an approximation to compare the size of the effect for the direct component from an exogenous variable to the effect through the mediating variable, it
seems fair given the relatively large sample present in the current work to calculate this as the intuitively obvious formula:

\[
\text{Proportion of mediation} = \frac{\text{Indirect effect}}{\text{Total effect}}
\]  

(5)

This will be used extensively in the current work and the explanation of its meaning will be returned to and explained with examples from the data. This, it is hoped, will clarify the meaning and make understanding easier rather than attempt to battle on in the abstract.

5.9 Concluding Remarks

This chapter is not meant as a replacement for a detailed methodological textbook or the like, but more as guidance of the techniques that shall be applied. In relation to SEM the most pertinent point is that the work can adequately and succinctly be expressed through the usage of path diagrams rather than the more complicated matrix algebra. It is this non-mathematical presentation that will be used throughout the thesis and with this style the work should be accessible to those without any formal mathematical training. Also of note are: the fit indices that are to be used for assessing measurement models; that these fit indices aren’t as important once work has progressed to the structural modelling; some of the constraints on the modelling procedures in the specific case of the data that will be used in this thesis, namely standardised results and the usage of the WLSMV estimator (and hence Mplus) with both of these being enforced through the categorical nature of the manifest variables; and an outline of what is meant by an indirect pathway and how these should be interpreted using the ‘proportion of mediation’.

The discussion on ontology and causation is important as it clarifies what is inherently being built into a model approached through SEM. The fact that it enforces a realist ontology does not mean that the work needs to be conducted as a strict positivist but that the language that is needed is of a particular type. The items that are used to measure a latent variable need to be described as such, not referred to the other way round as ‘making the latent variable’. This will be shown to have impacts of the
definition of how the latent variables interact in Chapter 7. The causality discussion is intended to stress that SEM cannot answer questions which are fundamentally conceptual; to paraphrase Jackson and Kuha (forthcoming, 2015) “Can latent variable modelling really be used to test whether one has, in the first place, measured the ‘correct’ constituent parts…?... The answer to this question is clearly no. This remains a conceptual claim.”

In conducting this work there will be occasions where more methodological discussion will be needed, particularly when dealing with specific effects that become apparent in the structural work (such as suppression effects) and when turning to the longitudinal modelling. This will be worked into the narrative when appropriate. Also, as work progresses through these sections, the explanation of the specifics of the modelling will gradually be reduced. So in Chapter 7, for instance, where predicted probabilities are first mentioned there will be an explanation of the correspondence of the probit result with the results of a logit model. The next time this is mentioned the explanation is reduced, until eventually it is taken as read that the nuances of the equivalence are understood. The grand hope being that the work is in some way didactic.
Chapter 6

Measurement of Self-report Risk Factors

6.1 Process and Aims

Statistics is usually concerned with the connection between inference and data. Measurement, on the other hand, is concerned with the connection between data and reality, and is the activity that produces the raw materials which statistical methods analyse (Hand, 2004). It occurs during the process of assigning numbers or symbols to represent an attribute (or attributes) of a subject, such that these numbers or symbols reflect the relationships of these attributes; a homomorphic movement from an empirical relational system to a numerical relational system. Measurement theory, as a branch of applied mathematics, is mostly concerned with how the empirical relationships between objects can be preserved under various mathematical transformations (for a mathematical approach to measurement theory see the Foundations of Measurement series; Krantz et al., 1971; Suppes et al., 1989; Luce et al., 1990). The field found prominence in psychology with the work of Stevens (1946), who cites a seven-year committee of the British Association for the Advancement of Science that debated the problem of the measurement of human sensation. After appointment in 1932, by 1938 they still had not reached agreement and their interim conclusion was general disagreement and a call for more time to consider the question! Stevens attempted to iron out the confusion by stating that measurement is fundamentally rooted in meaning and is therefore a semantic issue, but one that is susceptible to orderly discussion. He (Stevens, 1946, 1951) goes on to define the now well-known nominal/ordinal/interval/ratio levels of measurement, which went some way to disentangle (some of) the committee’s semantic problems by separating the assignment of numerals into different realms. These differences occur dependent on the specific contexts which one is trying to measure, where the empirical relationship must be reflected in the numerical equivalent (for example, loudness, or as the committee
termed it "the subjective magnitude of an auditory sensation", could be described as "quiet" vs. "loud" though in a different context could be scaled along a decibel counter and referred to as volume).

Once the data collection process has been conducted via survey items or observational work (or the like) the discussion regarding the level of measurement and the connection between the empirical relational system and the numerical partner becomes somewhat moot. The data have been collected, the levels of measurement for each variable defined within the data collection design and the numerical codes that represent the opinions of the respondent have been collected and are unable to be changed (or least cannot be expanded); they have to be accepted. However, to which 'concepts' these questions relate is often taken with little consideration and it is not uncommon to see whole theses of work being constructed on the basis of one single question response, asked in amongst many thousands during the administration of a questionnaire; “a cursory inspection of the literature of social research will show that much of it centres on entities which are handled as if they were measureable quantities but for which no measurement instrument exists” (Bartholomew, Knott and Moustaki, 2011, p2). In many psychological situations direct measurement of an attribute in question is not possible, and one has to accept that a representation of the multi-dimensional data distribution represented by the concept can only be operationalised as a unidimensional item. In other words it is necessary "to acknowledge that the definition of the variable being measured must include some pragmatic component" (Hand, 2004, p89). This is not to mean that one should quickly accept the easiest measurement, disregarding complex constructs and taking the validity of a scale merely for convenience; a pragmatic approach does not mean a simplistic one.

Hand (2004), in his comprehensive attempt to join together the measurement literature (including contributions from mathematicians, philosophers, and the physical, behavioural, social and life sciences), when turning his attention to measurement in economics and the social sciences illustrates “the heavy, even dominant, role that pragmatic aspects take in much of the social and economic measurements. The objects and systems being described in such contexts are so complex that pure representational
measurements are rarely possible. Definition of the attribute being measured necessarily occurs at the same time as the measurement instrument is constructed” (p271). Although in a general sense this is true of all measurement in the social sciences, from league tables to retail price indices, crime rates and indices of multiple deprivation, it is also true where the social science object being measured is closer to the psychological world, where "the complex nature of personality means it cannot be measured without first building a model of it, and describing its various attributes" (p163).

Structural Equation Modelling (SEM) provides an excellent tool for exactly this type of psychological measurement procedure. As identified as far back as Bentler (1980), being able to measure a concept with multiple indicators means being able to triangulate and identify concepts with more reliability. The SEM methodological framework then incorporates the possibility of further regression-type analysis, linking concepts and checking interrelations, a strong platform for this work. As explained in Chapter 5, the first step is to create valid measurement models and this is the concern of the present chapter. The discussion in section 5.4.1 means that although the pragmatic considerations need to be considered as part of the measurement process, it does not mean that the resultant latent variable is merely a pragmatic summarisation of those manifest variables. It has to be accepted that the latent variable constructed is a true trait, that the respondent has the characteristics defined as a psychological construct. The realist ontology implies that the respondent has an underlying level of, say, impulsivity or self-control and this underlying position manifests itself as the question responses. This acceptance of the trait allows the interrelations to be more clearly identified and understood.

The data from the OCJS were not collected specifically with this research in mind; rather they were collected as a general attitudinal and self-report offending survey. The survey was designed in partnership with a panel of academics whose research interests span across the criminological sphere (OCJS technical report, 2003) and their input into the questionnaire design will have added questions that refer to their own extensive works. The restrictions placed upon the survey by cost and respondent burden
considerations mean the question sets will form a subset of those which will have been used in previous works and therefore the task to produce valid measures will be a parsimonious task. As outlined in Chapter 2 these components fall into three broad categories (individual, family and ‘higher’) and this work shall attempt to produce accurate measures that ‘borrow’ from developmental and life course criminology (and, in Chapter 7, incorporate them into an ‘atheoretical’ structure). The measurement process will be similar for each component. There now follows a brief review of the aims of the measurement with more methodological details presented in the relevant subsection later in the chapter.

Individual level

These are succinctly reviewed by Jolliffe and Farrington (2010) (for impulsivity, empathy and intelligence) and by Farrington and Welsh (2007), amongst others. Where no explicit reference is made the default is to those texts, but at an individual level risk factors should include, where possible:

- A measure of intelligence (or IQ, which can be defined as verbal or non-verbal) or (school) attainment, although previous work has typically measured intelligence at rather young ages (under 7), while some works focusing on attainment have looked at late childhood/early adolescent attainment.
- Personality - usually the three domains of extraversion, neuroticism and psychoticism, or the 'big five' personality types. Other work has touched on agreeableness and/or conscientiousness.
- Temperament - irritability, low amenability and adaptability
- Empathy - most often cognitive (understanding/appreciating) empathy, but also operationalised as 'emotional empathy'
- Impulsiveness and related behaviours - this is often seen as one of the strongest predictors, capturing a whole array of slightly differently named behaviours

20 In the sense of Farrington’s pre-ICAP days. To quote: “For many years I did not attempt to formulate a wide-ranging [DLC] theory of offending… I focused on identifying independently predictive risk-factors, testing specific hypotheses, and on investigating possible causal mechanisms intervening between risk factors and offending.” (Farrington, 2005, p76)
from impulsiveness, hyperactivity, restlessness, clumsiness, no consideration of actions, poor ability to plan ahead, short time horizons, sensation seeking, risk-taking and poor ability to delay gratification.

- Self-control is characterised as a manifestation of impulsivity by Farrington and Welsh (2007) but deserves a separate and specific mention due to the centrality it takes in the work of Gottfredson and Hirschi (1990).
- Wikström (2012) centres his situational action theory around morality (along with self-control), although how separate this is from impulsiveness or self-control will be discussed in section 6.2.4.

Family level

Again, these are reviewed extensively elsewhere, notably by Blackburn (1993) and by Farrington and Welsh (2007):

- A measure of parental discipline is needed - not only has it consistently shown predictive power over offending behaviour, but it is also perceived by the public to be the most relevant (Farrington and Welsh, 2007). Erratic or inconsistent discipline is a related alternative.
- Parental reinforcement of behaviours (either poor or good, dependent on the normative framework employed)
- Parent/child relations - this often has a strong crossover with discipline, although is broader (including supervision, parental involvement and parental warmth).
- Child abuse and neglect
- Parental conflict or inter-parental violence
- Disrupted family - quantitative work to this has tended to focus on the loss of a parent (usually the father)
- Large family sizes
- Criminogenic families - i.e. families which have a history of criminal involvement
Higher level

Of greatest analytical importance to the current work are a set of measures of area level factors, and previous work has included:

- Collective efficacy - comprised of social cohesion/trust and informal social control
- 'Broken windows' or neighbourhood condition
- Fear of (local) crime

Other 'higher level' factors in previous work have been:

- School influences - broadly these are usually seen as between schools, although the relationship has been grouped to consider characteristics such as levels of trust, organisation structures/practices or discipline regimes within the school environment
- Peer influences
- Socioeconomic status (SES) of the subject, which is typically a measure of family situation but can also be the deprivation of the area

The peer and school higher level factors that are not directly related to area, and will not be the focus of this thesis, are left aside for future work. The evidence base is mixed for each of these higher level factors and to try to incorporate all in one step would muddy the waters too much to be able to pick out effects just of those of highest interest. In the current chapter only individual, family and the three area level factors noted above shall be defined. SES of the area and other structural characteristics of the area will be the focus of Chapter 9. The fourth domain that as yet has not been mentioned here is the dependent self-report offending. The validity of the measure was discussed in section 4.6 and further discussion will be returned to in the structural chapters.

The goal of this work is to try to model offending risk factors (with a focus on area level data) using an existing non-specific dataset, the OCJS, and the process for the measurement side of these components is to be a parsimonious, pragmatic exercise,
with close attention paid to previous work in these areas. The first step at each level is to review the available variables in the dataset and then take pragmatic steps to try to define factors based on the face validity of those available items. The majority of these will be via SEM although some correlates will be directly measurable (such as parental divorce or time spent in care homes). The fit of the latent concepts will be considered along with their substantive meanings, as will the reliability of any directly measurable components. These structures will then be considered in terms of previous operationalisations of concepts and their theoretical definitions with any similarities/differences highlighted. This will involve a good deal of assumption and often the components’ validity will rest as much on face validity as on methodological steps. This too will be discussed. All work will take place on the constructed 2004 to 2006 longitudinal dataset, details of which can be found Chapter 4 (although checks as to the measurement equivalent across the years will be a corollary of Chapter 10 and will be reported in full there).

6.2 Defining Predictors at the Level of the Individual

6.2.1 The Available Data

"One of the primary difficulties in areas such as psychological measurement is that the empirical system being modelled is often not well defined. This means that there is a considerable freedom in choosing the pragmatic constraints: one can choose to include different questions in a test and to combine those questions in different ways" (Hand, 2004, p153). Measurement of these individual level factors is probably the most complex task that is attempted here. These are essentially psychological constructs and "in psychology... essentially all variables are related and the trick is to tease apart this complex tangle" (ibid, p152). Thus, the pragmatic will take a particularly key role in this task. After consideration of the available items in the OCJS the possible constructs will be considered alongside some of the extensive and often highly specific (in the sense that papers often concentrate on just one dimension and do not judge the correlation with other factors) previous work.
The questions that fit in with what has been referred to as the individual level risk factors are predominantly contained within the health, lifestyle & risk factors section of the questionnaire, with some questions asked in the attitudes to the criminal justice system. The health, lifestyle & risk factors section was asked via CASI (computer-assisted self-interviewing) whilst the attitudes to the criminal justice system was asked via CAPI (computer-assisted personal interviewing). The questions found to be relevant are displayed in Table 6.1 (all questions were recoded where necessary so that they all scale in the same direction).

**Table 6.1 Individual level questions**

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Responses categories</th>
<th>Coding</th>
<th>Valid in 2004 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>i1</td>
<td>It is OK to steal something if you are very poor</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>99.7%</td>
</tr>
<tr>
<td>i2</td>
<td>OK to steal from somebody rich who can afford to replace it</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>99.8%</td>
</tr>
<tr>
<td>i3</td>
<td>OK to steal something from a shop that makes a lot of money</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>99.9%</td>
</tr>
<tr>
<td>i4</td>
<td>Sometimes OK to break the law</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>99.8%</td>
</tr>
<tr>
<td>i5</td>
<td>How wrong is it for your age to start a fight with someone</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>99.7%</td>
</tr>
<tr>
<td>i6</td>
<td>How wrong is it for your age to write or spray paint on building</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>99.7%</td>
</tr>
<tr>
<td>i7</td>
<td>What about someone your age playing truant, skipping school</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>96.8%</td>
</tr>
<tr>
<td>i8</td>
<td>What about someone of your age smoking cannabis</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>98.6%</td>
</tr>
<tr>
<td>i9</td>
<td>I usually do what I am told</td>
<td>4 pt Likert</td>
<td>1 = agree strongly, 2 = agree slightly, 3 disagree slightly, 4 = disagree strongly</td>
<td>98.4%</td>
</tr>
<tr>
<td>i10</td>
<td>I worry a lot</td>
<td>4 pt Likert</td>
<td>1 = disagree strongly, 2 = disagree slightly, 3 = agree slightly, 4 = agree strongly</td>
<td>99.6%</td>
</tr>
</tbody>
</table>
A first glance at the questions gives some guidance as to what may be possible. There is a clear set of questions that seem to be examining some form of moral dimension - i1 to i4 are clearly related to the respondent’s opinion as to breaking a general law, or to borrow from the lexicon of Wikström et al. (2012), "a moral rule is a rule of conduct that states what is the right or wrong thing to do... The law is a moral rule" (p12). i5 to i8 give a similar first impression, though in this case they are constrained into an age-specific realm. Questions i9 to i14 are less clear; i11 and i13 look to be related to some dimension of empathy, directed at the respondent’s feelings towards others, whilst i10 and i14 appear to be akin to contentment, with i9 and i12 relating to some level of self-control. A different reading could imply i9, i11 and i13 as an empathetic construct, whilst i10, i12 and i14 could be some level of self-control or contentment combined. Overall, this initial appraisal of the variables leads to the expected discovery of between 3 and 5 latent variables, around morals, self-control, perhaps empathy and the possibility of life contentment/ability to control one’s self. This tangle of possibilities will form the basis of the later theoretical discussion.

### 6.2.2 Morals

Building up from the bottom and working solely with the eight items that seem to relate to morals, i1 to i8, and running a 1 latent variable model (i.e. analysing whether all item response are determined from one psychological construct), gives a badly
fitting solution\textsuperscript{21} (CFI = 0.891, TLI = 0.848, RMSEA = 0.204). Acknowledging the slightly different wording of the questions, namely that i1 to i4 appear to be specifically looking at opinions on breaking the law whilst i5 to i8 are age-specific transgressions, and fitting a two-factor solution as shown in Figure 6.1, leads to much better fit (CFI = 0.981, TLI = 0.973, RMSEA = 0.086 with 90% confidence interval 0.078 to 0.095 and WRMR = 2.148). This represents a good fit, with both the CFI and TLI of a suitable level (above 0.95). The RMSEA is slightly too high, with a 95% confidence interval not containing the hoped for level of 0.05, however as stated in section 5.5 a level of 0.08 can be considered reasonably acceptable given suitable theoretical underpinnings. The WRMR, although slightly experimental, should be close to 1; at 2.1 this measure fails. Modification indices imply that allowing i4 \textit{Sometimes OK to break the law} to load onto the second factor, the age-specific moral dimension, would improve the fit (as it does, CFI = 0.994, TLI = 0.990, RMSEA = 0.052 with 95% confidence interval 0.044 to 0.061 and WRMR = 1.269) but at this stage this step seems unnecessarily complicated given established good fit. The standardised factor loadings for each item are suitably high with the exception perhaps of i4, which at 0.56 is the lowest loading and reflects the slightly ambiguous nature of this variable and its correlation with M2. The covariance between the two moral dimensions, of 0.412, implies that the two factors have a moderately strong relationship with each other.

\textsuperscript{21} To recap fit statistics and the appropriate levels, please see section 5.5.
6.2.3 Empathy, Self-control and Contentment

Approaching the remaining six items is difficult and perhaps the least clearly defined reduction in this work. The preliminary sense check seemed to point towards the possibility of a three factor solution. Unfortunately, with only six items this would not be identifiable. In this case the use of exploratory factor analysis, although slightly against the spirit of structural equation modelling and its theoretically based hypothesis testing methodology, gives a way to get an initial handle on the underlying structure (Asparouhov and Muthén, 2009). Using the same fit criteria as with a confirmatory approach, a 1 factor solution does not fit (CFI = 0.497, TLI = 0.161, RMSEA = 0.233). Looking instead at a two factor fit gives an excellent fit with CFI = 0.991, TLI = 0.967, RMSEA = 0.046 (giving a probability that the RMSEA is less than 0.05 of 60%) and a
WRMR of 0.018. The oblique rotated factor loadings are given in Table 6.2. The clear loading of i9, i11 and i13 onto one factor with i10, i12 and i14 onto the second lead to an interpretation closely fitting with the second scenario of an empathetic construct and some level of self-control or contentment. However, there are relatively significant cross-loadings, notably of i10 *I worry a lot* on factor 1 (in the ‘opposite direction’, indicated by the negative loading), i13 *I get upset if I see people who are sad or hurt* on the second and to a lesser extent i9 *I usually do what I am told*. The implied structure is displayed in Figure 6.2, where the dotted lines represent possible cross-loadings to be debated.

**Table 6.2 Exploratory two factor rotated loadings for items i9 to i14**

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>i9</td>
<td>0.624</td>
<td>0.195</td>
</tr>
<tr>
<td>i10</td>
<td>-0.416</td>
<td>0.629</td>
</tr>
<tr>
<td>i11</td>
<td>0.810</td>
<td>0.002</td>
</tr>
<tr>
<td>i12</td>
<td>0.165</td>
<td>0.517</td>
</tr>
<tr>
<td>i13</td>
<td>0.512</td>
<td>-0.290</td>
</tr>
<tr>
<td>i14</td>
<td>0.010</td>
<td>0.659</td>
</tr>
</tbody>
</table>

**Figure 6.2 Empathy and self-control possible model specifications**
Turning now to a more deductive approach, there are four different models to be considered. The first is represented by the solid lines in Figure 6.2 and then three further models where each of the dotted lines is added in order given by the size of the loading in the exploratory factor analysis: that is i10 on empathy, i13 on SCC and finally i9 on SCC. In carrying out this analysis the process must be driven by empirical fit coupled with substantive meaning. Table 6.3 gives a summary of the fit statistics, the factor loadings and the covariance between the two latent concepts.

Table 6.3 Empathy and Self-control/contentment model possibility results

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fit indices</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFI</td>
<td>0.696</td>
<td>0.866</td>
<td>0.952</td>
<td>0.975</td>
</tr>
<tr>
<td>TLI</td>
<td>0.429</td>
<td>0.714</td>
<td>0.880</td>
<td>0.924</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.192</td>
<td>0.136</td>
<td>0.088</td>
<td>0.07</td>
</tr>
<tr>
<td>Prob RMSEA less than 0.05</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.017</td>
</tr>
<tr>
<td>WRMR</td>
<td>4.284</td>
<td>2.77</td>
<td>1.581</td>
<td>1.134</td>
</tr>
<tr>
<td><strong>Correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCC with E</td>
<td>0.131</td>
<td>0.362</td>
<td>0.461</td>
<td>0.344</td>
</tr>
<tr>
<td><strong>Loadings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>i9 on E</td>
<td>0.588</td>
<td>0.649</td>
<td>0.671</td>
<td>0.588</td>
</tr>
<tr>
<td>i11 on E</td>
<td>0.947</td>
<td>0.83</td>
<td>0.808</td>
<td>0.821</td>
</tr>
<tr>
<td>i13 on E</td>
<td>0.369</td>
<td>0.421</td>
<td>0.586</td>
<td>0.554</td>
</tr>
<tr>
<td>i10 on SCC</td>
<td>0.400</td>
<td>0.697</td>
<td>0.754</td>
<td>0.662</td>
</tr>
<tr>
<td>i12 on SCC</td>
<td>0.527</td>
<td>0.579</td>
<td>0.568</td>
<td>0.576</td>
</tr>
<tr>
<td>i14 on SCC</td>
<td>0.781</td>
<td>0.628</td>
<td>0.642</td>
<td>0.638</td>
</tr>
<tr>
<td>i10 on E</td>
<td></td>
<td>-0.558</td>
<td>-0.563</td>
<td>-0.512</td>
</tr>
<tr>
<td>i13 on SCC</td>
<td></td>
<td></td>
<td>-0.369</td>
<td>-0.303</td>
</tr>
<tr>
<td>i9 on SCC</td>
<td></td>
<td></td>
<td></td>
<td>0.204</td>
</tr>
</tbody>
</table>

Taking both the exploratory approach and the model building results together, it is clear that although there is certainly an adequate two factor solution available from these data, there is considerable interrelation between these two latent constructs.
Model 1, where no items are allowed to load onto both factors, does not fit the data and it is only with the introduction of the cross-loadings that an adequate solution starts to emerge. Model 4, by the requirements outlined in section 5.5, is the candidate that fits best, indeed the only formulation that fits and even then only to a moderately good level. Reading through the substantive implications of the loadings makes intuitive sense and with fit indices such as seen here, this is a vital consideration for any formulation to be considered acceptable. In particular, i9 I usually do what I am told and i13 I get upset if I see people who are sad or hurt both load positively onto what has been termed the empathy factor, and load alternatively positively (i9) and negatively (i13) on the self-control/contentment item. So an adolescent who is more likely to do as they are told (i9) has a greater level of empathy, an understanding of the reason why they should do what is told of them, and a greater level of self-control (which in this case is expressing itself as obedience). With respect to i13 (I get upset if I see people who are sad or hurt), this item’s loading implies that the higher the level of empathy the more an adolescent feels for those who are hurt or unhappy, whilst a respondent with higher self-control will appear more restrained in expressing their feelings when they see someone in that position, explaining the alternatively positive and negative loadings. The item i10 I worry a lot is similarly sensible - a person with higher self-control/contentment is less likely to report worrying (a natural finding) and those with higher empathy are more likely to worry about their own position, demonstrating an understanding that the positions that others find themselves in could be visited upon themselves, a particularly pertinent finding considering the direction of the empathy loadings. The remaining items, i10, i11 and i12 are left to load onto one latent factor each and it is clear that the relationships are sensible once the direction of the coding is taken into consideration.

Overall this formulation implies that a fictional adolescent who has a higher level of empathy is likely to:

- answer that they are more likely to do what they are told,
- be more likely to help others if needed,
- be likely to say that they get upset when they see others who are sad or hurt and
• be more likely to be worried about their own position.

With regards to the self-control/contentment, someone with higher levels of this latent construct will:

• worry less,
• find it easier to concentrate and be less likely to report getting bored,
• be less likely to report being unhappy,
• usually do as they’re told and
• will be able to contain themselves when they see someone who is sad or hurt and be less likely to report being affected themselves.

And lastly there is a relatively strong relationship between the two concepts; someone with higher empathy is likely to have higher self-control or self-contentment (depending on the nomenclature attached to this latter factor). It should be noted that due to the way these items are coded and entered into the model, a higher manifest variable response is implied by a lower level of empathy or a lower level of self-control and this will be important in the structural work.

6.2.4 Individual Level Factor Theoretical Consideration

So these definitions have good face validity, with a seemingly sensible interpretation based on working through their implications with regards to a fictional respondent. How, though, do they compare to work that has previously been conducted on this topic? Unfortunately, the evidence base for an understanding of empathy is rather weak, as noted by Jolliffe and Farrington (2004). The paper acknowledges that there is widespread belief that low empathy is an important risk factor for offending behaviour, stating that "empathy and the acquisition of empathy are considered essential components of adequate moral development" (Jolliffe and Farrington, 2006, p591). They conducted a systematic review of various empathy scales, identifying five different scales that each contain over 20 items (and up to 64) that purportedly measure empathy (with three in general use). They are rather scathing about the utility of these scales, claiming that two equate sympathy with empathy and the third, the Hogan Empathy Scale (HES) (Hogan, 1969), was merely created by the convenience that it showed
discriminatory power for offenders versus non-offenders and face validity of the construct implied that it most probably did not measure an empathetic dimension at all.

Jolliffe and Farrington (2006) move on to develop a 20 item, two factor (affective and cognitive) test they call the 'Basic Empathy Scale' (BES) with examples such as "I get caught up in other people's feelings easily" (affective) and "I can often understand how people are feeling even before they tell me" (cognitive). The story they tell is that as a concept empathy cannot, and historically has not, been well defined. Nor is it separate from a range of other psychological components, harking back to the point made by Hand (2004) and referred to earlier, that "in psychology... essentially all variables are related". The 2006 paper makes a number of predictions as to the relationship between (their scale's definition of) empathy and other predictors of offending, such as that females should have higher empathy (and lower offending rates), a strong correlation with sympathy and perspective taking should be apparent, significant positive correlations with the personality clusters agreeableness, openness and conscientiousness, and negative correlations with neuroticism and extraversion. Finally, they expect to see a negative relationship between their definition of empathy with the 12-item UPPS Impulsivity Scale (Whiteside and Lynam, 2001) i.e. more empathy will be found in people with less impulsivity. Overall they find evidence in support of the majority of their predictions, although they find no relationship at all between impulsivity and empathy in males, attributing this to a methodological problem rather than a true symptom of their work and calling for further analysis. Miller et al. (2003) validated the Whiteside and Lynam scale with 20- and 21-year-olds, finding a correlation of 0.50 between the premeditation and perseverance dimensions and correlations with crime and delinquency, aggression, substance use and risky sexual activity across all four facets.

This expectation of a correlation between empathy and impulsivity is a natural position to take, given the rather inclusive nature of what is meant by 'impulsivity'. The Whiteside and Lynam (2001) work found impulsive-like behaviour manifested itself in four distinct but closely related dimensions which they labelled urgency, (lack of) premeditation, (lack of) perseverance and sensation seeking. The measurement problem
they describe when it comes to defining impulsivity is that it is often on the flip side of self-control, or at least certain components of it could be: "each of the four components is related to distinct aspects of personality ... (lack of) premeditation and (lack of) perseverance are related to conscientiousness, urgency is associated with neuroticism, and sensation seeking is a component of extraversion" (ibid, p686). The lack of premeditation and perseverance, they continue, results from a dysfunction in the decision-making process, a lack, therefore, of self-control: as Vollmer et al. (1999) put it, "impulsive behaviour occurs when responding produces the more immediate, relatively smaller reinforcers at the expense of delayed larger reinforcers. Self-control occurs when responding produces delayed larger reinforcers at the expense of immediate smaller reinforcers" (p451).

Although there are clear crossovers between impulsivity and self-control, they are not exactly the same and self-control deserves special attention as to its measurement, not least due to its central importance in the influential work of Gottfredson and Hirschi's (1990) General Theory of Crime. Their definition of self-control is dealt with via descriptions of criminal acts and according to Grasmick et al. (1993) these fall into six characteristics, only one of which is equated directly with impulsivity. The others, a lack of diligence, risk seeking, a preference for physical activity, self-centeredness and minimal tolerance for frustration, are seen as distinct. Grasmick et al. developed a question set of 24 items (four per dimension) including "I'm not very sympathetic to other people when they are having problems", "I often act on the spur of the moment", "I lose my temper easily" and "when things get complicated, I tend to quit or withdraw", and through factor analysis showed that the scale can be considered to be unidimensional, i.e., all six characteristics are indeed indicative of one overarching concept, self-control. This scale has been widely adopted with the meta-analysis conducted by Pratt and Cullen (2000) finding it to be "perhaps the most carefully designed and valid measure of self-control" (p943). The Peterborough Adolescent and Young Adult Development Study (PADS+) adopted a modified and limited version22 of the scale and use it as a key indicator of

22 Physical activity, simple tasks and self-centred components were omitted due to perceived lack of relevance to Situational Action Theory (Wikström, 2012, p 136, footnote 20).
crime propensity (Wikström et al., 2012). Despite the almost universal uptake of this scale as the measure of self-control, there was an early element of contention as to whether the Grasmick et al. scale is in fact unidimensional. Wood, Pfefferbaum, and Arneklev (1993) found that individual components predicted criminal action differently and that the constituent characteristics could form individual components. Cochran et al. (1998) similarly argue that the physicality element distracts from the unidimensionality. These criticisms are very much the exception and each of the works find some validity in the scale, especially the side most closely related to impulsivity. Overall, self-control should be considered a rather diffuse trait that can be accessed via a number of differing methodologies.

In addition to the self-control component of an individual's crime propensity, the Peterborough Adolescent and Young Adult Development Study (PADS+) research also utilises a range of 14 'morality' questions of progressively increasing seriousness, from "How wrong is it for someone your age to... steal a pencil" through to "...paint graffiti on a wall or house" and "...steal from a shop". These form a cornerstone of Wikström's Situational Action Theory and are the basis of what is termed 'crime propensity'23, containing both an element of morality and self-control which Wikström et al. carry forward to underpin their work. Perhaps this combination is not surprising; although Grasmick et al. identify six dimensions of low self-control, they acknowledge that they omit three statements originally made by Gottfredson and Hirschi (1990) which they consider to be consequences of low self-control, rather than definitional components. These statements are that people lacking self-control “need not possess or value cognitive or academic skills” (p89), "tend to have unstable marriages, friendships and job profiles" (p89) and crucially, "tend to pursue immediate pleasures that are not criminal: they will tend to smoke, drink, use drugs, gamble, have children out of wedlock and engage in illicit sex acts" (p90). It is this last statement in particular, the reckless behaviour, which connects to the moral dimension and means that Wikström's combination of the two measures forms a natural partnership.

23 Section 2.6 noted criticism of the morality dimension of the theory by Felson (2014) but this centred around the morality of the place/situation and not on the morality measures included in the criminal propensity measure.
6.2.5 Bringing it together to Individual Attitude

It is at this point that the empathy, the self-control and the morality measures start to converge. It has already been noted that Jolliffe and Farrington (2004) saw empathy as a precursor to adequate moral development, and the cross between empathy and impulsivity is expected due to the very definition of impulsivity, and impulsivity and self-control have been shown to be if not the flip side of the same coin, at least different sides of the same die. Thus, there is a story of a closely related and often overlapping melee of individual psychological components that have been seen to be related and predict offending or deviancy (as Delisi and Vaughn, 2007 argue). As the goal of this work is to incorporate these individual constructs to allow an analytical control along with family and area level correlates of crime, it is therefore sensible to re-specify the modelling of the empirical components in the current work into a unified framework. This re-specification can be seen in Figure 6.3 and incorporates a second-order latent variable, named Individual Attitude, which is formed of the lower level latent factors. The prescription fits the data very well; the CFI is well above the 0.95 that signifies good fit at 0.978, the TLI likewise at 0.972. The RMSEA which should ideally be under, or at least as close to 0.05 as possible, is valued at 0.052, with 18.6% probability of being lower than 0.05 (the 90% confidence interval is narrow, between 0.048 to 0.057, indicating a stable solution). The slightly experimental WRMR, a supplementary measure, is the only judgement criteria that does not meet the level set out in section 5.5 at 1.782 (though this does not invalidate the identification of the solution as well fitting). This specification is more than just theoretically functional, it is analytically sensible too; the modification indices of the moral dimensions indicated that cross-loading would improve the fit and there are already numerous crosses with empathy and self-control/contentment dimension.

As is usual with SEM measurement models all loadings are significant at a very high level (p < 0.001) and are displayed on Figure 6.3. The interpretation of the first order latent variables and their manifest indicators are rather straightforward for the two moral items, the lower the moral level on either M1 or M2, the more likely the respondent is to answer the questions in a less-favourable manner. The relatively lower
loading of i4 sometimes okay to break the law onto the M1 factor is perhaps indicative of
the wording of the alternative three questions associated with this latent factor, which
all include stealing as part of their definition. Furthermore, the two items with the
highest loading relate to theft where the victim is perceived to be able to replace the
stolen item, perhaps relating to a more specific ‘victim-less’ offence than the broader ‘all
law’ possibility. The second moral item, M2, has high loadings on all items. None of
these depart significantly from the pattern seen in the previous section dealing
specifically with the moral components separately. Similarly the loadings of the
empathy and self-controls have changed little from the previous specification and the
interpretation previously given in terms of a fictional respondent has not changed. This
stability of the loading when combining the two previous disparate components adds
weight to the assessment of good fit, as the combination of items are affecting only their
latent variables, and not distorting across the structure.

The loadings and the relative pattern of the loadings of the first-order latent variables
onto the higher second-order latent variable are important. M2, the second moral
construct representing age-specific transgressions of general rules, has the highest
loading and hence will be the dominant component of the individual attitude latent
variable. This is reassuring on two levels; firstly, the manifest items of this component
have arguably the highest face validity in terms of the individual's immediate (meaning
age-specific) willingness to break rules. The items in M1 are defined in terms of more
serious offences (stealing or breaking the law in general) and therefore likely subject to
more of a social desirability bias (Mills et al., 2003). The M2 items, however, are age
specific and more closely related to those used by Wikström and more likely to be
answered impartially. The second reassurance, the high loading of a construct
representing age-specific transgression, gives credence to the observation that this
individual attitude factor is not merely a reflection of a pure propensity to crime, rather
something more complex, and a truly latent propensity as alluded to in a myriad of
previous works. The empathy loading (and it must be remembered that this is defined
so that a higher score on this is indicative of less empathy) at two-thirds of the level of
the age-specific moral construct reinforces this observation, as indeed does the relevant
size (at around half) of the loading of the self-control/contentment and the non-age-specific moral dimension.

To round off this discussion, let’s return to the fictional person first introduced earlier. Considered this time from their individual attitude, an adolescent with a poor individual attitude, i.e. scoring highly on the scale, will:

- answer that they do not think transgressing rules such as smoking cannabis or playing truant is particularly bad;
- but be less likely to report that stealing from shops, or to an even lesser extent breaking the law in general, is an okay thing to do (although still more likely than a less criminogenic peer);
- are likely to have relatively low levels of empathy, manifesting as being uncooperative and unsympathetic to other others;
- will probably have lower levels of self-control than people with a better attitude;
- will often be relatively unhappy; and,
- will also worry about their unhappy state.

### 6.2.6 Missing Individual Domains

Finally for this section, consideration needs to be paid to what has been missed. Chiefly amongst these is a measure of intelligence and/or achievement - the survey holds no information on attainment or measures of intelligence for respondents aged 16 or under, and hence still at school. In previous works intelligence is typically assessed via an age-specific variation on the Stanford–Binet Intelligence Scales (Schweinhart, Barnes and Weikart, 1993) or the Wechsler Intelligence Scale for Children (WISC) (Kaslow et al., 1990). Latter life attainment is often taken to be school achievement (Farrington and West, 1993). None of these are possible.

'Personality' also lacks the relevant items. The big five personality traits of openness, conscientiousness, extraversion, agreeableness, and neuroticism have a range of specific questionnaires that are used in their measurement and although there is no single 'gold standard' (John and Srivastava, 1999), an approximation is not available here. Temperament is basically the childhood equivalent of personality, usually with more
emphasis put on constitutional predisposition and biological factors and usually assessed via parental judgement at a young age (Farrington and Welsh, 2007; Robinson et al., 1992). Due to data collection methods, i.e. a face to face questionnaire with the respondent and not the parents, these are also not possible, although strong correlations are likely with these and impulsivity/empathy items (Eysenck et al., 1985).

Overall, therefore, it appears that the current definition has strong face validity and incorporates a good deal of the correlates that have been seen with offending behaviour together ‘under one roof’. This doesn’t seem surprising, given the complicated interrelationship between what in many cases are rather arbitrary distinctions. The second-order specification of an individual attitudes latent construct shows good empirical fit to the data but also has a strong substantive interpretation with no counterintuitive implications. This definition of the second-order item should provide a strong, pragmatic and parsimonious item for further modelling work.
It is OK to steal something if you are very poor (i1)

OK to steal from somebody rich who can afford to replace it (i2)

OK to steal something from a shop that makes a lot of money (i3)

Sometimes OK to break the law (i4)

How wrong is it for your age to start a fight with someone (i5)

How wrong is it for your age to write or spray paint on building (i6)

What about someone your age playing truant, skipping school (i7)

What about someone of your age smoking cannabis (i8)

I am usually helpful towards others (i11)

I usually do what I am told (i9)

I worry a lot (i10)

I get upset if I see people who are sad or hurt (i13)

I am easily bored and find it hard to concentrate (i12)

I am often unhappy (i14)
6.3 Defining Predictors at the Family Level

6.3.1 The Available Data

The majority of the variables to be used for the measurement of the family level correlates are again found in the *health, lifestyle & risk factors* section of the questionnaire, with a few additional items contained within the *household grid* section. Construction and identification of the family level factors is a little less problematic than their individual level counterparts, primarily due to the fact that the questions have a clearer face validity and the concepts being tapped are more concrete, less of the psychological world and hence easier to capture. The questions found to be relevant are contained in Table 6.4.

Table 6.4 Family level questions

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Responses categories</th>
<th>Coding</th>
<th>Valid in 2004 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>My parent(s) usually praise me when I have done well</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>95.9%</td>
</tr>
<tr>
<td>f2</td>
<td>My parent(s) usually listen to me when I want to talk</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>96.0%</td>
</tr>
<tr>
<td>f3</td>
<td>My parent(s) usually treat me fairly if I’ve done something wrong</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>94.6%</td>
</tr>
<tr>
<td>f4</td>
<td>My parent(s) usually want to know where I am when not at home</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>97.5%</td>
</tr>
<tr>
<td>f5</td>
<td>Would parents mind if found out you started fight with someone</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>95.7%</td>
</tr>
<tr>
<td>f6</td>
<td>Would parents mind if you wrote, sprayed paint on building</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>96.9%</td>
</tr>
<tr>
<td>f7</td>
<td>Would parents mind if you skipped school without permission</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>96.4%</td>
</tr>
<tr>
<td>f8</td>
<td>Would your parents mind if you smoked cannabis</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>97.4%</td>
</tr>
<tr>
<td>f9</td>
<td>My parent(s) often argue or fight with each other</td>
<td>yes/no and n/a</td>
<td>0 = yes, 1 = no, 2 = not together</td>
<td>94.6%</td>
</tr>
<tr>
<td>Code</td>
<td>Question</td>
<td>Responses categories</td>
<td>Coding</td>
<td>Valid in 2004 sweep</td>
</tr>
<tr>
<td>------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>f10</td>
<td>Natural/adoptive mother in household</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>100.0%</td>
</tr>
<tr>
<td>f11</td>
<td>Why doesn’t your mother live here with you?</td>
<td>3 pt nominal</td>
<td>Routed from f10, 1 = divorce/separated, 2 = deceased, 3 = other</td>
<td>86.5%</td>
</tr>
<tr>
<td>f12</td>
<td>Do you still see your mother?</td>
<td>yes/no</td>
<td>Routed from f11, 0 = yes 2 = no</td>
<td>100.0%</td>
</tr>
<tr>
<td>f13</td>
<td>How often do you see your mother?</td>
<td>4 pt grouped</td>
<td>Routed on f12, 1 = once week or more, 2 = fortnight, 3 = month, 4 = less often</td>
<td>100.0%</td>
</tr>
<tr>
<td>f14</td>
<td>Natural/adoptive father in household</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>100.0%</td>
</tr>
<tr>
<td>f15</td>
<td>Why doesn’t your father live here with you?</td>
<td>3 pt nominal</td>
<td>Routed from f14, 1 = divorce/separated, 2 = deceased, 3 = other</td>
<td>94.9%</td>
</tr>
<tr>
<td>f16</td>
<td>Do you still see your father?</td>
<td>yes/no</td>
<td>Routed from f15, 0 = yes 2 = no</td>
<td>100.0%</td>
</tr>
<tr>
<td>f17</td>
<td>How often do you see your father?</td>
<td>4 pt grouped</td>
<td>Routed on f16, 1 = once week or more, 2 = fortnight, 3 = month, 4 = less often</td>
<td>99.7%</td>
</tr>
<tr>
<td>f18</td>
<td>You lived - foster family, children’s home, young person’s unit</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>34.7%</td>
</tr>
<tr>
<td>f19</td>
<td>Siblings - Have any been in trouble with police in last 12 months</td>
<td>yes/no</td>
<td>0 = no, 1 = yes, Missing includes don’t know and not applicable (no siblings)</td>
<td>95.7%</td>
</tr>
<tr>
<td>f20</td>
<td>Have your guardians ever been in trouble with police</td>
<td>yes/no</td>
<td>0 = no, 1 = yes</td>
<td>92.6%</td>
</tr>
<tr>
<td>f21</td>
<td>Have your guardians ever been sent to prison</td>
<td>yes/no</td>
<td>routed on f20, 0 = no, 1 = yes</td>
<td>95.2%</td>
</tr>
<tr>
<td>f22</td>
<td>How well do you get on with your (step) mum</td>
<td>4 pt Likert</td>
<td>1 = very well, 2 = fairly well, 3 = fairly badly, 4 = very badly</td>
<td>95.7%</td>
</tr>
<tr>
<td>f23</td>
<td>How well do you get on with your (step) dad</td>
<td>4 pt Likert</td>
<td>1 = very well, 2 = fairly well, 3 = fairly badly, 4 = very badly</td>
<td>77.5%</td>
</tr>
<tr>
<td>f24</td>
<td>How well do you get on with your guardians?</td>
<td>4 pt Likert</td>
<td>1 = very well, 2 = fairly well, 3 = fairly badly, 4 = very badly</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

Questions f10 to f13 and f14 to f17 hold similar information around family disruption, the first set about the maternal positions, the second paternal. These questions were routed so that only respondents answering negative to the first of the set, f10 or f14
whether the mother/father are in the household, are asked the later set and these shall have to be combined into one ordinal scale. f20 and f21 similarly have to be combined, and along with f19 should provide a measure of criminogenic family status. Questions f22 to f24, how well the respondent gets on with their mother/father/guardians may fit with f1 to f4 or f5 to f8, or possibly form their own parental relations factor.

6.3.2 Understanding the Family Question Routing and Low Response Questions

From an end user point of view, the questions f10 to f13 and f14 to f17 involve some rather obtuse routing. This was obviously taken forward in the questionnaire design to lower the respondent burden (Bryman, 2004), but the dataset needs some significant recoding. This is made more difficult by the use of feed forward data taken from the 2003 wave (which is not used in this work - see section 4.4). However, pulling it all together gives the set of results for parental living situations displayed in Table 6.5 (missing values included cases where the respondent either did not specify why they did not see either parent or refused the section or any subsection).

Table 6.5 Derived parental living situation

<table>
<thead>
<tr>
<th></th>
<th>Mother</th>
<th>%</th>
<th>Father</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Live with</td>
<td>2,086</td>
<td>95.3%</td>
<td>1,459</td>
<td>66.6%</td>
</tr>
<tr>
<td>Divorced/separated and see...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>every week</td>
<td>37</td>
<td>1.7%</td>
<td>223</td>
<td>10.2%</td>
</tr>
<tr>
<td>Fortnightly</td>
<td>9</td>
<td>0.4%</td>
<td>106</td>
<td>4.8%</td>
</tr>
<tr>
<td>less frequently</td>
<td>11</td>
<td>0.5%</td>
<td>98</td>
<td>4.5%</td>
</tr>
<tr>
<td>Doesn’t see</td>
<td>3</td>
<td>0.1%</td>
<td>172</td>
<td>7.9%</td>
</tr>
<tr>
<td>Deceased</td>
<td>7</td>
<td>0.3%</td>
<td>26</td>
<td>1.2%</td>
</tr>
<tr>
<td>Missing</td>
<td>37</td>
<td>1.7%</td>
<td>106</td>
<td>4.8%</td>
</tr>
<tr>
<td>Total</td>
<td>2,190</td>
<td>100.0%</td>
<td>2,190</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

As can be seen from Table 6.5, there are very few cases where the respondent did not see their mother, with the vast majority still living with the maternal figure (either natural or adopted). On the paternal side a greater number of respondents did not live with their father (just over a third), with the majority of those in contact with their father at least once a fortnight. A small number of mothers and fathers were reported as deceased. The small group who did not live with their mother, 67 respondents under
the age of 17 in total, are no doubt an interesting group but with a sample size of less than 3%, quantitative analysis is an inappropriate tool to approach the question. The movement of a mother out of the family home is typically a large scale disruption associated with a range of other lifestyle risk factors such as moving into care, reductions in income and a heightened risk of child abuse (Rutter, 1979), and will therefore manifest itself as a complex web of risk factors. The inability to access such an item in this work is a loss, but given the rarity could only sensibly be approached via a specifically designed survey or through other social research methods.

The movement of a father figure from a household, however, is more common in the sample and has received significantly more analytical attention (Farrington and Welsh, 2007). Again the problem of sample size is present when considering those whose father is deceased (just 26 respondents), and setting these unfortunate respondents to missing on this variable is a sensible step, thus preserving the ordinality of the question responses with the answers "lives with father" "divorced/separated, see weekly", "divorced/separated, see fortnight", "divorced/separated, see infrequently" and "divorced/separated, no contact".

A similar cleaning exercise was conducted with whether the parent or guardian had ever been in contact with police or sent to prison. The results are displayed in Table 6.6. As can be seen, there is a large number of missing values, with 8.6% of the sample either refusing the first question (f20, Have your guardians ever been in trouble with police) or responding that they do not know. In the similar question but asked of siblings, only 115 respondents responded in the affirmative, representing 7% of the sample reporting that their sibling had been in trouble with the police, and this item is removed from further analysis. It should be noted, however, that a third of the respondents were only children. Parental criminal involvement is therefore of sufficient variability to carry forward, whilst the sibling equivalent is not.
Table 6.6 Derived parental criminality variable frequencies

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No reported contact</td>
<td>1,803</td>
<td>82.3%</td>
</tr>
<tr>
<td>Trouble with the police</td>
<td>161</td>
<td>7.4%</td>
</tr>
<tr>
<td>Been sent to prison</td>
<td>38</td>
<td>1.7%</td>
</tr>
<tr>
<td>Missing</td>
<td>188</td>
<td>8.6%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2,190</strong></td>
<td><strong>100.0%</strong></td>
</tr>
</tbody>
</table>

Periods in care have been shown to increase delinquency and the question f18 *Have you lived - foster family, children’s home, young person’s unit* would provide a way to capture this. However, only 12 respondents answered yes to this question, leaving it unsuitable for further analysis in this work. Question f24 *How well do you get on with your guardians* is answered only by those who are adopted and has only 25 respondents, hence for similar reasons as f18 is not suitable for further analysis and is deleted.

The process of understanding the questions, their routing and removing certain items that do not have enough variation to allow further statistical analysis has reduced or refined the variables originally in the dataset. f9 *My parents often fight*, has been recoded so that it reads, *no fights, often fight, divorced*, on the understanding that divorce is usually the ‘end point’ of a dysfunctional (fight laden) relationship. Two new variables have been created and two sets of variables have been removed. A summary of the variables carried forward to the next phase is contained in Table 6.7.

Table 6.7 Family level final and derived variables

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Responses categories</th>
<th>Coding</th>
<th>Valid in 2004 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>My parent(s) usually praise me when I have done well</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>95.9%</td>
</tr>
<tr>
<td>f2</td>
<td>My parent(s) usually listen to me when I want to talk</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>96.0%</td>
</tr>
<tr>
<td>f3</td>
<td>My parent(s) usually treat me fairly if done something wrong</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>94.6%</td>
</tr>
<tr>
<td>f4</td>
<td>My parent(s) usually want to know where I am when not at home</td>
<td>yes/no</td>
<td>0 = yes, 1 = no</td>
<td>97.5%</td>
</tr>
<tr>
<td>f5</td>
<td>Would parents mind if found</td>
<td>3 pt Likert</td>
<td>1 = a lot, 2 = a little, 3 = not at all</td>
<td>95.7%</td>
</tr>
</tbody>
</table>
6.3.3 Family Level Latent Variables

As in the individual level section, an initial look at the variables present again provides an outline of how to proceed. It seems relatively clear that f1 to f4 are looking at a level of parental reinforcement of behaviours or parental praise. Items f5 to f8 appear to be closely related to discipline, and it is expected that these items will show a strong relationship with the first latent variable, possibly a one factor solution with the f1 to f4 factor as there is a crossover between parental praise and parental discipline. f9, My parents often fight or argue with each other, is clearly representative of parental conflict and may be a manifest variable that can be utilised as it stands without forming a latent variable, although checking whether it fits with other items will be carried out. Question f22 and f23 at first glance seem distinct from other variables, asking about the
slightly nebulous concept of 'how well' the respondent gets on with their parents, although they may load with f1 to f4 as parent/child relations, or f5 to f9 as a reflection of how discipline relates to relationships. This will also be tested. The newly formed f25 Father’s living situation, and f26 Parental criminal involvement, are also not expected to load with any other factors, although again checks will be run.

A one factor solution for the items f1 to f8 does not fit the data (CFI = 0.835, TLI = 0.769, RMSEA = 0.090) but a two factor solution with, as hypothesised, f1 to f4 from the first and f5 to f8 from the second latent variable fits excellently on all criteria (CFI = 0.988, TLI = 0.983, RMSEA = 0.025 with 90% confidence interval from 0.015 to 0.034, and WRMR of 0.887). This model with standardised loadings is displayed in Figure 6.4. All loadings on each latent variable are significant and in the same direction. Due to the way the original manifest variables are coded, a high score on the manifest variables relates to a high score on the latent variables and this represents lower levels of reinforcement, or lower levels of parental discipline. The direction that the latent variables are coded will be a key consideration in structural work. The relationship between the two latent constructs is relatively strong at 0.44, showing that an increase in one factor is likely to see an increase in the other, though these two concepts are not collinear (reflecting the lack of fit onto a one factor solution).
Figure 6.4 Parental reinforcement and discipline model diagram and loadings

The results of the checks of loading f9 parental fighting, f22 getting on well with mother, f23 getting on well with father, f25 father’s living situation and f26 parental criminal involvement are displayed in Table 6.8. Fit indices are displayed alongside standardised loading and their significance levels. The addition of one variable is unlikely to make much difference to the fit indices as the model will still be predominantly defined by the other items, and this can be seen in modification 1 to 5 in the below table where the CFI, TLI and RMSEA values are similarly across the specifications and comparable to the model in Figure 6.4. The main consideration, therefore, is the loadings and the significance of such. Question f9 has insignificant loadings at the 99% level when placed on either of the two latent variables, an unsuitable result in SEM. A similar story is evident for both f25 and f26, with the difference that although the loadings are analytically significant they are meaningfully much smaller than the estimates for the loadings of the original eight variables f1 to f8 (whose loadings change very little in the modified
specifications). This implies that their contribution, or relevance, to the model is minimal and the specification is not correct from a substantive viewpoint.

The only remaining points to be addressed are the addition of f22 or f23, how well the respondent reported 'getting on' with their parents. These had been hypothesised to show an association with either reinforcement or discipline and there is evidence for both of these scenarios, with good fit and loadings of a comparable size to the original items (between a half and two-thirds of the original item loadings). Although a chi-squared test between the two variables shows there was a significant difference between respondents' answers with regard to each parent (p < 0.001), one would expect that when these two substantively closely related items were loaded together onto parental discipline or reinforcement, then the model would still have good fit and that the loadings of each item would follow the pattern for each variable when added individually. This hypothesis was tested in modifications 6 and 7 also displayed in Table 6.8. As can be seen in both scenarios, especially when loading both items onto parental discipline, the model can no longer be considered to be a good fit. Furthermore, the loadings of these items significantly affect the size of the original four items on either latent construct, when both f22 and f23 are loaded onto reinforcement, for example, the loading of f5 My parent(s) usually want to know where I am when not at home was reduced by 14% (with other items affected similarly). The high loadings of these two items show that they are dominating the specification, changing the interpretation of the latent factors and when coupled with the lack of fit, represent an unwanted result. In summary, these observations lead to the alternative hypothesis, that these items are measuring a concept that is distinct from either discipline or reinforcement.
### Table 6.8 Additional items with parental reinforcement and discipline models

<table>
<thead>
<tr>
<th>Modification</th>
<th>Loadings</th>
<th>Fit indices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standardised loading</td>
<td>Sig.</td>
</tr>
<tr>
<td>Modification 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f9 with FAR</td>
<td>0.108</td>
<td>0.018</td>
</tr>
<tr>
<td>f9 with FAD</td>
<td>0.089</td>
<td>0.033</td>
</tr>
<tr>
<td>Modification 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f22 with FAR</td>
<td>0.565</td>
<td>0.000</td>
</tr>
<tr>
<td>f22 with FAD</td>
<td>0.470</td>
<td>0.000</td>
</tr>
<tr>
<td>Modification 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f23 with FAR</td>
<td>0.483</td>
<td>0.000</td>
</tr>
<tr>
<td>f23 with FAD</td>
<td>0.408</td>
<td>0.000</td>
</tr>
<tr>
<td>Modification 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f25 with FAR</td>
<td>0.153</td>
<td>0.001</td>
</tr>
<tr>
<td>f25 with FAD</td>
<td>0.119</td>
<td>0.003</td>
</tr>
<tr>
<td>Modification 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f26 with FAR</td>
<td>0.329</td>
<td>0.000</td>
</tr>
<tr>
<td>f26 with FAD</td>
<td>0.285</td>
<td>0.000</td>
</tr>
<tr>
<td>Modification 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f22 and f23 with FAR</td>
<td>f22</td>
<td>0.840</td>
</tr>
<tr>
<td>f23</td>
<td>0.848</td>
<td>0.000</td>
</tr>
<tr>
<td>Modification 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f22 and f23 with FAD</td>
<td>f22</td>
<td>0.813</td>
</tr>
<tr>
<td>f23</td>
<td>0.833</td>
<td>0.000</td>
</tr>
</tbody>
</table>

In conclusion for the analytical investigation for the family level measurement process, the model to be adopted is that displayed in Figure 6.4. This specification has extremely strong face validity and shows excellent fit to the data with statistically and substantively significant loadings for each item. Reports of frequent parental fights, family disruption in the form of the father’s living situation and an increased level of familial criminality (as represented by f9, f25 and f26 respectively) cannot be sensibly forced to create latent variables, and with no other related items in the dataset these will have to be left as is, to be considered as measures in and of themselves. How well the respondents reported getting along with their parents (represented separately as f22...
and f23) will also have to take a similar future role. Although there are two of these conceptually similar items with exploratory factor analysis consistently loading them highly onto the same factor, with only two responses any latent model would be unidentified.

6.3.4 Family Level Theoretical Considerations and Missing Domains

To start this discussion of what has been achieved and what has not, a quick review of what is missing is a sensible starting point. Firstly, there is no measure of child abuse. The OCJS was to measure offending patterns in the general population and was not a specific study aimed at any one particular domain. Child abuse is notoriously hard to measure requiring delicate questioning and specifically sensitive approaches. Even with these precautions there is little agreement as to what constitutes child abuse with different measures tapping different aspects and definitions (for a discussion see May-Chahal and Cawson, 2005). In these circumstances the omission is entirely reasonable. Brezina (1998) theoretically framed the offending/child abuse link in terms of social learning theory yet found mixed evidence for this position but the causal chain of child abuse has been found to interact with familial criminality (Simons et al., 1995). The lack of this item will have to be noted as an unfortunate but expected weakness. Another weakness, though this time less expected, is the lack of detail on the size of the families. This simply was not asked, although the dataset hold information on whether the respondent has brothers or sisters living with them (with around one-third of children answer that they live without a sibling). The lack of this is again to be noted but nothing more can be done.

Parental discipline, parental reinforcement of behaviours, parent/child relations, parental conflict, disrupted families and familial criminality (or criminogenic families) appear to be controllable using this dataset. Loeber and Stouthamer-Loeber’s (1986) meta-analysis of family factors that correlate or predict juvenile conduct problems or delinquency finds that (in order of importance) poor parental supervision, parental rejection of child, large family size, low parental involvement with children, parental conflict and anti-social parents are the most relevant predictors. Despite the age of this work current perspectives have changed little and although there are a whole host of
measures that have been operationalised the clear face validity and broad correspondence between the items found here and those described elsewhere (Farrington and Welsh, 2007) leads to a strong position for further analysis.

6.4 Defining Predictors at the Area Level

6.4.1 What is meant by ‘Area’?

Defining area is a non-trivial task and is often linked to the way that the area or neighbourhood is being studied. Lupton (2003) makes a distinction between the community study and studies of the effects that neighbourhood can have on social and economic outcomes. The former treats the space as the unit of enquiry and is traditionally the domain of social anthropologists, social geographers and sociologists usually using qualitative techniques to explore internal dynamics of a small number of places, often those that are ‘deprived’ in some manner. The latter, as in the case of this thesis, aims to investigate the difference between deprived and non-deprived areas, and the differences between them.

The division between the two types of investigation reflect data limitations when applying detailed qualitative evidence over larger areas, as it is impossible to collect enough of the fine grained qualitative evidence to apply and create quantitative measures of a large set of neighbourhoods. The quantitative therefore has to rely on administrative data to be compiled to create overall measures or employ exceedingly detailed observational/survey data over these larger areas. This latter approach is taken by the PHDCN and reported in Sampson’s Great American City (2012) as having been an “intellectual treat that reached its apex in a marathon session” (p84) and consisted of a detailed survey of 8,782 people, systematic social observation whilst sitting in a Sports Utility Vehicle and driving down streets as well as interviews with around 2,800 community leaders. The PADS+ study deployed 12,681 questionnaires (receiving 6,651 responses) in the Peterborough area in its small area community survey to allow measurement of the characteristics of that town. These are particularly rare and expensive data collection processes, and the majority of quantitative area classifications
use existing administrative data and as such are usually constrained to some non-overlapping (Hipps and Boessen, 2013) administrative boundaries.

In the UK context these are often taken to be electoral wards and Lupton (2003) argues that these boundaries often do not match the lived experience, are of such varying size so as to make them unhelpful and can often change. The Office for National Statistics recognised this and in 2004 released a set of concentric “super output areas” (SOA) that are of comparable size with two levels; lower SOA has an average 1,200 households with the larger middle SOA averaging 6,000. From these basic units the Index of Multiple Deprivation was built, a multi-faceted measure of deprivation that will be discussed extensively in Chapter 9 but has been shown to have strong relationships to a number of economic outcomes (National Equality Panel, 2010). Even armed with such standardised special definitions, Lupton questions their usefulness and concludes that less significance should be attached to catch-all measures of neighbourhood and that multidisciplinary work is needed to develop measures specific to research programmes in any one field.

Kearns and Parkinson (2001) adapt Suttles’ (1972) schema of neighbourhood and identify three general tendencies towards spatial classifications at which the neighbourhood can exist; the home area, the locality and the urban district or region. The urban district or region is the broadest definition and is primarily defined by an individual’s employment and leisure interests. The locality is the level at which residential activities take place and is defined by local administrative and service provisions as well as physical structure. The smallest of these sets is the home area and is typically a five- to ten-minute walk from the individual’s home and reflects the interactions with others in their area and (local) friendships. As such, these latter ‘neighbourhoods’ is where they “would expect the psycho-social purposes of neighbourhood to be… in terms of the quality of environment and perceptions of co-residents, is an important element in the derivation of psycho-social benefit from the home” (Kearns and Parkinson, 2001, p2103). In trying to capture the effect of the neighbourhood, allowing the respondent to self-define their area captures their understanding of their neighbourhood and with appropriate survey controls is an
appropriate and important method that avoids the pitfalls of using administrative blocks. This level of neighbourhood measurement is found in the OCJS where questions around attitudinal aspects of the respondents’ area are prefixed by the clear instructions that "By ‘this area’, we mean about 15-20 minutes’ walk or 5-10 minutes’ drive from your current home" and it is these questions that shall be the main focus here.

6.4.2 The Available Data

There are two different types of area measures available in the OCJS dataset. Administrative structural characteristics (geo-demographics) such as index of multiple deprivation measures (and their subdomains), police force areas, health authority, ONS area classification of local authorities and CACI ACORN customer classifications will be considered separately. The important definitions for this section are to form self-perceived measures of areas, tapping the harder to access respondent opinions about their area circumstances. The task at hand, therefore, is to analyse and model the respondents' answers to questions about the area in which they live. These questions are found exclusively in the neighbourhood section of the questionnaire and those relevant to the current work are set out in Table 6.9.

Table 6.9 Area level variables

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Responses categories</th>
<th>Coding</th>
<th>Valid in 2004 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>This area is a friendly place to live</td>
<td>5 pt Likert</td>
<td>1 = strongly agree up to 5 = strongly disagree, inc. neutral category</td>
<td>99.7%</td>
</tr>
<tr>
<td>a2</td>
<td>I trust most people who live in this area</td>
<td>5 pt Likert</td>
<td>1 = strongly agree up to 5 = strongly disagree, inc. neutral category</td>
<td>13.7%</td>
</tr>
<tr>
<td>a3</td>
<td>You often see strangers in this area</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>99.4%</td>
</tr>
<tr>
<td>a4</td>
<td>If children causing trouble, local people will tell them off</td>
<td>5 pt Likert</td>
<td>1 = strongly agree up to 5 = strongly disagree, inc. neutral category</td>
<td>98.4%</td>
</tr>
<tr>
<td>a5</td>
<td>People in this area pull together to improve the area</td>
<td>5 pt Likert</td>
<td>1 = strongly agree up to 5 = strongly disagree, inc. neutral category</td>
<td>13.3%</td>
</tr>
<tr>
<td>Code</td>
<td>Question</td>
<td>Responses categories</td>
<td>Coding</td>
<td>Valid in 2004 sweep</td>
</tr>
<tr>
<td>------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------</td>
<td>----------------------------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>a6</td>
<td>This area is a place where people from different backgrounds get on well together</td>
<td>5 pt Likert</td>
<td>1 = strongly agree up to 5 = strongly disagree, inc. neutral category</td>
<td>96.8%</td>
</tr>
<tr>
<td>a7</td>
<td>People move in and out of my area a lot</td>
<td>5 pt Likert</td>
<td>1 = strongly disagree up to 5 = strongly agree, inc. neutral category</td>
<td>13.3%</td>
</tr>
<tr>
<td>a8</td>
<td>How safe you feel walking alone in this area after dark</td>
<td>4 pt Likert</td>
<td>1 = very safe, 2 = fairly safe, 3 = fairly unsafe, 4 = very unsafe</td>
<td>99.7%</td>
</tr>
<tr>
<td>a9</td>
<td>How safe you feel walking alone in this area during the day</td>
<td>4 pt Likert</td>
<td>1 = very safe, 2 = fairly safe, 3 = fairly unsafe, 4 = very unsafe</td>
<td>99.9%</td>
</tr>
<tr>
<td>a10</td>
<td>Drop wallet near where you live with name &amp; address - get back</td>
<td>4 pt Likert</td>
<td>1 = very likely 2 = fairly likely, 3 = fairly unlikely, 4 = very unlikely</td>
<td>13.6%</td>
</tr>
<tr>
<td>a11</td>
<td>How worried are you about your home being broken into and something stolen</td>
<td>4 pt Likert</td>
<td>1 = not at all worried, 2 = not very worried, 3 = fairly worried, 4 = very worried</td>
<td>99.9%</td>
</tr>
<tr>
<td>a12</td>
<td>How worried are you about being mugged or robbed</td>
<td>4 pt Likert</td>
<td>1 = not at all worried, 2 = not very worried, 3 = fairly worried, 4 = very worried</td>
<td>99.4%</td>
</tr>
<tr>
<td>a13</td>
<td>How worried are you about being physically attacked by strangers</td>
<td>4 pt Likert</td>
<td>1 = not at all worried, 2 = not very worried, 3 = fairly worried, 4 = very worried</td>
<td>99.7%</td>
</tr>
<tr>
<td>a14</td>
<td>How common is litter or rubbish in the immediate area</td>
<td>4 pt Likert</td>
<td>1 = not at all common, 2 = not very common, 3 = fairly common, 4 = very common</td>
<td>96.5%</td>
</tr>
<tr>
<td>a15</td>
<td>How common is vandalism, graffiti or damage to property</td>
<td>4 pt Likert</td>
<td>1 = not at all common, 2 = not very common, 3 = fairly common, 4 = very common</td>
<td>96.7%</td>
</tr>
<tr>
<td>a16</td>
<td>How common are homes in poor condition</td>
<td>4 pt Likert</td>
<td>1 = not at all common, 2 = not very common, 3 = fairly common, 4 = very common</td>
<td>96.6%</td>
</tr>
<tr>
<td>a17</td>
<td>Common in your area - Noisy neighbours</td>
<td>yes/no</td>
<td>0 = no, 1 = yes</td>
<td>100%</td>
</tr>
<tr>
<td>a18</td>
<td>Common in your area - People sleeping rough in public places</td>
<td>yes/no</td>
<td>0 = no, 1 = yes</td>
<td>100%</td>
</tr>
<tr>
<td>a19</td>
<td>Common in your area - People using or selling drugs</td>
<td>yes/no</td>
<td>0 = no, 1 = yes</td>
<td>100%</td>
</tr>
</tbody>
</table>
### Question Responses

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Responses categories</th>
<th>Coding</th>
<th>Valid in 2004 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>a20</td>
<td>Common in your area - People being drunk or rowdy in public</td>
<td>yes/no</td>
<td>0 = no, 1 = yes</td>
<td>100%</td>
</tr>
</tbody>
</table>

The area variables are something of a change from both the individual and family level considerations in that there is a plethora to choose from. Other variable sets that are present include questions around the proximity of friends and family within a 15-20 minute walk or a 5-10 minute drive and the availability of local clubs (such as drama, youth and religious groups). The 20 above represent those that were chosen for their theoretical considerations more than as a census of those available, as in the two previous domains.

Questions a14 to a16 are something of an exception in the OCJS as they are reported by the interviewer on their approach to residency. These are analogous to what Brunton-Smith and Sturgis (2011) use based on the Crime Survey in England and Wales where they call their underlying factor “neighbourhood disorder”. In this work however it felt that these are more akin to neighbourhood condition. As these are assessed by the interviewer these shall be discussed as control variables in Chapter 9.

The rest of the variables are selected specifically to create three distinct latent variables. Questions a1 to a10 (or some subset thereof) should collapse as a manifestation of collective efficacy, a11 to a13 should reflect fear of local crime and a17 to a20 should give a measure of what will be termed here *Neighbourhood disorder* (a full discussion of this shall be returned to). The questions a8 and a9 look as though they may be part of the fear of local crime dimension or a more general confidence issue, especially with regard to a9 *how safe the respondent feels walking alone at night*, whereas walking at day could be more of a reflection of social cohesion and trust. This will be discussed.

A major and rather troublesome problem with this part of the survey relates to item response rates. Table 6.9 shows that there are valid answers for just over 13% of the sample for some questions. This is because questions were asked differently within the survey based on age, with a2, a5, a7 and a10 only asked of those aged 16 or over. This
stands out against the majority of age related question changes, which for the main alter at age 17 and over (rather than 16 as here). This will form an integral part of the consideration of the collective efficacy dimension.

### 6.4.3 Defining a Collective Efficacy Dimension

Sampson et al. (1997) define collective efficacy by using questions present in the Project on Human Development in Chicago Neighbourhoods (PHDCN). It was originally conceived as having two dimensions, *informal social control* and a *social cohesion and trust* component. Questions were answered on a 5 point Likert scale with the following items:

- To measure the *informal social control* component whether their neighbours would intervene in various ways if:
  
  a) children were skipping school and hanging out on a street corner,
  b) children were spray-painting graffiti on a local building,
  c) children were showing disrespect to an adult,
  d) a fight broke out in front of their house,
  e) the fire station closest to their home was threatened with budget cuts.

- To measure the *social cohesion and trust* component whether:
  
  a) people around here are willing to help their neighbours,
  b) this is a close-knit neighbourhood,
  c) people in this neighbourhood can be trusted,
  d) people in this neighbourhood generally don’t get along with each other (reverse scored),
  e) people in this neighbourhood do not share the same values (reverse scored).

For each of these two scales the score was the average of the responses, and the analysis included those respondents who answered one of the ten questions or more. Finding that these two measures were highly correlated across neighbourhoods ($r = 0.80$, $p < 0.001$) the two scales are combined and ultimately collapsed to a summary measure and labelled the underlying latent construct to be collective efficacy. The measure has received significant analytical and policy attention and although Odgers et al. (2009) identify the Sampson et al. (1997) definition of collective efficacy as "one of the most
widely used assessment tools in neighbourhood research and is currently considered the gold standard for measuring neighbourhood-level social processes” (p948) differing variable availability in other works has meant that other definitions can and have been used. For example:

- Lawrence and Heath (2005) use factor analysis, the 2005 Citizenship survey and the questions matching the informal social control component in Sampson’s 1997 work to create a collective efficacy factor that they add to their multi-level model. They do not use a social cohesion and trust component, which they treat as a separate variable accessed through a single question, and take this measure of cohesion as dependent in their multi-level modelling.

- Bellair (2000) focuses on the informal social control elements and constructs this through an informal surveillance measure (do neighbours watch either others’ properties?) present in a Seattle Police Department 1990 victimization survey and use structural equation modelling to analyse street crime.

- Cohen, Farley and Mason (2003), although also using the PHDCN, concentrate on the social cohesion and trust component (i.e. trustworthiness, friendliness, helpfulness) of Sampson’s (1997) definition and conduct least-squares regression analysis on official mortality rates.

- Browning (2002), again using the PHDCN as a base, adjusts the measure of collective efficacy to account for the social composition of neighbourhoods to extend the coverage of the collective efficacy measure to the 1995-1997 Chicago Health and Social Lifestyle Survey and uses hierarchical linear modelling focused on the victimization of women by men.

- Xu, Fielder and Flaming (2005) use structural equation modelling and the Citizen Survey conducted by the Colorado Springs Police Department in 2001 in their study of the effectiveness of community policing. To represent collective efficacy they construct social cohesion from three questions about neighbourly interaction (do they talk, help and trust) and a shared expectation/social control
component out of questions about whether residents are willing to take responsibility, work effectively on local issues and work with the police.

- Wells et al. (2006), in their hierarchical modelling on the effects of collective efficacy on responses to neighbourhood problems review differing measures of collective efficacy before being confident with their definition covering ‘looking out for each other’ on the social control side and sharing items/having conversations with neighbours for the cohesion/trust component. A ‘community’ is defined by individual responses aggregated to small residential units (containing on average 61.75 respondents).

- Reisig and Cancino (2004) investigate incivilities in nonmetropolitan communities in the State of Michigan and combine ten questions similar to those used by Sampson but without accounting for the different cohesion/trust and social control aspects; they simply sum all ten responses and enter the measure into hierarchical Poisson regression models.

- Bradford and Myhill (2015) look at changes to public confidence in the criminal justice system and use an operationalisation of collective efficacy using just two items of how likely local people would do something about “Children spray painting graffiti on a local building?” and “If there was a fight near your home and someone was being beaten up or threatened?”

The story, therefore, is of a robust and versatile measure that can be defined in a number of slightly different ways dependent on item availability. The important point is that the manifest variables relate to either informal social control and/or social cohesion. Although ideally both of these domains will be captured by any measure, there are examples where only one or the other has been used successfully and produced broadly consistent results with alternative definitions.

The question subset of Table 6.9 displayed in Table 6.10 holds the items that are to be considered for inclusion in this analysis, along with their age-specific validity and whether they are best considered as social cohesion or as informal social control. Which
domain most questions belong to, although slightly irrelevant due to the single latent construct ultimately thought to be causing these response patterns, for the most part are rather clear. Four items deserve attention:

- **Question a3** *You often see strangers in this area* has been defined as informal social control as it is felt that it represents watchfulness rather than a level of trust. The question asks whether a stranger is seen, not whether they cause problems or anything about a level of interaction. The 'seeing' seems to relate closely to respondents looking out, although an argument could likely be made in favour of either domain.

- **Question a7** *People move in and out of my area a lot* is out of place, with exploratory factor analysis consistently loading it onto a separate factor. This is therefore removed. This is also only valid for 16-year-olds and is the only measure of residential instability in the area, and with its deletion so too goes the chance of controlling for a relatively important factor.

- a8 and a9 *How safe you feel walking alone in this area during the day/night* do not classically appear in the definition, and in the case of a8, walking alone at night is most probably tapping a slightly different dimension, a fear of the unknown or related to victimisation. A chi-squared test between both a8 (night) and a9 (day) showed that although both have a statistically significant relationship with whether the respondent was a victim of a crime in the previous year, the association was strongest for night time (Goodman and Kruskal’s gamma = 0.13) than day time (gamma = 0.08). It was felt better on balance to include only a9 (day time fear) in the model as it more clearly captures neighbourly watchfulness with the presence of light allowing neighbours to look out for one another.

---

24 Interestingly, this item does not load with a11 to a13, which are directly asking about fear of crime, and this point shall be returned to in section 6.4.4.
Table 6.10 Collective efficacy variables

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Domain</th>
<th>Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>This area is a friendly place to live</td>
<td>Cohesion and trust</td>
<td>All</td>
</tr>
<tr>
<td>a2</td>
<td>I trust most people who live in this area</td>
<td>Cohesion and trust</td>
<td>16-year-olds</td>
</tr>
<tr>
<td>a3</td>
<td>You often see strangers in this area</td>
<td>Informal social control</td>
<td>All</td>
</tr>
<tr>
<td>a4</td>
<td>If children causing trouble, local people will tell them off</td>
<td>Informal social control</td>
<td>All</td>
</tr>
<tr>
<td>a5</td>
<td>People in this area pull together to improve the area</td>
<td>Cohesion and trust</td>
<td>16-year-olds</td>
</tr>
<tr>
<td>a6</td>
<td>This area is a place where people from different backgrounds get on well together</td>
<td>Cohesion and trust</td>
<td>All</td>
</tr>
<tr>
<td>a7</td>
<td>People move in and out of my area a lot</td>
<td>REMOVED</td>
<td>16-year-olds</td>
</tr>
<tr>
<td>a8</td>
<td>How safe you feel walking alone in this area after dark</td>
<td>REMOVED but to be checked</td>
<td>All</td>
</tr>
<tr>
<td>a9</td>
<td>How safe you feel walking alone in this area during the day</td>
<td>Cohesion and trust</td>
<td>All</td>
</tr>
<tr>
<td>a10</td>
<td>Drop wallet near you live with name &amp; address - get back</td>
<td>Cohesion and trust</td>
<td>16-year-olds</td>
</tr>
</tbody>
</table>

The resultant models to be further analysed are displayed in Figure 6.5. These items are being collapsed straight onto the hypothesised underlying collective efficacy dimension, without paying heed to the intermediary items of social cohesion or informal control. This is the expected final structure and with only two informal social control items recognized in the range of variables, and with only two first order constructs, both the first order and the second order latent constructs would be unidentifiable. The dotted lines represent the components of the model that are only valid for 16-year-old respondents.

Two models were therefore estimated, one with the complete set of items and one with the reduced set, leaving out those variables that were only valid for the 16-year-olds. For added rigour the sample was also restricted to just those aged 16 years of age (301 respondents) and both models were run against this dataset as well. The fit indices and loading for all four of these possibilities (two models for two different groups) are presented in Table 6.11.
All model specifications fit the data well, with high CFI and TLI levels, and the RMSEA ranging across specifications from 0.029 to 0.080. The WRMR, although generally taken as a supplementary measure, also shows a good level of fit. In the reduced models the variables a1 *this area is a friendly place to live*, a6 *this is an area where people for different backgrounds get along well together* and a9 *how safe do you feel walking alone during the day* dominate in terms of the loadings for the latent variable, although a4 *if children are causing trouble, local people will tell them off* has a lower relative loading (at between a half and two-thirds of the other items' loadings); with a model such as this, very well fitting and with no overly dominant terms, is an acceptable result. The first three variables represent what has been identified as cohesion and trust items, but the lower loading of a4, an informal social control component, reassures that these models are indeed
tapping collective efficacy, though perhaps with a slight bias towards more of a cohesion latent construct.

Table 6.11 Collective efficacy model fit and loadings

<table>
<thead>
<tr>
<th></th>
<th>All respondents</th>
<th>16-year-olds only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduced All items</td>
<td>Reduced All items</td>
</tr>
<tr>
<td>Fit indices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFI</td>
<td>0.989</td>
<td>0.985</td>
</tr>
<tr>
<td>TLI</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.038</td>
<td>0.029</td>
</tr>
<tr>
<td>Prob RMSEA less than 0.05</td>
<td>0.827</td>
<td>1.000</td>
</tr>
<tr>
<td>WRMR</td>
<td>0.672</td>
<td>0.870</td>
</tr>
</tbody>
</table>

| Loadings |                 |                   |
|----------|                 |                   |
| a1       | 0.788           | 0.813             |
| a2       |                 | 0.862             |
| a3       | 0.253           | 0.265             |
| a4       | 0.358           | 0.367             |
| a5       |                 | 0.597             |
| a6       | 0.620           | 0.596             |
| a9       | 0.528           | 0.532             |
| a10      |                 | 0.585             |

When widening out the model to include all the items for both groups (i.e. allowing a large set of missing values for respondents under the age of 16 which can be handled adequately by the WLSMV estimator in Mplus), the loadings on the items common to both models vary little and are certainly all of a substantively similar magnitude. With these added items the definition of the latent factor as being collective efficacy is much clearer, and although it could be argued that there is still a bias towards the cohesion and trust component, this is as much a symptom of the available variables as the model results. With only one true informal social control component this will always be the case with this data (although using just ‘one half’ of the definition of collective efficacy is not unheard of, as the review earlier in this section demonstrated).
So, there are two well-fitting alternative structures, one based on a reduced set of items and, in the case of all respondents, one with a high level of systematically missing data. To assess whether the construct is the same in both cases, as this is fundamentally a confirmatory factor analysis, the factor scores (i.e., each individual’s resultant score on the latent variable for each of the models) can be produced and tested for equivalence via a paired sample t-test, and visualised via a simple scatter plot. If there is no statistically significant difference between the two scores they can be considered equivalent. Results back up this assertion; checking between the f-scores for the reduced and all item models based on 16-year-olds (the models in the two right hand columns of Table 6.11) gives a p value of 0.89, meaning there is no evidence that the two models are giving different results on the latent factor. Looking instead at the models defined from all respondents, the overall p value of the difference between the two sets of latent scores is 0.59. In summary, there is no evidence of a difference between the model definitions of the collective efficacy dependent on which variables are included. This can clearly be seen in the linear relationship between the two scores, with an r-squared of 0.84 (Figure 6.6).

**Figure 6.6 Scatter of f-scores from both definitions of collective efficacy, 16-year-olds**
The brief review of collective efficacy measures has shown that there are considerable differences in the definition that has been applied in previous research, and the analysis presented has shown that the measures available in the OCJS can indeed be considered suitable measures despite missing values and that the question set is reduced for respondents aged under 15. Roughly speaking, more variables are better (Bentler, 1980) but with such a large number of missing values present for those aged under 16 years, and considering that the scores amount to the same under both definitions and that many different, less rigorous operationalisations have been used elsewhere, the reduced form of the definition shall be used throughout this analysis.

6.4.4 Adding Neighbourhood Disorder and Local Fear of Crime

Variables a17 to a20 were hypothesised to be indicative of a neighbourhood disorder latent variable and why this was named as such was left to the side. The reason why it has been decided to call this disorder, rather than giving that name to the interviewer-assessed set of questions is that it seems to be more closely aligned to the concept of disorder as reported by Wilson and Kelling’s (1982) *Broken Windows* and match what Brunton-Smith, Jackson and Sutherland (2014) call *social disorder*. This latter paper also includes a measure of problems of litter and vandalism as *physical disorder* and finds that types of disorder are not separately perceived by respondents. The differentiation in nomenclature is more for sake of clarity; neighbourhood disorder as perceived by the respondent, and neighbourhood condition (to be fully defined in Chapter 9) as reported by the interviewer. It would have been equally possible to call them *perceived neighbourhood disorder* and *interviewer neighbourhood disorder*. The items a17 to a20 fit together very well (CFI = TLI = 1, RMSEA = 0.000 and WRMR = 0.143) when assessed independently with all loadings over 0.45.

Similarly, the proposed local fear of crime (a11 to a13) latent construct fits the data extremely well (CFI = TLI = 1, RMSEA = 0.000 and WRMR = 0.001 in both cases), with all standardised loadings over 0.9 (bar a11 at 0.766). Adding a8 *how safe do you feel walking alone after dark* has a much lower loading at 0.4, less than half the loading of the other items. When looking bivariately, this variable (a8) with a12 *how worried are you about being mugged or robbed (in your local area)* or a13 *physically attacked by strangers* shows that
even of those who claim to feel very unsafe (10% of all respondents), around a third are not worried about being mugged or being attacked by strangers. Coupled with the weak association with victimisation, a8 thus appears to be measuring something closer to a general level of fearfulness which appears unconnected to other measured items.

To make sure that these latent variables are indeed three separate factors, an exploratory factor analysis against all of the variables was run with either two or three factor solutions allowed. A two factor solution showed poor to adequate fit (TLI = 0.941, CFI = 0.937 and RMSEA = 0.087), with fear of crime showing a clear separation from collective efficacy and neighbourhood disorder, which both loaded onto the same factor. This does not mean that these answers are actually derived from one latent variable, however, as the loadings of both the collective efficacy items and the hypothesised neighbourhood disorder items are lower (by around 0.2) than when analysed separately, showing that it is something ‘in-between’ the two. Given the clear expectation that these two should be caused by two separate but related perceptions, one about neighbourliness and the other about actual disorder (as demonstrated in numerous papers, Brunton-Smith, Jackson and Sutherland, 2014 being one clear example) and finding that a three factor solution fits the data very well (CFI = 0.989, TLI = 0.987, RMSEA = 0.021) with the loading of the items approximately equal to those in the individual models, then it appears that this three factor solution is the most appropriate. Collective efficacy items match the rotated factor 1, the local fear of crime loading onto factor 2 and neighbourhood disorder variables loading onto the third factor. Item a9 (safe walking in the day) loads onto the collective efficacy dimension with a value of 0.5 and onto factor 2, local fear of crime, with a value of 0.2 (compared to the other items’ loadings of over 0.8). This shows that whilst there is a degree of relationship, fear of walking alone during the day is not measuring fear of crime and is rightfully placed with collective efficacy. Item a8 (walking at night) loads approximately equally across collective efficacy (0.3) and fear of crime (0.4). This further reiterates the confused concept to which fear of walking alone at night matches, and rather than battle with an unknown is hence removed from the analysis.
All that remains, therefore, is to specify the model from a confirmatory approach. The structure and loadings can be seen in Figure 6.7. The model fits very well (CFI = 0.989, TLI = 0.985, RMSEA = 0.050 and WRMR = 1.673). All questions are coded such that a higher score on the latent variable represents a lower level of collective efficacy, a higher level of fear of local crime and worse neighbourhood disorder. Loadings are sensibly high, except where discussed in terms of the collective efficacy components and each covariance between factors are in the same direction. There is a strong relationship between disorder and collective efficacy, as expected, but not too high as to be too much of a worry about collinearity in any analysis, and given the EFA results and their theoretical distinction, is allowable.
Figure 6.7 Final area level model diagram and loadings
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6.5 Latent Variable Measurement Conclusions

This chapter has demonstrated that with appropriate consideration of theoretical positions, previous works and manifest items within the Offending, Crime and Justice Survey, it is possible to create well-formed measurements of various dimensions that have been shown to predict offending. Each model that has been defined fits the data well from an analytical perspective. Moreover the discussions around these definitions, coupled with their clear face-validity, have resulted in definitions that are substantively meaningful and should be considered to accurately represent the dimensions they were aiming to tap.

The individual attitudes dimension was probably the hardest to access and relied a good deal on the identification of a general mixture of often overlapping factors that have been discussed and analysed in other work. Nevertheless the definition arrived at with a second order individual attitude latent construct above the moral, self-control and empathy dimensions makes intuitive sense. The addition of this higher order factor could be contentious, despite the fact that there is no clearly exposed delineation between the concepts that go into its formulation and there being both analytical and theoretical overlaps between the constituent parts presented here. The parsimonious nature of the current conception will lead to more manageable structural work, allowing a clearer reading of how the individual's own psychological perspectives relating to their own behaviours can influence their offending.

The family level measurement was a little clearer than the individual level counterpart, though came with its own set of issues to be addressed. Whilst it was relatively straightforward to define the parental reinforcement and discipline factors other correlates that have been seen to be relevant were defined here and some were seen to be missing. Primary amongst these missing components was a measure of family size, and its absence can only be attributed to survey design. Parent/child relations, parental conflict, disrupted families and familial criminality can be measured but to a lower level of accuracy, as their measurement rests on individual manifest variables and therefore their reliability suffers. The good news is that these items represent the less
important end of the family level issues and will be worked into the analysis at a later stage.

Formulating the area level measures took an exceptional place in the analysis in that the variables used were taken for their theoretical importance rather than a census of all that were available in the dataset. Other domains such as density of social ties or availability of activities in the local area will also be measurable but as this realm of criminal risk factors is the least well developed only those that have been seen to be of most importance have been included thus far. Once the items to be carried forward were decided upon the deduction of the latent variable models followed relatively easily, especially in the case of neighbourhood disorder and local fear of crime, although a few cross-loadings with other items were considered and rejected on the grounds of fit and/or substantive meaning. The collective efficacy definition was complicated by missing data due to questionnaire design. However sensitivity analysis showed that the reduced form, with fewer variables, correlates extremely highly with the full definition, with no statistically significant difference between the two measures and hence using the sparser definition is suitable. Careful checks were made to ensure that disorder and efficacy were indeed analytically as well as theoretically separate.

Taken together, this work represents a satisfactory start to modelling criminal risk factors from this non-specific dataset. The next component of the work is to start to interact these latent variables with each other and the ultimate dependent, self-report offending.
Chapter 7

Building a Psychological Risk Factor Map of Interrelations

7.1 Process and Aims

This section will attempt to bring together a viable model based on the components that were shown to be measurable in the previous chapter. This structural model is to be built from the bottom up, following best available theoretical evidence with constant reference to expected structures. As such the best apparent approach is to add components sequentially, starting with the simplest model and working up a full model. Ideally, the building of a theoretical model should be grounded in other related theories and this approach will be taken here. This chapter will focus on the perceived risk factors and will create a ‘psychological map of interrelations’ of the latent variables as defined in the previous chapter. The ‘external’ control variables as mentioned briefly in the previous chapter will be considered in full in Chapter 9.

Figure 7.1 gives a sketched outline of that which is being aimed for, and will be used as a start point for the theoretical discussion. Each (grey) oval represents a theoretical domain of interest, and can comprise manifest variables, a latent variable or a number of latent variables (dependent on the model). Before moving on to represent this schematic as an operationalised analytical model it is first necessary to consider the interrelations from a theoretical viewpoint, after which it will be possible to analyse within each domain and then go on to combine them to form the final model.
There are four domains (individual values, family situation, area character and offending) to be discussed, alongside five pathways, labelled a) through to e) and ordered in Figure 7.1 as will become apparent. The first part to talk about is the offending component on the very right hand side, which has been discussed in section 4.6. This is the dependent variable of the modelling and this work is to look at whether an individual offends or not. There are numerous works that look at the offending rate of an area (Bottoms, 2007), what affects a person’s fear of crime (for example, Brunton, Smith and Sturgis, 2011) and levels of victimisation (Cohen and Felson, 1979; Hindelang, Gottfredson and Garofalo, 1978). Although important these options are not the focus of the current work. In this chapter offending will be the simplest measure: whether they reported offending in the previous 12 months or not. This will be varied in Chapter 8, but will always be kept to offending behaviour, rather than, say, straying into drug use or anti-social behaviour more generally. This is again for reasons of focus.

The next two domains are family situation and area character. Their causal paths to offending, b) and c) respectively, are similarly rather simple to understand at a basic level. ‘Worse’ family situations, or more precisely more criminogenic family environments, would be expected to increase the reporting of offending for an individual. Similarly a less positive area character, i.e. one that has been theorised to be more conducive to criminal behaviours, is expected to increase the rate of reported
offending. These causal chains are not complicated, their analysis relatively simple and a discussion of them is rather reductive without talking about the specific latent variables that are being included in the model.

That leaves the individual values component to discuss and its relationship, path a), to offending along with the paths from individual values to family situation or area character, paths d) and e). Path a) is simply saying that those with higher criminogenic propensities (a phrase used synonymously with the operationalised version called individual attitudes) are more likely to self-report offending. This is backed up in numerous works and is a well-accepted criminological finding (as previously discussed in section 6.2). Paths d) and e) on the other hand are hypothesising a more complicated process and are looking at how perceptions of higher level domains are working as mediating effects, or social controls, on the individual propensity to offend. This exact relationship will be the subject of the next section. What this work is in essence doing is taking these individual values as the basis for the modelling procedure and by extension, with specific reference to the realist ontological position and the causality implication as discussed in section 5.4, these individual positions as defined in this foundational block affect the answers which a respondent gives whenever they are considering questions related to their criminogenic controls of the higher level components, and not the other way round. In other words, it needs to be theoretically argued that the individual attitude latent variable, which has been shown to correspond to the operationalisation of the criminal propensity in previous developmental criminological work, does not vary based on the answers that a respondent gives to their area or family circumstance, rather that the answers to these latter items are (in part at least) caused by variation in the individual attitudes. This seems at initial reading a bold claim to make, but a reading of the theories upon which a good deal of developmental criminology is based reveals that it is not unfounded, and in fact is a sensible position to take. Empirically this result is fundamental to allowing a causal chain to be constructed that corrects for perceptual response biases to these higher level components given an individual’s criminogenic disposition.
7.2 The Centrality and Stability of Individual Attitude

As previously noted, self-control is the bedrock of Gottfredson and Hirschi’s (1990) *General Theory of Crime*, and the work is clear: “Individual differences in self-control are established early in life (before differences in criminal behaviour, however the state defines it, are possible) and are reasonably stable thereafter” (p177) and are attributable predominantly to parenting behaviours, child-rearing practices and socialisation influences. A rather prevalent misconception is that Gottfredson and Hirschi meant that self-control does not change at all. This does not bear out, as the original work clearly implies that it is the ranking of an individual’s self-control across a population that is stable, allowing for age-graded increases over time (as found by Sampson and Laub, 1993, to name one of many). Regardless, at any one moment in time, “individual differences in the tendency to commit criminal acts (within an overall tendency for crime to decline with age)… remain reasonably stable with change in the social locations of the individuals and change in their knowledge of the operations of the sanctions systems” (p87). This early development of self-control or, to put it more broadly, criminal propensity (Akers, 1991) can equally be seen in Sampson and Laub’s (1993) *Crime in the Making*. Described pictorially on page 244, where “individual difference constructs” (comprised of “difficult temperament, persistent tantrums and early conduct disorder”) form in childhood (ages 0 – 10) they subsequently interact with varying social control processes in adolescence and adulthood to produce persistence or desistance from crime. Although focused on the whole life course, one of the key observations at the very start of their book is “criminologists have largely ignored the link between social structural context and the mediating processes of informal social control” (ibid, p7). Le Blanc (2006) concludes similarly in his developmental psychology approach to the interaction of self-control with social controls; that social controls are mediating effects, rather than causal on self-control at any one period of time (though paint a much more complex picture over a longer time frame). Wright, Tibbets and Daigle (2008) would take this even further in their neuro-psychological approach to the development of offending behaviour, attributing the basis for criminal propensity to genetics and hence claiming that it colours the perceptions of all else.
In Moffitt’s (1993) dual taxonomy, although often set as diametrically opposite to Sampson and Laub’s sociogenic developmental theory (Sampson and Laub, 2005), the same is immediately obvious for the small group of ‘life course persisters’ whose offending, it is claimed, is driven by neuropsychological vulnerabilities developed and set in early age by parental failure (poor nutrition, parental substance abuse and the like). The ‘adolescent limited group’, however, seem to present a more complicated picture. They are generally well-socialised and adjusted, and their delinquency is adaptive to reinforce certain stages of the maturing process and expresses itself through mimicry of the life course persister group. What this does not mean is that their personalities change during this process, and although the 1993 work does not explicitly state that these personality traits are fixed at a younger age, the article makes tacit acknowledgements that this is indeed the case throughout: “In stark contrast with the earlier account of life-course-persistent offenders, personality disorder and cognitive deficits play no part in the delinquency of adolescence-limited offenders” (p685); “In general, these young adults have adequate social skills, they have a record of average or better academic achievement, their mental health is sturdy, they still possess the capacity to forge close attachment relationships, and they retain the good intelligence they had when they entered adolescence” (p685); and, “Instead of a biological basis in the nervous system, the origins of adolescence-limited delinquency lie in youngsters' best efforts to cope with the widening gap between biological and social maturity” (p686). Hence, as with alternative theories, when questioned about their criminogenic propensity (individual attitude) their answers should be stable. Their responses to questions surrounding family and area situation, on the other hand, should alter dependent on the maturing process.

Finally, Wikström’s situation action theory (SAT) contends “that acts of crime are the outcome of a perception-choice process initiated by the interaction between a person’s crime propensity (determined by a person’s morality and ability to exercise self-control) and criminogenic exposure (determined by the setting’s moral norms and their enforcement” (Wikström et al., 2012, p406). In an earlier work Wikström and Treiber (2007) state “Critically, this implies that stability and change in an individual’s ability to exercise self-control depend not only on the stability and change in his/her executive
capabilities (an individual trait) but also on the stability and change in the environment(s) in which he/she operates” (p238). This is relating to the specific moment in which an offence is or is not committed; SAT is “concerned with causation only when an individual considers (deliberates) whether or not to engage in an act of crime” (ibid, p238). What this does not mean is that the responses to questions surrounding self-control or morality are affected by the place in which they live, more that the individual acts in accordance with their morality when faced with temptation or provocations and self-control acts as an inhibitor. The development of a person’s crime propensity is not within the scope of their theory (as currently expressed, although the 2012 work hints that this will be the focus of a forthcoming, as yet unannounced publication), but it appears to be regarded as an executive capability and therefore a trait, and hence and again, stable.

It appears, then, that the criminal propensity of an individual is widely regarded as being a relatively fixed trait (relative in the sense that it is fixed relative to others) across a number of competing theories in developmental criminology, something that develops in early through to late childhood (at the bare minimum before the age of 10), perhaps with a natural decrease across the life course due to developing maturity. Each of the theories discussed above explicitly acknowledges that environmental factors (such as locations, temptations and family settings) all interact with whether the individual would commit a crime at any specific time-point, but none imply that the basic propensity of the individual would alter based on these situational settings. When questioned in a situation devoid of temptation or provocation (a professionally conducted interview where the respondent is asked to carefully consider their answers to each question) then one should expect that the morality or the self-control to be expressed properly and answers to be reliable. If this is not the case then it is the survey instrumentation that is at fault, and a larger issue than that which is being addressed in the current work is called into question (namely questionnaire reliability).

7.3 Covariance, Moderation or Mediation?

Given that a wide range of literatures and evidence suggest that it is reasonable and justified to assume that individual criminogenic propensity develops and fixes at a
relatively early age, the specific question that now needs to be addressed is how it interacts with other variables that can be placed into the model. Although the components that were measured and defined in Chapter 6 were split into three different ‘levels’, individual, family and area, in the survey they were all asked of individual respondents (with the odd exception, such as the neighbourhood condition set). It is also necessary to split them into attitudinal and factual (or equivalently psychological and external) to the respondent. The distinction between the psychological and external is rather clear in most cases, the latter being those that are either reported from another source (such as the index of multiple deprivation of the household or the neighbourhood condition, as assessed by the interviewer) or reported by the respondents where they are dealing with a factual matter. Whether the person’s parents have split up/divorced is a case in point – although answered by the respondent, there is less scope for psychological variation (though of course the respondent could deliberately mislead the surveyor or be confused) and this is best placed as an ‘external’ factor. The factual or external questions are not the subject of this chapter and will be considered as controls in Chapter 9; what is to be discussed here is the role that the internal attitudinal questions play and how to fit them into the analysis.

Figure 7.2 Covariance, mediation and moderation SEM path diagrams

To that end there are three possible ways as to how these internally perceived attitudinal questions fit together; covariance, mediation or moderation. SEM path diagrams representing each of these possibilities are displayed (respectively) in Figure 7.2a), b) and c) (assume the X and M are independent variables and Y a dependent variable – whether latent or continuous is not a necessary piece of information for this discussion). The familiar method of covariance is exactly the same as adding a variable into a ‘standard’ regression technique. As such it does not allow a distinction between
the psychological versus external, attitudinal versus factual, components as defined above. This also does not make sense theoretically when applied to the concepts in this work. Each of the theories in the previous section considered there to be some level of stability in individual attitude and some level of (varying) interaction of the individual and the environmental setting in which they find themselves at any one time. This interaction is explicitly seen in all the theories to be a dynamic process across a population. Wikström sees it as the absolute cornerstone of his SAT (though focuses much less on the attitudinal perceptions of the environment, rather on quantifiable external measures of it), Sampson and Laub’s varying social controls demonstrate this change in perceptions, as does Moffitt’s gap between biological and social maturity leave space for perceptions of environment to alter based this individual attitude. To define the interaction as a simple covariance would be inappropriate, as it would not allow the variation in the perception of the attitudinal measures of the familial and area level components, by the individual’s criminogenic propensity, to be controlled.

Turning attention to the alternatives and specifically whether the interaction is a moderation effect, it is helpful to step away from the usual SEM path representation of a moderation effect and describe it as it usually referred to in other disciplines, namely an interaction effect of variable X with variable M. This can therefore be represented in an alternative manner displayed in Figure 7.3 (as used by Baron and Kenny, 1986). Using this visualisation it is clear that, given that with SEM a realist ontology is enforced (see section 5.4.1), this is in essence describing a situation where there is another latent variable that is within the individual that is a combination of both X and M. Applied to the specific concepts being worked with here, it would mean that there is another component and the criminogenic propensity of the individual combines with their feelings about, say, their family environment and this is a thing in and of itself, its own latent construct separate from all others. This situation seems particularly unlikely:

25 This is testable and can be achieved by creating a measurement model with three latent components and with all the manifest variables that are caused by X to associate only with X, those caused by M with M and the product of each and every one of the X manifest variables multiplied by each and every one of the M manifest variables to associate with the X*M term only and checking the fit of the model. This has not been reported in full in this thesis due to absurdity of the arguments needed for it to be viable, but unreported analysis found models such as this not to fit.
here it would mean that someone’s answer to the question “sometimes it is okay to break the law” would be caused by one factor (their individual attitude), “My parents usually praise me when I have done well” is caused by another (the actions of their parents, as they perceive them) and the combination of the answers to both of these would be caused by something else entirely!

Figure 7.3 Alternative representation of a moderation effect

This leaves mediation as the only possible alternative but that is not to say that it is merely accepted as a default, through exclusions of others. It is possible to make this argument hold even without the treatment and rejection of the two possible alternatives. Baron and Kenny’s (1986) oft-cited investigation into moderation and mediation effects is replete with observations that imply that mediation is the correct specification when dealing with psychological constructs such as those being discussed here under the banner of internal, or attitudinal, concepts. For example, “Mediators explain how external physical events take on internal psychological significance. Whereas moderator variables specify when certain effects will hold, mediators speak to how or why such effects occur” (p1176) and “For research oriented toward psychological levels of explanation (i.e., where the individual is the relevant unit of analysis), mediators represent properties of the person that transform the predictor or input variables in some way. In this regard the typical mediator in cognitive social psychology elaborates or constructs the various meanings that go beyond the information given” (ibid., p1178). The usage of area level perceptions even form a key analytical component of Newman’s (1972) work on territorial constructs in his defensible space thesis, a fact highlighted by the Baron and Kenny work. Although the statistical maxims of the Baron and Kenny piece have been somewhat superseded (see for example Mackinnon 2008 and the discussion in Chapter 5), these basic assumptions about the nature of the difference between mediation and moderation have not.
Mediation, therefore, is the only way to treat the interactions of these perceived attitudinal responses to the familial and area (and indeed any other components that could be added) level questions. It seems, then, that placing the criminal propensity at the ‘beginning of the causal chain’ and for it to cause variations in the situational responses seems not only sensible but indeed necessary for a model of criminal behaviour to be built from this dataset.

7.4 Starting Steps: Testing Each Domain

Just as the first step of structural equation modelling is to form well-fitting measurement models, starting with the smallest components and building up so that each latent domain is well defined, it is similarly sensible to build the structural steps forward in component parts, analysing the relationship of each domain against the dependent and moving forward to add together theoretical components sequentially. This process of analysing each domain individually will also strengthen the claim that they are measuring that which the measurement models chapter purports they ought to be measuring, i.e. relevant predictors of offending involvement.

In that this process is cumulative and the measurement models have been specified in previous analysis, these will not be called into question and only the structural parts will be concentrated on (that the measurement models do not vary will be checked, but this is unlikely under the assumption that they are well defined, see Bryne, 2012). To aid presentation, therefore, the manifest variables that contribute to these measurement models will be left out of all the model diagrams in this chapter. Finally, throughout this chapter the statistical significance of any loadings/regression coefficients will be suffixed by asterisks relating to the level of significance as *** = Sig at 99.9%, ** = sig at 99%, * = sig at 95%.

7.4.1 Individual Attitude

The relationship between offending and individual attitude, defined in the previous chapter and taken to represent an individual’s criminal propensity, is relatively straightforward to analyse. Simply incorporating a dependency to offending as pictured (with results) in Figure 7.4. This diagram shows that the loading from the first
order latent parts to the second order individual attitudes component is broadly the same as in the measurement models, implying that this a reliable model. Fit statistics, although less important in the modelling phase (see section 5.6), are more than satisfactory with a CFI of 0.975, TLI of 0.968 and RMSEA at 0.051 with a 90% confidence interval of 0.049 to 0.057.

**Figure 7.4 Offending and individual attitude structural model**

In a rough sense the coefficient of 0.60 between individual attitude and whether the respondent reported offending in the previous year (or not) shows that a more criminogenic individual (a higher score on individual attitude) is strongly related to an increase in self-reported offending prevalence. Were both individual attitude and the offending dependent variable continuous, normally distributed and standardised (rather than just the individual attitude variable) this would be simple to interpret – a one standard deviation rise in individual attitude (causing, as it would be, a ‘higher score’ in some combination of the answers to the morality, empathy or self-control suite of questions) would cause a 60% of a standard deviation rise in the number of offences committed. Similarly, if it were possible in Mplus to employ a logit link function with the WLSMV estimator and categorical data, then the 0.60 would be a log odds ratio, and the resultant odds ratio of 1.8 would imply that a 1 standard deviation rise in the individual attitude would imply an 80% increase in self-reporting offending.
With categorical data and the WLSMV estimator (as required for robust standard errors) Mplus uses a probit link function and although time consuming, it is possible to be more precise in terms of the predicted probabilities of having reported offending. As the individual attitude variable is standardised and has no meaningful scale of its own, it is only possible to work in terms of standard deviations above and below the mean value (in this case a score of zero). Using the steps outlined in section 5.7, converting to probabilities gives the results shown in Table 7.1.

<table>
<thead>
<tr>
<th>IA standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted probability</td>
<td>3.9%</td>
<td>12.2%</td>
<td>28.5%</td>
<td>51.2%</td>
<td>73.5%</td>
</tr>
</tbody>
</table>

From this table it is clear to see the importance of the individual attitude in terms of the expected rate of reporting of offending. A zero score on individual attitude represents the mean value and equates to a predicted probability of reporting offending of 28.5%, the same as the average over the whole sample of 10- to 16-year-olds. Those with an individual attitude score two standard deviations below average have a predicted probability of reporting offending of just 3.9%, whilst of those two standard deviations above the mean the probability increases to 70%. For the group one standard deviation above the mean, around 51% are expected to report offending, a 23 percentage point, or an 80%, increase. In this latter predicted probability the interpretive link to the interpretation of a logit link (a logistic regression) can be seen. As noted previously, a coefficient of 0.6 would imply an odds ratio of 1.8 and this ties in with the results of a probit regression. This observation is due to the similarity between logit and probit models in the centre of the distribution (Liao, 1994) and can used as a rule of thumb approximation where the calculation of exact probabilities is unwarranted detail.

### 7.4.2 Family Situation

A first analysis of the family level variables is also straightforward and is displayed in Figure 7.5. Fit is excellent (CFI = 0.97, TLI = 0.96, RMSEA = 0.034) and there is a relatively strong correlation between levels of perceived parental discipline and levels of reinforcement. These items are coded such that a higher score represents a lower level
of positive reinforcement or a more lax disciplinarian regime and hence the positive regression coefficients onto the offending dependent are expected.

**Figure 7.5 Offending and family reinforcement/discipline structural model**

A more specific understanding of the effects of these latent variables is possible using the techniques applied to the individual attitude latent variable. As the dependent is the same as previously, it is possible to predict that the coefficients of 0.20 and 0.27 (respectively for reinforcement and discipline) should have a lower effect on offending than the individual attitude model, and using the approximation of the logit/probit equivalence, one would expect a one standard deviation increase in poor reinforcement to increase the likelihood of reporting offending by around 22%, a similar rise in lax discipline to increase the offending rate by 30%.

The predicted probabilities, when computed exactly, can be seen in Table 7.2 and confirm the tentative conclusions drawn above. Lower levels of reinforcement do seem to be associated with higher offending, but the effect of a one standard deviation change is less than the effect for the same sized change in discipline. The correlation between the two factors, however, implies that on average a respondent reporting a lower level of reinforcement will also report a lower level of discipline.

**Table 7.2 Predicted probability for changes in parental reinforcement or discipline**

<table>
<thead>
<tr>
<th>Standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>(mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parental reinforcement</td>
<td>16.7%</td>
<td>22.2%</td>
<td>28.5%</td>
<td>35.7%</td>
<td>43.4%</td>
</tr>
<tr>
<td>Parental discipline</td>
<td>13.6%</td>
<td>20.3%</td>
<td>28.5%</td>
<td>38.1%</td>
<td>48.5%</td>
</tr>
</tbody>
</table>
7.4.3 Area Character

Testing the construction of the area character variables is more complex, and requires more careful consideration of underlying latent variables, as the manner in which the three components fit together is not self-evident. Taking as a starting point the three latent variables capturing self-reported perceptions of area as defined in Chapter 6, the first problem to address is whether the neighbourhood disorder latent construct co-varies with fear of crime and collective efficacy, or is causal on an individual’s fear of local crime/collective efficacy, shown respectively as path diagram a) and b) in Figure 7.6. Wilson and Kelling’s (1982) broken windows hypothesis claims that poor neighbourhood condition is associated with an increase in the likelihood of incivilities in an area and this in turn leads to poorer community relations, a higher fear of crime and a greater criminal involvement for those who live in such areas. Taking this as the basis for the dependencies would imply the configuration in diagram b). However, this makes two mistakes. The first is that the broken windows hypothesis operates at a neighbourhood level. It implies that a *neighbourhood* with high disorder would have associated higher average levels of fear of crime and worse average perceptions of community relationships at a *neighbourhood* level; it does not make a strong claim about how these mechanisms would work on an *individual* level. Although there is a natural expectation that if the average were lower, then the individual within the area would also have a lower value, this is not necessarily the case. The second issue, as highlighted by Sampson and Raudenbush (2001), is that “disorder does not directly promote crime, although the two phenomena are related, and collective efficacy is a significant factor in explaining levels of crime and disorder” (p2).
Overall, therefore, it seems that if one of the two definitions were to be chosen, the second is clearly incorrect. The first diagram (option a) in Figure 7.6 could be considered more accurate and, with all variables co-varying, places fear of local crime on the same footing as neighbourhood disorder and collective efficacy. However, this goes against Sampson and Raudenbush’s formulation and is inconsistent with recent work looking at neighbourhood level processes (Brunton-Smith et al., 2014). These place neighbourhood disorder and collective efficacy as co-varying and together predicting beliefs and worry about crime. The correct specification therefore would most likely look like that displayed in Figure 7.7 and when estimated fits the data well (CFI = 0.99, TLI = 0.98 and RMSEA = 0.04). The effects of neighbourhood disorder and collective efficacy on fear of crime are partly consistent with the Brunton-Smith et al. (2014) paper: consistent in that a lower level of collective efficacy increases fear of crime (demonstrated by the positive regression of fear of crime onto collective efficacy, which is defined so a higher score means a more criminogenic setting, i.e., less trust and informal social control) and this effect is stronger than that seen for neighbourhood disorder, inconsistent as the neighbourhood disorder falls just outside standard significance levels, at 92%, and is significant in the Brunton-Smith paper. It should be remembered though that the Brunton-Smith paper uses a multi-level approach and the results are again at the neighbourhood (lower super output area) level.
Moving beyond looking just at the effects on fear of crime, and looking to see how fear of crime impacts offending behaviours, an interesting association appears. A lower level of fear of crime appears to increase offending, perhaps due to the respondent’s increased confidence with their local area but it is in this implication that the work runs into difficulty. One could certainly make an argument for a mechanism from lower fear to higher offending (increased local confidence based on an understanding of the criminal dynamics in the area due to involvement in such behaviour?), but there does not appear to be any well tested and hypothesised mechanism in the literature that can be applied here. Fear of crime is almost universally treated as a (often multi-faceted) dependent variable in and of itself and a great body of work has investigated its behaviour (Hollway and Jefferson, 1997; Jackson and Gouseti, 2014). Unfortunately though, its connection to offending behaviour is predominantly missing. Although an interesting avenue for further work, this current piece is not the place to investigate such a relationship. SEM should be used for hypothesis testing, not generation, hence despite this current configuration giving credence to the measurement models defined in the previous chapter (through its basic consistency with fear of crime analysis), it is not the best setting to investigate fear of crime further. The definition of a fear of crime latent construct certainly took little effort and could be fruitfully investigated in another work, but it is best left as an open analytical question for the future and not carried forward any further.
Deletion of fear of crime from the model leaves just two perceptual area components to be considered, neighbourhood disorder and collective efficacy. Regressing self-reported offending as a dichotomous variable onto each of these individually gives the results as displayed in Figure 7.8. In both cases the area characteristic behaves as would be expected, lower levels of collective efficacy (i.e. a higher score on the variable) and higher disorder both predict higher offending. The relationship between a rise of one standard deviation in perceptions of neighbourhood disorder is considerably stronger than that seen with a similar one standard deviation in more criminogenic collective efficacy perception (a lower reported level), as demonstrated by the predicted probabilities shown in Table 7.3.

### Table 7.3 Predicted probability of offending for changes in neighbourhood disorder and collective efficacy (modelled separately)

<table>
<thead>
<tr>
<th>Standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbourhood disorder</td>
<td>10.7%</td>
<td>18.2%</td>
<td>28.5%</td>
<td>41.0%</td>
<td>54.4%</td>
</tr>
<tr>
<td>Collective efficacy</td>
<td>21.9%</td>
<td>25.1%</td>
<td>28.5%</td>
<td>32.2%</td>
<td>36.0%</td>
</tr>
</tbody>
</table>

Combining the analysis and adding both of these latent variables into a combined regression and hence allowing neighbourhood condition to co-vary with collective efficacy leads to a rather simple structure being estimated, very much akin to Figure 7.5, with collective efficacy and neighbourhood condition in place of discipline and reinforcement (Figure 7.9). The fit is good (CFI = 0.98, TLI = 0.99, RMSEA = 0.025) but a confusing pattern emerges (as was first seen in Figure 7.7, but was left unmentioned due to more pressing concerns). Perceptions of neighbourhood disorder are strongly linked to collective efficacy via a strong correlation, with an individual reporting higher disorder very likely to report low collective efficacy (as seen in the previously defined and discussed measurement models). Higher neighbourhood disorder still appears to increase self-reported offending, but lower perceived collective efficacy appears to decrease offending! Using the logit rule of thumb method, neighbourhood disorder
appears to add approximately 60% to the offending rate, whilst a lowering of collective
efficacy of one standard deviation appears to cut offending by approximately 20%. This
is not only counter-intuitive from a theoretical perspective (lower collective efficacy at
the very least has been shown to have no effect on offending rates), but it is also at odds
with the mechanisms implied in the regression with just collective efficacy as an
independent variable (in Figure 7.8 and Table 7.3).

**Figure 7.9 Reduced neighbourhood level relationships**

Speaking from a statistical perspective, this is a case of a suppression effect (Maassen
and Bakker, 2001; Conger, 1974), a continuous equivalent of the better known
categorical equivalents of Simpson’s (1951) and Lord’s (1967) paradoxes. Tu, Gunnell
and Gilthorpe (2008) investigate these apparently disparate paradoxes, note parallels
between all three and coin the umbrella term *reversal paradox*, before moving on to look
at the implications and how to deal with them. The culprit most basically charged for
this is multicollinearity between the independent variables and the standard
methodology is to analyse their dimensionality using a factor analytical technique and,
depending on the results, either combine the two or delete one or the other offending
independent variables (Tabachnick and Fidell, 2007). Neither of these approaches is
suitable here, the first because by design (in the previous chapter) these two concepts
are not reducible to a composite, the second as deletion would go against that which is
being aimed for, as Freidman and Wall (2005) nicely explain:

“Moreover, it is reasonable to consider highly correlated independent variables. One
might choose a measure of arm strength in testing mountain-climbing skills. A measure
of leg strength is an obvious further predictor. Arm strength and leg strength are
probably highly correlated: however, it is hard to believe that either one alone would
predict mountain climbing skills. The researcher needs to consider the substantive interplay of all variables with each other” (p135).

Maassen and Bakker (2001) analyse various different forms of the suppression effect; ‘classical’ (where a variable uncorrelated with the dependent increases the predictivity of another independent), negative (as here, where two independent variables have positive zero-order correlations with the dependent and correlate positively with each other, but one receives a negative regression coefficient when modelled together) and reciprocal (where two good predictors cancel out each other’s effect through a negative correlation), and show that the probability of their occurrence is relatively high when working with latent variables. Interpretational problems go hand in hand with the occurrence of these effects, but “suppressor variables... usually unintentionally, can indeed play an important role. It is important to acknowledge a suppressor structure... [and]... after recognizing the phenomenon, one cannot discard suppressors when interpreting the results” (ibid., p243).

Once it has been accepted that the suppressor effect is a true symptom and not reducible via collinearity, Tu, Gunnell and Gilthorpe (2008) state that “these paradoxes [their reversal paradox umbrella term] show that prior knowledge and underlying causal theory play an important role in the statistical modelling... where incorrect use of statistical models might produce consistent, replicable, yet erroneous results” (p1). Arah (2008) followed up the Tu et al. analysis and asks that if “the statistical phenomena they [the paradoxes] purport to represent are in fact causal in nature, requiring a causal language not a statistical one, and that the problem can be resolved only with causal reasoning... why bother with the statistics of these paradoxes, much less their equivalence... if both the correct language and resolution lie elsewhere?” (p2).

Although there are many statistical techniques that can be used to understand suppression effects, as listed by the Maassen and Bakker (2001) piece, these are useful for identification of the type of effect (classical, negative, reciprocal etc.) in various different settings (regressions, path analyses, repeat longitudinal measures). With neighbourhood disorder and collective efficacy the effect is clearly a negative suppression manifestation and therefore as Arah (2008) states, and in keeping with the
major theme of this work, “explanations and solutions lie in causal reasoning which relies on background knowledge, not statistical criteria” (p5).

The substantive implication of the discussion is that either there is a common cause of the neighbourhood disorder and collective efficacy conflation or that the causal ordering of the two components should be revisited. Limiting the discussion for the moment to the second option and constraining the debate to just area level responses (the first option will be discussed in section 7.5.2), when revisited in this constrained manner the relationship between neighbourhood disorder and collective efficacy is clear and diametrically opposite to the mechanism discussed and rejected in Figure 7.6b), that collective efficacy is affected by perceptions of neighbourhood disorder. Perhaps one of the principal findings of recent collective efficacy work at an area level to date has been that both structural features and collective efficacy will contribute to neighbourhood crime and disorder (Sampson and Raudenbush, 1999; Reisig and Cancino, 2004). The constituent components of the neighbourhood disorder latent variable (people being rowdy and drunk, people selling drugs, people sleeping rough and noisy neighbours) fit the definition of this second consequence (disorder) of poor collective efficacy perfectly: the representation of disorder should be considered an effect of the varying levels of collective efficacy (amongst other components) and not simply to co-vary. From an even more basic survey administration perspective, the question set for the disorder component was asked directly after the collective efficacy set, so the respondent would have been primed to think of the disorder in terms of the neighbourhood characteristics they would moments earlier have been considering. It is therefore more than sensible to re-specify the causation between collective efficacy and neighbourhood disorder so that neighbourhood disorder is regressed onto collective efficacy and collective efficacy therefore operates on an individual’s self-report offending both directly and indirectly through neighbourhood disorder. This configuration is shown in Figure 7.10.
When considered in such an alternative system the fit is equivalent to the specification in Figure 7.10 as the only difference is that the covariance between the two independents has been changed to a regression. This system introduces an indirect effect into this work for the first time, from collective efficacy via neighbourhood disorder and is computed by taking the product of the regression of collective efficacy on neighbourhood disorder with the neighbourhood disorder on offending path. With an indirect effect, the total effect of collective efficacy must also be computed and is simply the sum of the direct and the indirect. Mplus holds the functionality to compute this automatically, with standard errors and hence significance levels and the resultant values are displayed on Figure 7.10 as text (and labelled appropriately). The direct effect of reduced collective efficacy still implies a lowering of offending, but the indirect effect operating through neighbourhood disorder is greater, meaning that the total effect is that lower perceptions of collective efficacy imply higher offending with a probit regression coefficient of 0.11, significant at the 99% level, and similar in magnitude to the coefficient assigned to collective efficacy in the second diagram in Figure 7.8 (the model with just collective efficacy). Neighbourhood disorder has an $r^2$-squared of 44.7% showing that in this modelling framework collective efficacy is explaining just under half of the variability of the latter component, a strong relationship.

The specific interpretation of these loadings proceeds in much the same way as it would without the indirect effects. For neighbourhood disorder the predicted probabilities are the same as those that would have been produced from the model outlined in Figure 7.9 (via its direct effect) and for collective efficacy, as the
dependencies of the reported offending work in both a direct and indirect manner, the coefficient of interest is the combination of the two – the total effect. The results in Table 7.4 are consistent with those that would be expected from the regression coefficients and show neighbourhood disorder displaying an effect a little lower than when modelled separately and with collective efficacy showing a broadly similar effect size (comparisons made to Table 7.3).

Table 7.4 Predicted probability of offending for changes in neighbourhood disorder and collective efficacy (modelled separately)

<table>
<thead>
<tr>
<th>Standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbourhood disorder</td>
<td>6.4%</td>
<td>20.3%</td>
<td>28.5%</td>
<td>38.1%</td>
<td>48.5%</td>
</tr>
<tr>
<td>Collective efficacy (total effect)</td>
<td>21.7%</td>
<td>25.0%</td>
<td>28.5%</td>
<td>32.3%</td>
<td>36.2%</td>
</tr>
</tbody>
</table>

7.5 Combining Two Domains

The effect of each domain’s measurable components on offending separately does not address the central problem that different types of people are found in different settings. To rephrase this statement to be in line with the data available in the present study more specifically, it does not address the issues of whether different types of people, as defined by their individual attitude (criminogenic propensity), report their settings in a different way. To assess this, the relationship between individual attitude and offending needs to be analysed with mediating effects for the family level latent variables and those representing the area (as explained in section 7.3). More complex models need to be specified and consideration of direct and indirect effects need to be in place from the very beginning. This section, however, will focus on defining the appropriate interrelations of the components and less on the substantive implication, which will be left until the model bringing all three domains together.

From this stage on, the lower level first order latent variables that are behind the individual attitude variable are to be left out of any diagrams as they do not play a part in the model beyond being influenced by the second order component.
7.5.1 Family Level with Controls for Individual Attitude

Adding the family environment as a mediating effect between individual attitudes is shown, with estimated loadings, in Figure 7.11. The regressions of parental discipline and parental reinforcement control for any potential difference in response based on the individual attitude of the respondent as well as allowing the mediation of these components to be assessed. This could express itself in two ways: the first, simply that discipline/reinforcement is in actuality different dependent on the individual attitude latent variable, which has been discussed and taken to be stable. The second is one of whether the individual perceives their family environment differently dependent on their individual attitude. The first scenario is the strongest, and will give more concrete results. The second is weaker, implying only a difference of individual view, but there is no way to separate between the two positions in the current work. If the first were to be seriously called into question then this would have rather far-reaching consequences, particularly for surveys within psychology. With adequate survey design it must be hoped, at least, that this would not be the case. Regardless, to couch any conclusion in the most hesitant language is suitable and even under the conditions of the second possibility clear implications can still be arrived at and in all probability, the reality is somewhere between the two and it is likely the individual attitude influences both the behaviour of the parents and the individual’s perceptions of their behaviour.

With that in mind, the results of the model in Figure 7.11 produce a mixed bag of results. It is clear that the responses given to questions about reinforcement and discipline are heavily influenced by individual attitude. Whether this is due to perception or actual difference in behaviour is unknown, but it is certainly a possibility that those with more criminogenic personalities report lower levels of parental reinforcement. In terms of disciplinary regimes, the more criminogenic the individual the lower the discipline appears to be. Again this is a logical finding, as there is likely a strong year-on-year continuity in parental discipline and a poor environment in childhood is seen as an important driver in creating the individual attitude in the first place (this will be important later). It is to be noted that this does not imply that the
relationship is reciprocal, or that the causal path be reversed, merely that the family environment is consistent at the current time with that experienced during the development of the (stable) individual attitude. The correlation between the two factors has reduced to an insignificant level compared to the uncontrolled model in Figure 7.5, showing that the relationship between these latent variables is entirely explained by the individual’s personality.

Figure 7.11 Individual attitude mediated by family reinforcement and discipline

In terms of predicted probabilities from the model (Table 7.5) and when varying individual attitude, these are not statistically different to the values predicted in the uncontrolled model. This is a rather redundant finding as the effects of reinforcement and discipline are now insignificant and hence no change should be apparent. Similar analysis of a change in the reinforcement or discipline level, although showing slight differences (not reported) are not of interest as, again, these differences are statistically probable.

Table 7.5 Predicted probability of offending for changes of individual attitude, controlling for family discipline and reinforcement

<table>
<thead>
<tr>
<th>IA standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted probability</td>
<td>3.9%</td>
<td>12.2%</td>
<td>28.5%</td>
<td>51.2%</td>
<td>73.4%</td>
</tr>
</tbody>
</table>

Although not statistically significant, the regression coefficients of offending on reinforcement and discipline appear in the opposite direction to those given in the analysis section 7.4.2 and therefore represent a (non-significant) reversal effect. This time, however, the reason for this lies in the common cause of the levels of
reinforcement, and discipline is found to be the individual attitude of the respondent, as demonstrated by the reduction to zero of the covariance between the two components. In short this implies that the apparent reversal of the effect of the two mediators is caused by the fact that the level of perceived reinforcement/discipline is highly dependent on the individuals’ attitude. This point shall be returned to in depth in Chapter 10.

7.5.2 Area Variables with Controls for Individual Attitude

Adding individual attitude as a control for the effects of collective efficacy and neighbourhood disorder on offending with respect to both of the specifications discussed in the previous section (shown in Figure 7.12 and Figure 7.13) allows an analysis as to whether the individual’s attitude can be considered as a common cause of both of the response variables. If this is the case then the covariance between the two components should be reduced and, more importantly, the reversal of the collective efficacy regression coefficient onto the offending variable should disappear. This specification can be seen, with estimated path coefficients in Figure 7.12, and it is immediately clear that this is not the case. Although the estimated model does shows that the response to the neighbourhood level questions do vary significantly by individual attitude the reversal of the collective efficacy component is still present. This of course does not rule out the possibility that there is another common cause that is unmeasured and inaccessible, and is causing the reversal but this shall have to remain a ‘known unknown’. Coupled with the argument in section 7.4.3 of the seemingly sensible causal chain, with perceptions of disorder as being dependent on the respondents’ understanding of the collective efficacy latent variable, then this specification again is out of place and probably best left as ‘incorrect’.
Nevertheless, calculation of the predicted probabilities in this model, with mediating effects between the individual attitude components and the offending variable can be carried out, though slightly more complicated than in the simple cases when only modelling one domain. Computing the predicted probabilities for movement on the individual attitude latent variable still uses the total effect, but it is with the mediating variables that differences arise. To simplify the discussion, consider just neighbourhood disorder and its role in the model. There are two possible ways to proceed; either calculating the approximate proportion of mediation as outlined in section 5.7 of the methodology chapter, but it is also possible to conduct something of a thought experiment.

Consider just the neighbourhood disorder latent variable. As this is regressed onto individual attitude it is not free to be fixed at a different value, it is dependent. Nevertheless, as the variability of this latent component that is explained by individual attitude is given by its r-squared value, reported in Mplus as 11%, it is still possible to imagine two sets of individuals who are one standard deviation apart on their perceptions of neighbourhood disorder, with all other scores the same. The neighbourhood disorder score therefore is the only component of the model that can impact the predicted offending rate and will depend only on the regression coefficient from neighbourhood disorder to the self-report offending in the previous year (ultimate) dependent. Calculations of predicted probabilities can thus proceed on this basis. Analysing the implications of this specification in terms of predicted probabilities
on this basis is displayed in Figure 7.6. It gives results for the movement of either individual attitude (calculated via total effects) or a change in either collective efficacy or neighbourhood disorder, when holding all other components constant.

Table 7.6 Predicted probability of offending for changes of individual attitude, collective efficacy or neighbourhood disorder

<table>
<thead>
<tr>
<th>Standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual attitude</td>
<td>3.6%</td>
<td>11.9%</td>
<td>28.5%</td>
<td>51.8%</td>
<td>74.5%</td>
</tr>
<tr>
<td>Neighbourhood disorder</td>
<td>10.8%</td>
<td>18.4%</td>
<td>28.5%</td>
<td>40.8%</td>
<td>54.0%</td>
</tr>
<tr>
<td>Collective efficacy</td>
<td>49.3%</td>
<td>38.5%</td>
<td>28.5%</td>
<td>20.0%</td>
<td>13.2%</td>
</tr>
</tbody>
</table>

The effect of individual attitude is slightly amplified from those seen in Table 7.1, with the predicted probabilities of offending of those at the various standard deviations being more dispersed from the mean than previously. It is also clear that an increase on the collective efficacy components (so to a lower level) is working in the opposite direction to that which the bivariate model in Figure 7.8 lead to expect.

Given the confluence of reasons that the Figure 7.12 specification is inappropriate, regressing the neighbourhood disorder latent variable onto collective efficacy is a sensible option and the model can be re-specified. This is displayed in Figure 7.13. Despite the coefficients attached to the arrows appearing to be the same as those displayed in Figure 7.12 it is in the direct and indirect effects that the true difference is seen. The highest coefficient is between individual attitude and offending, representing the centrality that this component of the model plays in determining whether the respondent offends or not, but (as with Figure 7.12) the answers given to the neighbourhood level questions vary significantly by this component, with more criminogenic individuals reporting that their areas have lower collective efficacy and higher levels of disorder. This latter dependency is split into two parts, some direct and some operating through decreased perception of collective efficacy (about equally). The direct effect of collective efficacy on offending is strongly negative, but this is cancelled out (as in the model with just the area components) by the causal path through neighbourhood disorder. Unlike in the model without criminogenic propensity the total effect of collective efficacy on offending is insignificantly negative, meaning that in and of themselves perceptions of collective efficacy do not alter self-report offending, all
other things being equal. The effect of individual attitude operating through the perceived neighbourhood disorder variable is positive, meaning that although those with a worse individual attitude report living in areas with worse disorder, this negative view of the area increases their offending propensity. The neighbourhood perceptions give a total indirect effect which is significant at the 95% level but it is in the fact that they seem to work in conflicting directions that will be returned to later.

Figure 7.13 Individual attitude mediated by revised collective efficacy and neighbourhood disorder specification

<table>
<thead>
<tr>
<th>Standard deviation change</th>
<th>-2</th>
<th>-1</th>
<th>0 (mean)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual attitude</td>
<td>3.6%</td>
<td>11.9%</td>
<td>28.5%</td>
<td>51.8%</td>
<td>74.5%</td>
</tr>
<tr>
<td>Neighbourhood disorder</td>
<td>10.8%</td>
<td>18.4%</td>
<td>28.5%</td>
<td>40.8%</td>
<td>54.0%</td>
</tr>
<tr>
<td>Collective efficacy (total effect)</td>
<td>33.3% (rs)</td>
<td>30.9% (rs)</td>
<td>28.5%</td>
<td>26.3% (rs)</td>
<td>24.2% (rs)</td>
</tr>
</tbody>
</table>

(ns indicates that the results are not significantly different from the mean value)
The takeaway message from this discussion is not the substantive findings, these will come in the next section but that the rejection of the covariance between neighbourhood disorder and collective efficacy (as shown in Figure 7.12) is complete. The suppression effect noted in section 7.4.3 is not accounted for by the individual’s attitude and the model specified in Figure 7.13 tells a story where the collective efficacy of the area has an insignificant direct effect on offending and it is only the perception of neighbourhood disorder that matters, with part of that perception being controlled by perceptions of collective efficacy. This second specification not only fits with the uncontrolled results more harmoniously, it is also theoretically sensible and the fitted probabilities have a greater face value.

7.6 Modelling All the Domains Together

The final step of this first cut of the structural modelling procedure is to pull together all of the domains that have been analysed either individually or in pairs to create a model of the effect of individual attitude on (self-report) offending, with relevant mediating effects. This is not a final model in the sense that it is the pinnacle of the work, indeed there are another three analytical chapters to come, but it should be considered final in terms of modelling together the perceptual components that have been defined and included to this point. To recap, all of the latent variables in this model are at an individual level, with regressions from the individual attitude accounting for dependencies in response to the higher level latent parts, all of which were answered by the same individual. In that respect then, this should be considered as a psychological map of the social controls for/against offending as perceived by the individual. The model takes the form of a combination of Figure 7.11 and Figure 7.13 and is displayed along with estimated model parameters and fit statistics (good fit) in Figure 7.14.

There are four covariance values that are not displayed on this diagram (shown in light grey), which the Mplus defaults would naturally leave out. These were referred to in section 5.6 of the methodological chapter and are the covariance between the endogenous variables neighbourhood disorder/collective efficacy and the two familial components. These components happen to be insignificant in the current specification
and therefore their omission from the diagram does not matter as they do not impact upon the final interpretation of the estimated model. Their inclusion, however, does alter some of the other loadings when compared to alternative specifications where they are constrained to zero (which is not presented in this work). Preacher and Hayes (2008) are unequivocal when addressing the subject of multiple mediators; these covariances must be left in, as “collinearity plays a role in multiple mediation models in much the same way as in ordinary multiple regression” (p882). They continue stating that the fact that some mediators are insignificant, or that the total indirect effect across all mediators is not significant, does not necessitate their removal or invalidate the model. These types of findings can be substantively important.

Figure 7.14 Individual attitude modelled by perceptions of both area and family situation

<table>
<thead>
<tr>
<th>Indirect effects on Offending</th>
<th>Fit indices:</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA via ND = 0.055***</td>
<td>CFI = 0.94</td>
</tr>
<tr>
<td>IA via CE = -0.080***</td>
<td>TLI = 0.93</td>
</tr>
<tr>
<td>IA via CE and ND = 0.060***</td>
<td>RMSEA = 0.041</td>
</tr>
<tr>
<td>CE via ND = 0.22***</td>
<td></td>
</tr>
<tr>
<td>Total CE to Offending = -0.070</td>
<td></td>
</tr>
</tbody>
</table>

Each of the regressions of the mediating perceptions onto individual attitude are roughly the same as in the previous models (Figure 7.11 and Figure 7.13). Perception of parental discipline and reinforcement are most heavily affected (standardised linear regression coefficients of 0.7 and 0.57 respectively), with neighbourhood disorder (including the indirect effect through collective efficacy) and collective efficacy increasing by around a third of standard deviation for every standard deviation change.
on individual attitude. The similarity of these coefficients is to be expected given that the covariances between the components of the two domains are insignificant (showing that the answers to these two sets of questions are relatively free from dependencies once individual attitude is a control).

As in the previous section, there are two ways to conceive of the impact of the mediating effects. One is to calculate the proportions of mediation as explained in the methodology section, the alternative captures the effect that would occur were it possible to compare respondents who are at different standard deviation levels on only the one component and all the others at their mean value (previously discussed in terms of a thought experiment, though for individual attitude also includes the indirect effects of the mediators). For consistency with the flow from the previous sections it is this latter option that shall be presented first and the results can be seen in Figure 7.15.

**Figure 7.15 Predicted probability of offending in final model, at differing standard deviation levels of characteristic**

The results are broadly the same as in the previous sections: the total effect of individual attitude still has the greatest effect on offending, with those two standard deviations below the average score on this latent variable only 4% are likely to report offending, whilst for those two standard deviations above, around three-quarters
would report offending. Neighbourhood disorder also plays a strong role in altering the predicted probabilities, whilst the total effects of collective efficacy and familial reinforcement are non-significantly different from the predicted probability of those with a mean value on the latent construct. Lower familial discipline, however, whereas previously insignificant in the model, now has a relatively weak direct effect on the propensity to self-report offending. The direction in which this works appears to be counterintuitive, and goes against the findings in section 7.4.2 in that those living in family environments with lower levels of perceived discipline are less likely to offend than those where the respondent reports that the parents often do not discipline them. The r-squared of parental discipline in the model is 49%, meaning that almost half its variation is explained by the individual attitude variable and this observation is an example of where the so-called thought experiment, which is considering respondents who are standard deviations different on just one component of the model, is stretched too far.

Calculating the proportions of mediation is therefore not only an alternative but the preferred method to understand the effects of these mediations, despite the acknowledged approximation that these are taking (section 5.7). These are displayed in Table 7.8.

**Table 7.8 Proportion of mediation effect sizes in final model**

<table>
<thead>
<tr>
<th>Mediation via…</th>
<th>Proportion of mediation</th>
<th>Significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Collective efficacy only</td>
<td>-13.2%</td>
<td>***</td>
</tr>
<tr>
<td>(2) Neighbourhood disorder only</td>
<td>9.1%</td>
<td>***</td>
</tr>
<tr>
<td>(3) Neighbourhood disorder and collective efficacy pathway</td>
<td>9.9%</td>
<td>***</td>
</tr>
<tr>
<td>(4) Any collective efficacy path</td>
<td>-3.3%</td>
<td>89.7%</td>
</tr>
<tr>
<td>(5) Any neighbourhood disorder path</td>
<td>19.0%</td>
<td>***</td>
</tr>
<tr>
<td>(6) Any area pathway</td>
<td>5.8%</td>
<td>n/a</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7) Familial reinforcement</td>
<td>-6.6%</td>
<td>65.7%</td>
</tr>
<tr>
<td>(8) Familial discipline</td>
<td>-17.7%</td>
<td>94.2%</td>
</tr>
</tbody>
</table>
The results of Table 7.8, coupled with the effects displayed on Figure 7.14, paint an interesting and complicated picture of the relationships that have been found. Firstly, the insignificance of the relationship (i.e., there being no significant covariance) between the answers to area-type questions and those related to the family environment show that, in this questionnaire and at cross-national UK level and using these measures, there doesn’t appear to be a relationship between (perceptions of) area and (perceptions of) family environment. Of course the caveats of generalisability here are rather numerous and this is dealing only with a specific and small set of family and neighbourhood level concepts, but this nonetheless takes a stance against the commonly held perception that the reason that different types of area do not seem to affect the offending of an individual is due to family characteristics being sorted into neighbourhood via socioeconomic forces.

Rather, it appears that it is the tangled interrelations of the very areas themselves that means there is no apparent effect on the self-reported offending of the individuals. Moving from an individual’s attitude via lower collective efficacy appears to actually reduce the propensity to offend and rather substantially at just over 13% (mediation effect 1 in Table 7.8), whilst the pathway through a neighbourhood with higher perceived disorder only seems to increase offending by around 9% (mediation effect 2). But, as was discussed in the previous section, the perceived lower collective efficacy has been shown to cause lower perceptions of disorder (as shown by the single-headed regression arrow in Figure 7.14) and this together means that collective efficacy has an insignificant mediating effect (so mediation effect 1 in Table 7.8 combines with mediation effect 3 to give effect 4). Conversely, the same inter-linkage, operating in conjunction with neighbourhood disorder (mediation 2 and 3, giving 5) means that the perception of neighbourhood disorder increases offending by around a fifth in comparison to just the direct effect of individual attitude on offending. These conflicting effects eventually almost cancel each other out, leaving only a small effect through either of the neighbourhood mechanisms (effect 6) and it is this overall result that could explain the elusiveness of this finding in other work.
At the family level the interrelations are simpler and hence easier to interpret. As previously seen in section 7.5.1, the relationship between the variables of perceptions of reinforcement and discipline is not significant once individual attitude is controlled for, showing that the bivariate interrelation is in fact explained by the individual in the setting. Reinforcement is far from significant and thus does not have an effect on offending (mediation 7). Parental discipline (in Figure 7.14) however is significantly regressed onto individual attitude, with a one standard deviation change on individual attitude associated with a 70% of a standard deviation increase in perceptions of negative discipline, discipline in turn is regressed significantly onto self-report offending but the total mediation effect (the eighth in the table) is found to fall just outside the level required for standard significance, at 94.2% (this type of relationship, two significant regressions and then an insignificant mediation, is not considered an anomaly by MacKinnon, 2008). The proximity of this to significance means that the result cannot be waved away without further investigation. It would appear from the negative sign on the mediating effect, as with the thought experiment method that was deemed to be slightly stretching the method, that lower family discipline actually reduces offending propensity slightly. This appears to be counterintuitive, as one would expect lower discipline or more lax rules to increase offending, though it could be explained by those with increased individual attitudes reacting badly to an overly prescriptive household environment, which is made worse by their very personality or that the discipline variable could be tapping a slightly different concept: one of permissiveness and a permissive or trusting environment is actually a protective effect. Or it could be a reflection and continuation of the poor environment that helped develop the poor individual attitude in the first place (as many DLC theories contend) or indeed it could, in the current work, have merely have occurred by chance. This shall be returned to as a central discussion in Chapter 10.

To summarise briefly and returning to the fictional respondent first introduced in the measurement chapter, an individual with a higher criminogenic propensity (synonymously a worse individual attitude) is likely to:
• report that they live in a household where they receive a lower level of parental reinforcement;
• and that they live in a home environment with lower levels of discipline (or a more permissive home environment);
• but these differential levels of perception of the family environment cause no significant difference on whether the respondent self-reports offending.

The more criminogenic individual is also likely to:

• perceive the area in which they live as having lower levels of collective efficacy (cohensions and trust amongst neighbours);
• and are likely to rate the area as having a higher level of disorder and anti-social behaviour, with this being increased by the perceived low collective efficacy;
• the perception of the cohesion and trust (collective efficacy) appears to have no significant effect on the rate of offending;
• but the perception of the disorder in the neighbourhood (or the level of neighbourhood incivilities) seems to significantly and substantially increase the rate at which the person would self-report offending.
• This effect is amplified by the perceptions of lower collective efficacy, meaning that the effect of worse perceptions of disorder is operating in part (around half) through the collective efficacy perceptions.

7.7 Structural Conclusions

This chapter very much straddles both the methodological and the substantive goals of this thesis. By observing that criminogenic propensity is seen as stable and develops before the age of 10 in all of the developmental and life course criminology theories reviewed, and that each of these theories acknowledges that the environment can also affect people’s offending, this work was able to define what was referred to as a psychological map of interrelations (Figure 7.1) between the individual’s criminogenic propensity, the family situation and area character. This is a predominantly theoretical step but leads to the methodological derivation of an empirical model that matches against this theoretical schematic. The strength of the model, once the measurement
The system has been accepted as accurate, is that it relies on only the observation that individual attitude is stable (relative to others), that mediation is the only way to accurately capture the relationships amongst a set of latent variables that are all reported by one individual and that perceptions of neighbourhood disorder are affected by perceptions of collective efficacy. This was achieved by working through each of the domains and the relationships in a methodical manner and looking not just to theory or to statistical output, but in weaving both together.

From this methodological approach, some interesting and fresh findings have started to emerge. Firstly, it appears that perceived neighbourhood disorder does play a rather important role in determining the level of offending that an individual reports, with those living in areas that they perceive to have one standard deviation higher disorder offending at around the same rate as an individual with a fifth of a standard deviation higher score on their individual attitude (i.e. neighbourhood disorder mediates the relationship by just under 20%) and about half this operates through perceptions of worse collective efficacy making the perceptions of disorder worse. This tangle of area level effects does not seem to have been incorporated into analysis before, and by separating out the two mechanisms and correctly incorporating their interdependence this shines a light not only on how area affects self-report offending, but also why these results have gone un-discovered before; without the interdependency the two factors seem to combine to almost cancel each other out!

Of equal interest is the finding that the family level measures, particularly the measure of family discipline, doesn’t seem to have any effect on self-report offending, with a mediation pathway that verges just outside significance. Although not statistically significant, the negative coefficient and the relatively large point estimate (a proportion of mediation of around 18%, similar to that of the area level variable but falling just the ‘wrong side of the line’) are substantively important and this means that this requires further attention. A hypothesis can be put forward regarding stability over time of the disciplinary regime with extrapolation back into earlier childhood where the criminogenic propensity is first developed, but other mechanisms can also be posited and with this limited evidence more needs to be done to explain this result. This will be
a key part of the analysis in Chapters 9 and 10. This analysis is far from complete and these findings will be revisited and refined with the introduction of other risk factors in Chapter 8, but it certainly provides a good basis for further exploration.

By adopting an exhaustive approach to this model derivation, it was necessary to remove fear of local crime from the analysis, as there was not the theoretical underpinning to include this in the current analysis. The emergent findings here did appear to be of interest and future work could try to address this by incorporating the theoretical argument. For the current work, however, this was deemed outside the scope of the thesis.
8.1 Aims: A Deepening of Understanding?

The focus of the previous chapter was to create a viable model and to define the interrelations between the concepts that were measured in Chapter 6. Now that this has been established, it is possible to change parts of it to get a better understanding of exactly how (self-report) offending is driven by the components present. As discussed in section 4.6, the Offending, Crime and Justice Survey (OCJS) uses a methodologically sophisticated and reliable technique to measure self-report offending. As such, the survey holds information on specific subdomains of offending, as well as a grouped frequency variable for each. Although the utility of some of these sub-divisions and counts is limited (see section 3.6 and later in this chapter) over 12% of respondents reported committing at least one offence for what are termed within the survey as violent offending, property offending and serious offending. Alongside this a ‘frequent offender’ dichotomous variable can be created by choosing a cut point in the grouped count offending item. Where this cut is put in the data needs discussion but if appropriately defined, this definition should be able to mirror, at least in some way, the highest rate offenders (similar to a prolific and priority offender (PPO) – see Hopkins and Wickson, 2012).

In order to aid discussion, Figure 7.13 from the previous chapter can be reformulated into a more general format, as shown in Figure 8.1. This representation also splits the domains within the model into three different ‘levels’: level 1 represent ‘exogenous’ variables, level 2 are endogenous mediators and level 3 are dependent variables. In the current chapter, the only level 1 variable is individual attitude, as discussed in sections 7.2 and 7.3. The dashed arrows on the left of the diagram are either regressions or covariances that are not affected by the dependent, and therefore will be the same for all models in this section of the work (barring estimation differences), whilst the solid
arrows are regressions onto the dependent and are the crucial part of this model for this stage of the investigation. The diagram is also intended to convey the fact that within a SEM framework the analysis is not limited to just one dependent and this is represented by the multiple different offending measures (up to n) present on the right hand side in level 3, all of which have possible covariances with one another. For the majority of this work, however, there is only one dependent and the models are run separately to give clearer results.

Figure 8.1 Empirical model specification when altering the dependent variable

The work need not only concentrate on dichotomous measures of offending either. As mentioned, there is a grouped version of the offending variable available and section 5.7 discussed how ordinal categories can be included in the modelling procedure with a probit link function. As the groupings are zero, one, two, three, four, five and six or more offences, the variable can also be considered as ratio level information and hence a linear link can be employed. With such high concentration of people reporting no offences (around 75% even for the most common all offending category) the linear
model is expected to be slightly inappropriate. Nonetheless, this lack of fit can be assessed and is worth carrying forward (particularly given the recent rise of linear probability modelling in economics – see Wooldridge, 2013). Other link functions could theoretically also be applied but these are not available in Mplus. This analysis can be conducted for all of the different types of crime available and of sufficient size in the dataset (i.e. alongside all offending, the aforementioned violent, property and serious).

As the arguments in Chapter 6 make clear, before beginning with any analysis it is of paramount importance to have a full understanding of exactly what it is that is being measured. In the previous chapters this warning has related mainly to the latent variables and the reliability of the dependent has only been approached from a survey methodological perspective (finding that the procedures in place were adequate to give a good measure). Although touched up on in section 4.7, there has been relatively little discussion about the offending variables and now deeper consideration and analysis is needed.

8.2 Offending Definitions and Statistical Power

In Chapter 4 it was seen that the OCJS used a methodologically robust approach to capturing self-report offending and a range of 20 offences were asked about by first questioning whether the respondent had ever committed the offence, whether in the last 12 months and then the last four weeks (although the four-week questions have significant missing data problems and appear as though they escaped the NatCen cleaning process). For each offence the (approximate) number of offences was also requested. As shown in Table 4.5 the vast majority of offences were committed and reported very rarely. For instance, only 16 respondents in 2004 reported stealing a vehicle and once the range of respondents is limited to those aged 16 years or under, only eight respondents (0.4% of the total) who were in each wave of the survey reported this offence type. This pattern carries on – of the 20 raw offence types, only assault without injury (14.3%), assault with injury (12.9%) and theft from school (9.5%) are reported in any significant numbers. Damaging a vehicle, theft from a shop or theft of anything else (i.e. not from school, work, another person or a shop) are reported as having been committed by less than 3% of respondents, with the remaining offence
types reported by less than 30 respondents. In short: the majority of offence types are rare events and certainly not enough to be adequately modelled. The impact of this is that the finest subtype analysis is not possible.

Chapter 4 briefly introduced the grouping of offences that are present in the OCJS dataset which offer a large enough sample to be modelled. These offence types of violent, property and serious have rather attractive names in terms of their policy significance: being able to make distinctions about the risk factors associated with offending in these different crime types would be an exciting and useful piece of knowledge. However, as Table 8.1 reiterates, these definitions need to be critically examined. For the grouping category of property offences, of the 314 respondents classified as having self-reported in this grouping, 64% of these people had answered that they had committed theft from school and 21% theft from a shop (with 42 respondents reporting having done both) with the other offence types in the grouping being reported less than half as frequently. Serious offences are similarly dominated by one survey category with the vast majority, over 90%, being assault with injury. Violent offences are almost entirely some form of assault, either with or without injury (with 146 respondents reporting both). These distinctions are important and need to be borne in mind during the analysis. Of particular note is that the difference between violent and serious offending is fundamentally the removal of injury from an assault. It is possible to imagine this distinction, especially given that the respondents are all aged 10 to 16; it becomes a difference between a school fight on the yard that is broken up and violent situation that gets rather out of hand resulting in a definite injury - a substantive difference. Nevertheless, these categories are worth sticking with, their policy relevance is clear to see and the differences in their definitions suitably clear as to be able to be understood later. They are the only sensible divisions that can be applied, due to low responses (an argument could be made for dividing violence into with/without injury, but it is felt that it is the presence of violence that is important, not the severity, and this will not be pursued).
Table 8.1 Grouped offences by base survey offence types, 2004 sweep of longitudinal dataset, 16 and under

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Offence survey item</th>
<th>Respondents reporting</th>
<th>Percentage of total in 2004 sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent offences</td>
<td>Assaulted without injury</td>
<td>305</td>
<td>13.9%</td>
</tr>
<tr>
<td>Reported by:</td>
<td>Assaulted with injury</td>
<td>275</td>
<td>12.6%</td>
</tr>
<tr>
<td>434 (19.8%)</td>
<td>Commercial robbery</td>
<td>5</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Personal robbery</td>
<td>3</td>
<td>0.1%</td>
</tr>
<tr>
<td>Property offence</td>
<td>Theft from school</td>
<td>200</td>
<td>9.1%</td>
</tr>
<tr>
<td>Reported by:</td>
<td>Theft from shop</td>
<td>67</td>
<td>3.1%</td>
</tr>
<tr>
<td>314 (14.3%)</td>
<td>Stolen parts off outside vehicle</td>
<td>30</td>
<td>1.4%</td>
</tr>
<tr>
<td></td>
<td>Commercial burglary</td>
<td>28</td>
<td>1.3%</td>
</tr>
<tr>
<td></td>
<td>Theft from person</td>
<td>27</td>
<td>1.2%</td>
</tr>
<tr>
<td></td>
<td>Theft from work</td>
<td>20</td>
<td>0.9%</td>
</tr>
<tr>
<td></td>
<td>Stolen a vehicle</td>
<td>8</td>
<td>0.4%</td>
</tr>
<tr>
<td></td>
<td>Stolen parts from inside vehicle</td>
<td>8</td>
<td>0.4%</td>
</tr>
<tr>
<td></td>
<td>Tried to steal a vehicle</td>
<td>7</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>Domestic burglary</td>
<td>4</td>
<td>0.2%</td>
</tr>
<tr>
<td>Serious offence</td>
<td>Assaulted with injury</td>
<td>275</td>
<td>12.6%</td>
</tr>
<tr>
<td>Reported by:</td>
<td>Commercial burglary</td>
<td>28</td>
<td>1.3%</td>
</tr>
<tr>
<td>297 (13.6%)</td>
<td>Theft from person</td>
<td>27</td>
<td>1.2%</td>
</tr>
<tr>
<td></td>
<td>Stolen a vehicle</td>
<td>8</td>
<td>0.4%</td>
</tr>
<tr>
<td></td>
<td>Commercial robbery</td>
<td>5</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Sold Class A drugs</td>
<td>5</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Domestic burglary</td>
<td>4</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Personal robbery</td>
<td>3</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

Alongside the three offence types groupings in Table 8.1 it is interesting to define and look at the most frequent offenders. As touched upon in the introduction to this chapter these have a clear theoretical importance but the question is how to define this group, where to put the cut in the count variable. The obvious choice is the very top, capturing those who reported the highest rate of offending. This would be six or more offences.
and would result in 135, or 7%, of the respondents being included in the definition. This certainly represents the highest available here and the percentage of the population approximately matches the predicted rates for the high rate offenders in other works (such as PPOs and matches Moffitt’s estimated percentage of life-course persisters). Moving to a lower threshold, say four or more offences, would still result in capturing people who are reporting offending more than “a couple of times” and would define around 10% of the sample as high frequency. Capaldi and Patterson (1996) define a frequent offender as someone who has three or more criminal sanctions, but this definition operates under the logic that to receive three full disposals in one year represents a lot more un-convicted offending behaviour26. The OCJS itself actually defines a frequent offender as someone with six or more offences in any one year, and this matches the Narrowing the Justice Gap27 initiative definition (although this too was phrased in terms of convicted offences). There seems, therefore, to be little choice and despite the attraction of boosting the size of the group to increase precision of the estimate, using a basis of six or more offences is the more sensible definition of a frequent offender.

Table 8.2 shows some descriptive statistics on the rates of self-report offending for the 2004 wave of the main dataset used in this work and to those knowledgeable of Youth Justice Statistics may seem slight surprising. Specifically, the ‘violent’ offence rate is five percentage points higher than the property rate, whereas in Youth Justice Statistics these are seen to be of comparable levels. Once the nature of the violent category is taken into consideration, i.e. more or less equally split between with and without injury, then it becomes clear that this difference is entirely to be expected. Violence without injury, especially amongst 10- to 16-year-olds, would very rarely be reported to the police and a more apt comparator to the property offending is in reality the serious grouping (predominantly violence with injury) and the levels are roughly equal. These

26 as the gap between total Crime Survey in England and Wales offences (7.3m) total recorded crime (3.7m) and the number of offenders convicted (1.2m) adequately demonstrates (Home Office, 2014 and Ministry of Justice, 2014)

reported levels are broadly in line with the levels reported in theWikström et al. (2012)
Peterborough setting.

Table 8.2 Number of self-report offences in last year by offence type, 2004 sweep of longitudinaldataset, 16 and under

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Violent</th>
<th>Property</th>
<th>Serious</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq. %</td>
<td>Freq. %</td>
<td>Freq. %</td>
<td>Freq. %</td>
</tr>
<tr>
<td>Binary yes/no</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not in last 12 months</td>
<td>1,456 71.5%</td>
<td>1,673 79.4%</td>
<td>1,746 84.8%</td>
<td>1,825 86.0%</td>
</tr>
<tr>
<td>Offended in last year</td>
<td>581 28.5%</td>
<td>434 20.6%</td>
<td>314 15.2%</td>
<td>297 14.0%</td>
</tr>
<tr>
<td>Total valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(% of grand total)</td>
<td>2,037 93.0%</td>
<td>2,107 96.2%</td>
<td>2,060 94.1%</td>
<td>2,122 96.9%</td>
</tr>
<tr>
<td>Missing</td>
<td>153 7.0%</td>
<td>83 3.8%</td>
<td>130 5.9%</td>
<td>68 3.1%</td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never in last year</td>
<td>1,456 74.6%</td>
<td>1,673 85.7%</td>
<td>1,746 89.4%</td>
<td>1,825 93.5%</td>
</tr>
<tr>
<td>Once in last year</td>
<td>151 7.7%</td>
<td>163 8.4%</td>
<td>95 4.9%</td>
<td>163 8.4%</td>
</tr>
<tr>
<td>Twice</td>
<td>89 4.6%</td>
<td>80 4.1%</td>
<td>63 3.2%</td>
<td>39 2.0%</td>
</tr>
<tr>
<td>Three times</td>
<td>54 2.8%</td>
<td>42 2.2%</td>
<td>21 1.1%</td>
<td>34 1.7%</td>
</tr>
<tr>
<td>Four times</td>
<td>27 1.4%</td>
<td>24 1.2%</td>
<td>18 0.9%</td>
<td>13 0.7%</td>
</tr>
<tr>
<td>Five times</td>
<td>40 2.0%</td>
<td>24 1.2%</td>
<td>14 0.7%</td>
<td>6 0.3%</td>
</tr>
<tr>
<td>Six or more times</td>
<td>135 6.9%</td>
<td>84 4.3%</td>
<td>66 3.4%</td>
<td>34 1.7%</td>
</tr>
<tr>
<td>Total valid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(% of grand total)</td>
<td>1,952 89.1%</td>
<td>2,090 95.4%</td>
<td>2,023 92.4%</td>
<td>2,114 96.5%</td>
</tr>
<tr>
<td>Missing</td>
<td>238 10.9%</td>
<td>100 4.6%</td>
<td>167 7.6%</td>
<td>76 3.5%</td>
</tr>
<tr>
<td>Grand total</td>
<td>2,190 2,190 2,190 2,190</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The problem of missing data needs to be cleared up quickly. It may seem peculiar that the all offendingcategory has a greater number of missing values than the three sub-offence types, and that the binarycategorisation has a lower number of missing values than the count. This is due to the survey design. The respondentwould be asked whether they committed a certain offence and then the CAPI software would go on to ask for details, one of which would be how frequently the offence was committed in the
last year. This latter question could be missed, resulting in a valid yes/no, but a missing count for a specific offending definition. The all offending category would be set to missing if the respondent had missed any of the sub-category questions.

In summary, there are some issues that need to be kept in mind when reaching a conclusion based on these categorisations of offending. Firstly, the majority offence types in each division need to be understood and results need to be phrased in terms of these specific compositions. Second, the limited sample size of some of the groupings (especially frequent offenders) may mean that the precision of any models may be low and there may be a higher probability of type 2 error. A usual way to combat this is to increase sample size (Tabachnick and Fidell, 2005), although this shouldn’t be thought of as a silver bullet, as the difference between statistically significant and statistically insignificant results can often be substantively insignificant. With this in mind, an aspect of the OCJS that has thus far been underutilised in this research can be called upon to strengthen results where needed: namely either including the 567 respondents in the 2004 wave who were excluded due to later year attrition, or in extreme cases all of the years’ data may be pooled. These steps will be discussed where appropriate and a conclusion will be made based on an overall impression of fit across a number of models rather than solely on one set of results.

8.3 Modelling Different Versions of All Offending

This first step will alter the dependent from a binary yes/no in the previous 12 months to a count variable and treat it alternatively as ordinal and continuous. Although the primary distinction in self-report offending surveys is between those who admit having offended and those who do not, the level at which people report offending can also be of interest (Thornberry and Krohn, 2000) and this specification should capture this. Using the finer grained count as either a (truncated at six or more offences) continuous variable or as an ordinal dependent will therefore increase reliability and any consistencies or difference between the models will strengthen any results. This may seem like something of a trivial step and it could be argued that these results will supersede those with a binary dependent variable, and to some extent this is true; it is undeniable that the previous chapter imposed a rather arbitrary cut point at reported
versus did not report when a greater granulation is offered, whilst the following modelling framework captures that knowledge and more. The focus of the previous chapter, however, was on the formulation of the model in the simplest sense, and now that this has been established, results from further analysis can be taken in conjunction with those previously presented. Beyond that, the primary distinction to make is between those who report and those who do not, and the reliability of the self-report is called into increasing question the higher the level of granularity.

Predicted probabilities as calculated via the ‘thought experiment’ (as examined in section 7.4.3) are not as interesting here as the proportions of mediation and their significance. It has been established that both are indicators of the impact of the higher level (level 2) latent components and the proportions of mediation are a more succinct way of expressing this. In the case where the dependent variable is treated as continuous, the caution over a possible approximation in estimating this effect that was described in section 5.7 is no longer the case, and the proportion of mediation is exact as the link function is linear.

The results, along with a restatement of those from the previous chapter (the binary results), can be found in Table 8.3. This table presents only the most relevant parts of Table 7.8, the total effects of neighbourhood disorder or collective efficacy once the other neighbourhood characteristic has been included as in indirect pathway, along with the family reinforcement and discipline variables. All of the regressions/covariances represented by dotted lines in Figure 8.1 are the same in each model (to within estimation error, i.e., three decimal places).
Table 8.3 Proportion of mediation for various measures of all offending

<table>
<thead>
<tr>
<th>Area</th>
<th>Binary</th>
<th>Ordinal</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>19.0%</td>
<td>18.2%</td>
<td>15.0%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-3.3%</td>
<td>-2.9%</td>
<td>-2.5%</td>
</tr>
<tr>
<td>Family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>-6.6%</td>
<td>-8.5%</td>
<td>-9.2%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-17.7%</td>
<td>-19.5%</td>
<td>-22.8%</td>
</tr>
</tbody>
</table>

Before trying to interpret the results, it is worth asking which model is most appropriate. In Chapter 6, and to a lesser extent Chapter 7, the TLI, CFI and RMSEA statistics were used to assess fit. In the current case as only a small component of the model is changing, just the single dependent variable, these fit statistics are to all intents and purposes the same across the specifications. Attention needs to be turned to how well the dependent is modelled and this can be done with reference to the r-squared. For the binary and the ordinal probit regressions the r-squared is 0.45 and 0.46 respectively whereas for the linear regression where the dependent is taken as continuous, the r-squared falls to 0.23. This reiterates the expectation that the continuous version is not appropriate and less weight should be paid to this result.

Despite the relatively bad fit of the continuous version the results in Table 8.1 demonstrate the need to conduct analysis such as this. Whereas in the previous model (the binary case) family discipline had been found not to have a significant effect on offending, in the ordinal and the continuous variant the effect falls the other side of 95% level. Neighbourhood disorder retains its significance at the 99.9% level but the size of the effect is reduced, from 19% to 15% in the continuous version. Set against the increase in the size of the family discipline effect point estimate (i.e. of comparable substantive level, if not of comparable significance) and it can be seen that whereas the results from the previous chapter implied a rejection of the importance of family, this component is firmly back in the picture. The implication and meaning of this will be discussed at the end of the chapter when set within a context of the other crime type dependents.
8.4 Modelling Alternative Offending Types

The following four subsections will present a set of results for violent, property, serious and frequent offending with little commentary as to the implications, before pulling this all together and drawing conclusions capturing all of the results in one narrative.

8.4.1 Violent Offending

When setting the dependent to the suite of measures (binary, ordinal and continuous) of violent offending, the r-squared is lower than for all offending. For the binary and ordinal probit link functions the values are 0.36 and 0.35 respectively, whilst the continuous indicator falls to 0.14. The lack of fit of the count is to be expected for exactly the same reasons as discussed for the all offending and warning as to the validity of these results holds. The regression coefficients represented by the solid lines in the diagram of Figure 8.1 have broadly the same rank order as those given when modelling the all offending dependent, although they are slightly lower and in keeping with the previous section are not presented as little can be seen from this observation that is not also reflected in the mediation effects. Table 8.4 thus presents for violent offending the analogous data as Table 8.3.

The neighbourhood disorder total mediation effect is the only component that is consistently significant and although the effect is roughly the same order of magnitude as with the all offending, as the predictive power of the model on the dependent is lower, the significance level is reduced. Family discipline is significant only for the continuous case, but due to the lack of fit less attention should be paid to this finding and on balance the role of discipline seems to be lower than for all offending. As in all previous models, collective efficacy and familial reinforcement are still insignificant across all specifications.
Table 8.4 Proportion of mediation for various measures of violent offending

<table>
<thead>
<tr>
<th>Mediation via...</th>
<th>Area</th>
<th>Binary</th>
<th></th>
<th>Ordinal</th>
<th></th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prop’tion</td>
<td>Sig level</td>
<td>Prop’tion</td>
<td>Sig level</td>
<td>Prop’tion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mediation</td>
<td></td>
<td>mediation</td>
<td></td>
<td>mediation</td>
</tr>
<tr>
<td>Neighbourhood</td>
<td>Neighbourhood disorder</td>
<td>19.1%</td>
<td>***</td>
<td>16.7%</td>
<td>***</td>
<td>12.4%</td>
</tr>
<tr>
<td>disorder (total)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collective</td>
<td>Collective efficacy (total)</td>
<td>-3.7%</td>
<td>88.6%</td>
<td>-2.7%</td>
<td>79.1%</td>
<td>-1.1%</td>
</tr>
<tr>
<td>efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>Familial reinforcement</td>
<td>-9.5%</td>
<td>78.2%</td>
<td>-10.1%</td>
<td>79.9%</td>
<td>-11.5%</td>
</tr>
<tr>
<td>Family</td>
<td>Familial discipline</td>
<td>-15.8%</td>
<td>87.2%</td>
<td>-17.2%</td>
<td>91.5%</td>
<td>-21.7%</td>
</tr>
</tbody>
</table>

8.4.2 Property Offending

Table 8.5 presents the same results as Table 8.3, this time for property offending. The r-squared here is marginally higher than the all offending at 0.47 and 0.44 for binary and ordinal respectively, but falls 0.16 for the continuous measure, a large reduction and warrants an extra warning on the reliability of these findings. The results show the neighbourhood disorder total effect is again the most consistent mediator, but the relative effect size is reduced from around 19% to 14%. Family discipline again borders significance, but the ordinal version where the r-squared is highest does not show a significant result, indicating the effect of discipline here could be diminished from the all offending model.

Table 8.5 Proportion of mediation for various measures of property offending

<table>
<thead>
<tr>
<th>Mediation via...</th>
<th>Area</th>
<th>Binary</th>
<th></th>
<th>Ordinal</th>
<th></th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prop’tion</td>
<td>Sig level</td>
<td>Prop’tion</td>
<td>Sig level</td>
<td>Prop’tion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mediation</td>
<td></td>
<td>mediation</td>
<td></td>
<td>mediation</td>
</tr>
<tr>
<td>Neighbourhood</td>
<td>Neighbourhood disorder</td>
<td>14.6%</td>
<td>***</td>
<td>14.3%</td>
<td>**</td>
<td>9.6%</td>
</tr>
<tr>
<td>disorder (total)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collective</td>
<td>Collective efficacy (total)</td>
<td>-2.6%</td>
<td>81.7%</td>
<td>-2.9%</td>
<td>81.8%</td>
<td>-2.8%</td>
</tr>
<tr>
<td>efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>Familial reinforcement</td>
<td>2.0%</td>
<td>24.2%</td>
<td>-0.5%</td>
<td>5.6%</td>
<td>-3.9%</td>
</tr>
<tr>
<td>Family</td>
<td>Familial discipline</td>
<td>-18.8%</td>
<td>*</td>
<td>-16.2%</td>
<td>90.2%</td>
<td>-20.7%</td>
</tr>
</tbody>
</table>
8.4.3 Serious Offending

Serious offending has the lowest reporting rate of the main offence types (excluding the frequent definition) and hence it is unsurprising that the r-squared is lowest, at 0.33 for both binary and ordinal and just 0.11 for the continuous version. Neighbourhood disorder’s total effect still mediates the direct effect of individual attitude, but its magnitude and significance level has been reduced. Family discipline is no longer significant in any specification. Table 8.6 refers.

Table 8.6 Proportion of mediation for various measures of serious offending

<table>
<thead>
<tr>
<th>Area</th>
<th>Binary</th>
<th>Ordinal</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prop’t mediation</td>
<td>Sig level</td>
<td>Prop’t mediation</td>
</tr>
<tr>
<td>Neighbourhood disorder  (total)</td>
<td>14.0%</td>
<td>**</td>
<td>9.7%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>0.2%</td>
<td>8.5%</td>
<td>-1.2%</td>
</tr>
<tr>
<td>Family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>6.0%</td>
<td>54.6%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-16.1%</td>
<td>85.0%</td>
<td>-11.3%</td>
</tr>
</tbody>
</table>

8.4.4 Frequent Offending

Incorporating high frequency offenders into the model (Table 8.7) sits apart from the analysis that has gone previously as the data only allows this to be a yes/no distinction. The significance of neighbourhood disorder is further lowered, the point estimate at 11% is lower than any of the previous models and it is the only component that can be seen as a mediator. This leads to a tentative statement that the mediating effects are lower (almost not present) for this type of high-level offender.
### Table 8.7 Proportion of mediation for various high frequency offenders

<table>
<thead>
<tr>
<th>Mediation via...</th>
<th>Prop’tion mediation</th>
<th>Sig level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>11.1%</td>
<td>*</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-4.1%</td>
<td>87.9%</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>-2.5%</td>
<td>23.4%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-16.0%</td>
<td>84.3%</td>
</tr>
</tbody>
</table>

### 8.5 Summary So Far

This chapter so far has presented something of a blizzard of statistical output with very little commentary on what these results mean, hence it is worth taking a moment to take stock of the results and to attempt to pull them together before moving on to testing these conclusions with further analysis. With so many tests the chances of a type 1 (rejection of a true null hypothesis) or type 2 (non-rejection of a false null hypothesis) error increases, and the worry of the data miner becomes non-trivial\(^{28}\); therefore, some level of scepticism about the importance of the significance stars in the tables above is needed.

What appears to be coming though, however, is that the effects of the mediating variables seem to vary with the crime type being used as a dependent. For all offending the range of results over the models seems to be consistent with those from the previous chapter; neighbourhood disorder mediates offending, with those living in areas that they perceive to have higher disorder offending more than an individual who is placed similarly on the criminogenic propensity scale. There is some ambiguity about the role of family discipline which is insignificant for the binary but ‘over the line’ with the ordinal model and the (less reliable) continuous model. For violent and serious offending, the effect of family discipline seems to disappear and for the latter of the

\(^{28}\) For a rather humorous representation of the dangers of focusing solely on an occasional significant result see [http://xkcd.com/882/](http://xkcd.com/882/)
two, serious offending, the importance of neighbourhood disorder is reduced with a lower mediation effect point estimate (from 19% to around 14%) and a lower significance level. For property offending, the mediation effect size of neighbourhood disorder is lower though still significant at most conventional levels but with the family discipline effect size increasing and again bordering significance. Finally, for frequent offending, there is evidence that there is a much reduced set of mediations with only neighbourhood disorder presenting a significant result and at just the 95% level and with a reduced point estimate of 11%, down from the all offending level of 19%.

But are these results to be believed? The results are certainly attractive from a theoretical perspective, with all offending and violent offending (and around seven out of ten who report any offending report violent offending) being mediated by structural perceptions, as would be expected given their spontaneous nature. Property offending (requiring more forethought) and serious offending (including more extreme violence) are less mediated and hence the individual propensity plays a more important role as the deciding factor. For frequent offending this mediation is analytically even less apparent, indicating that the respondent is behaving a little more like the life-course persister model of Moffitt’s theory, the ‘worst’, least controllable individuals. A more sceptical view, however, could claim this is merely a symptom of the data that are being recorded, and specifically the sample sizes available. Section 8.2 of this chapter has already shown that the actual differences between these offence types (especially for violence and serious) amount to a much smaller distinction than the names suggest: namely whether any form of injury was sustained. And both of the frequent and, to a lesser extent, the serious definitions suffer from having relatively low numbers of people reporting having committed these offences. Further analysis can therefore be carried out, making use of a slightly different modelling framework and drawing on the extra years of data and those lost through attrition, to stretch and test these tentative conclusions.
8.6 Testing Conclusions with Further Analysis

8.6.1 Focusing on the Dependents

Structural equation modelling is not bound like normal regression techniques to have just one dependent variable and its versatility means that each of the models that were introduced in section 8.4 (with the exception of all offending, as it is a super-group of the others) can be combined into one modelling framework. This does not affect the point estimates or the standard errors that were estimated for each of the models presented separately in the previous section but it does allow the conditional correlations between the dependents to be assessed and these results are presented in Table 8.8 for both the dichotomous and ordinal version of the model.

Table 8.8 Conditional correlations for the 2004 offending dependents

<table>
<thead>
<tr>
<th></th>
<th>Binary</th>
<th>Ordinal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Violent</td>
<td>Property</td>
</tr>
<tr>
<td>Violent</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Property</td>
<td>0.396</td>
<td>1</td>
</tr>
<tr>
<td>Serious</td>
<td>0.962</td>
<td>0.479</td>
</tr>
<tr>
<td>Frequent</td>
<td>0.719</td>
<td>0.65</td>
</tr>
</tbody>
</table>

The results presented are not overly surprising given the discussed overlap between the measures during the descriptive work, but what is important is the impact that these covariances will have on the model, and the manner in which this will affect interpretation. The most problematic overlap is between serious and violent offending and the value of 0.96 (binary) or 0.89 (ordinal) means that these measures are basically the same and the difference in the model results is most likely due to limited statistical power rather than something substantive. The same is true, though at decreasingly lower levels for frequent offending with violent, frequent with serious and frequent with property offending. The only distinction that can be easily made is between property and violent and property and serious offending. This lack of analytical separation when the dependents are modelled together is troublesome and were these being entered into a regression model as independents there would be a strong case to remove one from the analysis due to collinearity. Analogously, is this attempt to
distinguish these offence types bound to failure and purely a statistical power phenomena?

8.6.2 Focusing on the Mediation and Sample Size

The final piece of analysis for the current chapter is to run the models on different datasets, making use of the extra information that for most of this thesis is not needed. Table 8.9 holds the point estimates and significance levels when the analysis was conducted on three different datasets for each of the offending types using the binary measure of offending. The datasets are the 2004 to 2006 longitudinal version that has been used for the majority of the analysis within the work thus far, the 2004 dataset without excluding the 567 respondents who were not subsequently included in later waves and finally on a 7,666 respondent pooled set of all years’ data where person level fixed effects were added to the model to account for possible intra-person response bias.

The results paint an interesting picture demonstrating the complexity and lack of clarity that the models are actually allowing. Firstly, across all the datasets and within each offending type there is relative stability for the mediating effect of the role of neighbourhood disorder and as sample size increases the standard errors associated with each pathway decreases and consequently the significance level increases. The point estimate of the disorder mediation effect decreases from all and violent offending (around 19%) to property and serious (between 14% and 17%) to frequent (between 10 and 13%), implying that the influence of the mediation effect through disorder (and including the effect through collective efficacy) reduces from all and violent through property and more serious offending to the most troublesome respondents, the frequent offender, where the mediation is lowest.

The conclusion for total mediating effect of collective efficacy and of family reinforcement must be that these are not significant mediators for any offending type. Although collective efficacy appears with a single star, representing 95% significance, for property offending when the analysis is run against the largest dataset, and intuitively this seems to make sense, little attention should be paid to this result. Not
least because it appears just once and the mediation effect is substantively small (2.8%) but also because the intuition that strong local trust and cohesion should protect against property offences melts away once it is recalled that the majority of these offences are theft from school or from shops, which works such as Wikström’s et al. (2012) show happens predominately in urban centres and not in the local area (and hence occur away from the area that the respondent would be referring to when assessing collective efficacy).

Family discipline is once again a troublesome variable and does not follow the patterns demonstrated by the other components, and conclusions about its behaviour are hard to make. The point estimate of the mediation effect alters significantly across the datasets. For the any offending dependent the estimate goes from just under 18% to almost 30% as the sample size increases, and a similar pattern is seen for violent and property offending, and not too dissimilar for frequent offending. The only definition of offending for which the point estimate stays relatively stable is serious offending, and here it is significant only when using the all waves dataset.

Table 8.9 Proportion of mediation for binary measures of different offending types on alternative datasets

<table>
<thead>
<tr>
<th></th>
<th>In longitudinal dataset</th>
<th>All 2004 wave</th>
<th>All waves combined (fixed effects)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prop’tion mediation</td>
<td>Sig level</td>
<td>Prop’tion mediation</td>
</tr>
<tr>
<td><strong>All Offending</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>19.0%</td>
<td>***</td>
<td>20.3%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-3.3%</td>
<td>0.103</td>
<td>-2.1%</td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>-6.6%</td>
<td>0.343</td>
<td>-5.6%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-17.7%</td>
<td>0.058</td>
<td>-25.2%</td>
</tr>
<tr>
<td><strong>Violent Offending</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>19.1%</td>
<td>***</td>
<td>21.1%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-3.7%</td>
<td>0.114</td>
<td>-2.3%</td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>-9.5%</td>
<td>0.218</td>
<td>-8.6%</td>
</tr>
<tr>
<td></td>
<td>In longitudinal dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td></td>
<td>Prop’tion mediation</td>
<td>Sig level</td>
<td>Prop’tion mediation</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-15.8%</td>
<td>0.128</td>
<td>-21.9%</td>
</tr>
<tr>
<td><strong>Property Offending</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>14.6%</td>
<td>***</td>
<td>17.2%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-2.6%</td>
<td>0.183</td>
<td>-1.9%</td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>2.0%</td>
<td>0.758</td>
<td>4.3%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-18.8%</td>
<td>*</td>
<td>-28.8%</td>
</tr>
<tr>
<td><strong>Serious Offending</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>14.0%</td>
<td>**</td>
<td>16.3%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>0.2%</td>
<td>0.915</td>
<td>0.9%</td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>6.0%</td>
<td>0.454</td>
<td>4.3%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-16.1%</td>
<td>0.15</td>
<td>-18.3%</td>
</tr>
<tr>
<td><strong>Frequent Offending</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder (total)</td>
<td>11.1%</td>
<td>*</td>
<td>12.6%</td>
</tr>
<tr>
<td>Collective efficacy (total)</td>
<td>-4.1%</td>
<td>0.121</td>
<td>-4.4%</td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>-2.5%</td>
<td>0.766</td>
<td>-1.6%</td>
</tr>
<tr>
<td>Familial discipline</td>
<td>-16.0%</td>
<td>0.157</td>
<td>-26.7%</td>
</tr>
</tbody>
</table>

### 8.7 Implications and Discussion

After considering what is held by the OCJS in terms of different measures of offending, this chapter has presented a range of slightly different specifications of the model initially defined in the previous chapter. This has included using four different sub definitions of offending (violent, property, serious and frequent) alongside the original all offending dependent. Along with these different definitions, there are different methods of measurement which have utilized the offending count variable present in the dataset for each offence type. To test further the results, each of the four sub-offence
(three when using an ordinal version) types were modelled as dependents in a combined model which allowed the relationship between them to be reiterated. Finally, the datasets upon which the models were run was altered to inspect whether the lack of significant results was a symptom of the low number reporting offences or due to an actual lack of effect.

Initially the results from the analysis pointed towards some substantive differences between the mediating effects for different types of offending. It appeared that neighbourhood disorder was a consistently strong mediator for all and violent offending, with a slightly reduced role for property, a little less still for serious and an even lower level for frequent offending. Neither collective efficacy nor familial reinforcement mediate in any model specification, for any offending type. Familial discipline presents a mixed picture, often bordering a significant effect, and with a point estimate of approximately the same magnitude as the neighbourhood disorder total effect across most offence types and most specifications, meaning that its interpretation is less clear. The negative sign of this mediation is the same problem as highlighted in Chapter 7, and a further discussion of this is again reserved for Chapter 10.

In reality, however, there are some issues with the measurement. The introductory analysis of the offence definitions showed that violent and serious offending are extremely similar, despite their nomenclature, with serious offending a subset of the violent definition. Once this relationship is revisited when the definitions are combined into one model the closeness between serious and violent is again seen to be problematic. This criticism also becomes apparent, though to a lesser extent, for frequent offending and each of the other offending types present. The only seemingly distinct definition is property offending, and this, from the introductory descriptive statistics, is mainly theft from school. This means that it is, at least in part, the statistical power of the tests that are driving the differences in the results.

The number of people reporting serious offending is also rather low, as is the case for the frequent definition and for this reason the models were run on a number of larger datasets (with checks made for the other offending types as well). However, this did
not provide any robust results beyond confirming the importance of neighbourhood disorder. Specifically, the variation in the point estimate of the mediation effect for discipline gave less confidence in the results, but confirmed the irksome nature of trying to pin down this mediation effect.

Overall, this chapter produced some interesting and theoretically attractive results, but conclusions have to be tentative. Given the low response rates to some of the offence types, and the low separation between the different definitions, this analysis will not be carried forward into the controls and longitudinal sections, which will be left to concentrate on the family discipline factor.
Chapter 9

Expanding the Model to Account for Structural Characteristics

9.1 Overview of the Process

This analytical chapter will add exogenous controls to the model. This has not been attempted before, as previous chapters were concerned with creating the measures (Chapter 6), defining the model and the interrelationships between the measured concepts (Chapter 7) and testing the limits of what can be used as a dependent variable (Chapter 8). It is now time to rectify this missing piece of the puzzle.

Section 6.2 demonstrated that an individual’s criminogenic propensity can be accurately measured using survey items from the OCJS and section 7.2 argued that this criminogenic propensity develops before the age of 10, is seen to be stable relative to others thereafter and therefore used this component as an exogenous latent factor within the modelling framework to control for the mediating effects of different known risk factors as reported by the individual. These were referred to as attitudinal or psychological mediators. The other set of possible risk factors that are available in the OCJS were called factual or external measures and were set aside to be dealt with later. It is these that will now be worked into the analysis. As with previous chapters this specification can be represented as a path diagram, and this can be seen in Figure 9.1. The left hand side of the diagram represents that a range of controls can be added to the model, both as manifest survey items and as latent variables.
In keeping with the terminology used to distinguish the mediating risk factors these control variables can also be split into three levels: the individual, the family and higher level factors, and after some discussion, a list of those that are available and suitable can be found in Table 9.2. The key distinguishing feature of an exogenous variable to be added as a control is that it affects the model without being affected by it. Socio-demographics such as age, gender and ethnicity are examples at an individual level, whereas parental divorce, whether the parents have been in trouble with the police and household income would be at the family level. At the higher level there are items such as the neighbourhood index of multiple deprivation (or the sub-domains), region or length of time living in the area. The controls can be continuous, dichotomous, ordinal or latent and are interpreted in the same way as in a normal regression: if they are binary or categorical they would be in terms of the comparisons to a reference category; if continuous, in terms of a one unit change. This one unit change can be standardised in the case where the original scale of the variable is of no meaning (such as the neighbourhood condition) or in terms of a real value (such as for changes in age). As throughout this work the modelling will be done in a stepwise manner, as opposed to
identification of a range of items and then simply adding them all at once. Starting with individual level socio-demographics, it will consider what is possible to measure and add, before incorporating them and then moving to the higher levels.

Referring to Figure 9.1, in the previous chapter pathways a through to g were of little importance as they were invariant under the specification where only the dependent variable was changing. In the current chapter this is rather different and for each of these pathways there will be a different coefficient for each control variable. These will be of substantive importance as they will indicate how the perceptions of the mediators vary due to each control. Similarly, the coefficients h through k will alter depending on the controls added, and hence the indirect effects will also vary. Therefore all pathways will be considered, with proportions of mediation presented for each control. Predicted probabilities could be computed but their presentation would be cumbersome, especially for continuous or controls with many categories, and add little over the approximations that can be assessed via inspection of raw coefficients or via the mediation metric.

9.2 Control Variables for Inclusion

9.2.1 Individual Level Controls

There are two stand-out controls that absolutely need to be added to the model: age and gender. The first of these, age, is one of the defining characteristics of offending, with the age crime curve perhaps the most well-established and consistent findings in criminology (Loeber and Farrington, 2014), though it can be misunderstood. Although the percentage of offenders in the population at a certain age forms an asymmetric bell shape, increasing from late childhood to peak in the teenage years and declining from around the age of 20 onwards, this represents a combination both of individual incidences of offending and the population level prevalence of offenders, with there being some debate around which takes precedence in defining that shape. Different types of offending have been seen to peak at different ages despite there being little specialisation in offending (McVie, 2005; Farrington, 1986; Sampson and Laub, 2003). Although there is some contention as to the nuances of the role of age on offending,
what is undeniable is that it plays a role and therefore must be included. Age, somewhat obviously, is present in the dataset and has no missing values.

The second, gender, is also clearly seen to be associated with changes in the offending rate, though not necessarily as clearly as would be expected looking only at official arrest data. Whereas Youth Justice Statistics reports that male young arrestees are over four times more numerous than female, and the male prison population dwarfs that of females, self-report rates are much closer. Canter (1982) used the 1977 wave of the US National Survey and found significant differences in the proportion and mean number of behaviours between the two genders for the majority of offence types that were available, though the differences were less than the one to four ratio implied by arrest statistics. Gender is present in the dataset and has no missing values.

Beyond these two covariates, there is little else that can be added as a control that would be classified as individual. Ethnicity has played a central part of criminological theory as far back as the early Chicago School (Shaw and Mackay, 1942), with evidence suggesting that observed differences between ethnic groups disappear once items such as socioeconomic status, education levels of both the individual and the family, living standards and early childhood environmental factors are considered (Fergusson et al., 1993), and it has been argued that it is the criminal justice system’s differential reactions to those of different ethnic origin that is the real crux of the issue (Webster, 2015). Unfortunately, the OCJS suffers along with many studies that attempt to investigate ethnic differences in offending through a self-report methodology (Hawkins et al., 2000) and that being of sample size. Although there are headline statistics produced from the OCJS and published by the Ministry of Justice (Sharp and Budd, 2005) in the reduced longitudinal dataset there are only 182 (8.2%) non-white respondents (in the entire 2004 dataset just 250) under 17 years of age. This low number is split across a set of disparate ethnic groups (with extremely low sample size even at the lowest granulation of Asian or Asian British, Black and Black British, mixed and other) and to combine into one super Black Minority Ethnic (BME) group would do little to get over this sample size issue and forcing this wide range of ethnicities into one grouping does not seem
appropriate. Unfortunately, therefore, ethnicity cannot be included, the implication being that this work essentially ignores any ethnic differences.

9.2.2 Family Level Controls

In addition to the two family level mediating variables that are present in the model already a number of covariates can be added to account for a number of the known risk factors as outlined in Chapter 2 and revisited in Chapter 6. Of particular interest are parental divorce, parental criminal involvement, family socioeconomic class and household income, and a measure of each of these can be derived from the data (here family and household are used synonymously).

Parental divorce and parental criminal involvement relies on the recall of the respondent, however it is fair to assume that the reporting of these, given accurate survey administration, will be less prone to misreporting than the endogenous variables. That is not to say that there is no reporting error in these items, especially the police contact question; whether a parent gets in trouble with the police could very well be invisible to a child or indeed the child could protect the parents by deliberate misreporting, but if it is reported one must assume that this reflects an increase in criminal involvement of the parent under the assumption that if the child reports it, it is likely to have happened. These measures are not considered as mediating effects as they are (or will be assumed to be) unaffected by the respondents themselves, i.e. the parents’ criminal involvement or any incidences of divorce/separation is not caused by the children and their reporting is not caused by a psychological state. Problems with children are a rare cause of separation (Cleek and Pearson, 1985; Amato and Previti, 2003) and it is assumed to be similar and clearer for criminal involvement.

Parental criminal involvement (not including driving fines) is recorded into three categories with 90% reporting no trouble, 8% trouble but no report of prison and 2% that their parents had been arrested and subsequently jailed. There are 188 missing values caused by a mix of missing data (non-response, refusal and error) at different stages of the routing and is poorly documented and labelled in the documentation. It is therefore too mixed to include in the analysis as a ‘non-response’ category.
Parental separation is not specifically asked of all respondents but can be measured by questions asking the respondent whether they still have contact with their parents, and if not how often they see the parent in question. In the longitudinal dataset, over 95% still live with their mother whereas 33% (599) do not live with their father. Of those that don’t live with their father, 28% (172 – 8% of the total) reported that they do not see him with a further 26 reporting their father was deceased. This can be used as a proxy for separation, and grouped into three categories (together, separate and still see, separate but don’t see). There are 106 missing values and for the same reason as the parental criminal involvement (an unknown mix of reasons for the non-response) cannot be included in the analysis.

Two more closely related family level variables can be included: namely household socioeconomic classification and household income. A cross-tabulation of the two is presented in Table 9.1 and it contains some alarming figures. Although the split of the population (the column titled ‘prop of sample’) into the socioeconomic classification is broadly similar to that found in other sources (see, for instance, Hills et al., 2015 supplemental tables29) the annual income of these groups is, to put it bluntly, unbelievable. That 14% of employers or high professionals earn less than £10,000 per year is so completely outside the range of possibility that the whole income variable must be rejected. Similarly, that 19% of routine workers earn more than £30,000. Measuring income is a tough challenge and, although it seems remarkably lax, in the OCJS it was simply asked as one question to the respondent who was given a show card and asked to point to their household income. The respondents could have been any age (down to ten years old). This quite clearly has not given accurate results. The household income then shall not be considered further. The socioeconomic classification variable on the other hand, looks more reliable as it matches with other estimates, was specifically asked of the household reference person and has been shown to be highly correlated with household income (Hills, 2010). This measure, therefore, shall be used as a proxy. It has 195 missing values.

29 Particularly the wealth data, which holds population estimates by socioeconomic classification available at casedata.org.uk [accessed March 2015]
Table 9.1 Percentage of OCJS sample in each socioeconomic classification, and percentage of each status by household income

<table>
<thead>
<tr>
<th>Employers or high professionals</th>
<th>Prop of sample</th>
<th>Percentage within each annual income band</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Under £10k</td>
</tr>
<tr>
<td></td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>Lower professionals or higher technicians</td>
<td>23%</td>
<td>25%</td>
</tr>
<tr>
<td>Intermediate occupations</td>
<td>6%</td>
<td>39%</td>
</tr>
<tr>
<td>Small Organisations and own account worker</td>
<td>13%</td>
<td>27%</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>12%</td>
<td>35%</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>13%</td>
<td>34%</td>
</tr>
<tr>
<td>Routine</td>
<td>11%</td>
<td>33%</td>
</tr>
</tbody>
</table>

9.2.3 Higher Level Controls

The most relevant controls to be included at the ‘higher level’ are structural area characteristics, specifically the index of multiple deprivation deciles. These are included for all respondents in the survey in England and split the interval level English index of multiple deprivation (IMD) into decile groups (all Welsh respondents are set to missing). There are four different relatively methodologically consistent versions (2000, 2004, 2007 and 2010 with plans for a 2015 update\(^{30}\)) of the IMD, and the one present here appears to be either the 2000 or 2004 version (it is not entirely clear from the documentation which and this is a point that will be returned to shortly). The IMDs are deprivation indexes based at a small area level (which level depends on the year) and were created by researchers from the University of Oxford for the Department of the Environment, Transport and the Regions, later known as the Office of the Deputy Prime Minister (ODPM), a department that has gone through numerous name changes.

\(^{30}\) There is also a 1998 version called the Index of Local Deprivation and although similarities in method are still apparent to the 2000 version some rather significant changes were made.
and is now called the Department for Communities and Local Government (DCLG). Both the 2000 and 2004 methods follow a similar methodology which can be found in the relevant documentation (Noble et al., 2004). The 2004 overall measure is created from a set of subdomain measures that represent small area indices in themselves for income; employment; health; education, skills and training; barriers to housing and services; the living environment deprivation; and a crime domain. These are formed by taking administrative data on measures such as the unemployment claimant count (employment domain) or the number of emergency admissions to hospital (health), the percentage of adults and children in Income Support households (income) or the number of certain types of crime in the output area. These measures are well known, well used and well tested and details can be found in the Department of the Environment, Transport and the Regions (2000) or the Office of the Deputy Prime Minister (Noble et al., 2004) technical reports.

Two subdomains that deserve specific attention are the Income Deprivation Affecting Children Index (IDACI) and the crime measure. The first, the IDACI, is a further subset of the income subdomain and is defined as the percentage of children in the area under 16 who were living in families in receipt of IS (income support) and JSA-IB (income-based Job Seekers Allowance) or in families in receipt of WFTC/DPTC (Working Families Tax Credit and Disabled Person’s Tax Credit) whose equivalised income is below 60% of the median before housing costs (in both the 2000 and 2004 data). This was not given the name IDACI in the 2000 measure but was called the “child poverty index”. In the OCJS, it is labelled IDACI (as in the 2004 iteration) though given the code “dchild”, in keeping with the 2000 data. The second, the crime subdomain, was compiled for the 2000 data but was found to be lacking data quality and was not included in the overall measure, yet a version of it is present in the OCJS data. It is not clear whether this is the omitted 2000 crime scale or the robustly measured 2004 version, although one may hazard a guess that it is the latter. Fundamentally confusing and due to poor documentation, this could be problematic. A key difference between the 2000 and 2004 indices is that the 2000 set were based at ward level, an administrative electoral division that does not meet the exact standard of the lower super output area level (the smallest Office for National Statistics area classification and
holding between 1,000 and 3,000 people or 400 to 1,200 households) base for the later version. Wards are still of interest as they represent small areas roughly ten to 20 minutes’ walk across. They are, however, larger than LSOA, and vary significantly in size, averaging around 5,500 individuals (larger in urban areas) and this variability was the very reason for the development of the super output area classification scheme (see discussion in section 6.4.1). The earliest OCJS is based on 2003 surveys, but was compiled during 2004 so it is possible that the 2004 IMD could have been included, but it seems tight in terms of the machinery of government and release dates. Personal communication with the NatCen team who worked on the survey found that LSOA is present on the unrestricted micro-data (though unreleasable), but whether the IMD measure is the 2000 or 2004 version is unknown, though there is a slight inclination to believe that it is the 2004 due to the inclusion of the crime domain and the LSOA markers. Despite this confusion as to the exact measure present, the possible importance of the IMD and subdomains means that they should not be rejected, rather the possible confusion noted and the measures carried forward. Alongside the overall index the subdomains of crime, income and the ‘IDACI’ are of interest, though these cannot all be included together due to collinearity, though can be included individually in different specifications. The IMD and its related subdomains are all coded such that a higher number (on the scale one to ten) represents greater deprivation.

As well as the official measure of area structure each interviewer, when arriving at the respondent’s household, completed a set of questions about the conditions that they observed in the local area, namely ‘How common is litter or rubbish in the immediate area?’, ‘How common is vandalism, graffiti or damage to property?’ and ‘How common are homes in poor condition?’. Each of these was answered on a 4 point Likert scale (1 = not at all common, 2 = not very common, 3 = fairly common, 4 = very common) and when analysed in a measurement model fits a one factor solution extremely satisfactorily with CFI = TLI = 1, RMSEA = 0.000 and WRMR = 0.001 and all standardised factor loading over 0.9. As a latent variable any missing values on the manifest variables does not lead to missing values on the latent part as the distributional assumptions mean Mplus estimation does not need complete data. This can be included in the model and referred to as neighbourhood condition, a slight difference in nomenclature from Brunton-Smith
and Sturgis’s (2011) analogous British Crime Survey measure that they refer to as neighbourhood disorder. It was felt that neighbourhood condition better represented this concept (and this was discussed in section 6.4.4). As this is assessed by the interviewer, rather than the interviewee, this is an exogenous variable.

One final area level measure that is to be included is a rural/urban split and is present in the data splitting whether the respondent is living in an urban area with more than 10,000 people (80%), town or fringe (10%) or village, hamlet and isolated dwelling (also 10%).

Chapter 6 included school and peer influences as possible risk factors of interest and these would fit here as higher level controls. There are two reasons why these shall not be pursued. The first is that they are not the focus of the current work, which focuses on area level mechanisms at the higher level. The second is that most are simply not available in exogenous, rather than mediating, form. For school influences, for instance, there are a range of questions on opinions about school, but these (in the same way that the area and family level variables were included from Chapter 7) would act as endogenous mediating variables. Including these would require the model specification outlined in Chapter 7 to be extended and, without strong theoretical reasons for their inclusion and previous measurement models that can be aped, this would cloud the understanding of what is currently present. Variables such as expulsion or suspension could be included exogenously but have relatively low report rates (148, 6%, had been suspended and 54 had been expelled) and, again, this is not the focus so these are left out. This could be the subject of future work.

One set of measures that stands as something as an exception is peer influences, or to use common language, gang membership. This was the subject of a specific OCJS Ministry of Justice paper (Sharp et al., 2006) which found that around 6% of respondents were members of what they defined to be delinquent youth groups, or DYGs. The definition applied is a version of the ‘Eurogang Network’ standard

---

31 such as “My school has clear rules about behaviour” and “It is easy to play truant or skip lessons at my school”
(Weerman et al., 2009) which includes as part of its definition that “the group has engaged in delinquent or criminal behaviour together in the last 12 months” and therefore there is a strong circularity with any offending dependent: a member of a DYG is only defined as such if they offended. More broadly, the definition of a ‘gang’ has received considerable attention (to say the least, see for instance Cloward and Ohli, 1993) and the Eurogang definition has been subject to considerable debate (Aldridge et al., 2011). This circularity in the possible OCJS definition and the varying ways in which a gang can be conceptualised leaves it as too broad a subject to include here but again could form part of future work.

9.2.4 Review of controls for inclusion and a note on missing values

Table 9.2 summarises the controls that are to be included in the model and whilst there are some obvious missing covariates (ethnicity, a decent measure of income, anything about schools or gangs) these represent a good number of the possible risk factors, and when coupled with those already in the model as mediators they match well and seem relatively comprehensive. Chapter 6 demonstrated that the individual attitude represents much of what has previously been cast as individual risk factors. At the family level the omission of family size is a weakness but cannot be overcome due to data issues, neither can instances of child abuse or time spent in care, as already mentioned in Chapter 6. Parental conflict and family disruption are proxied through separation from the father, and family criminality (to a limited extent in that it relies on the child’s recall) is present.
Table 9.2 Control variables for inclusion

<table>
<thead>
<tr>
<th>Control</th>
<th>Variable</th>
<th>Missing values¹</th>
<th>Measurement type and notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Sex</td>
<td>None</td>
<td>Binary, reference male</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>None</td>
<td>Continuous, range 10 to 16</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental divorce</td>
<td>Whether lives with father and if not how often they see</td>
<td>106 (4.8%)</td>
<td>Ordinal: live together, separate but see, and separate but don’t see and binary together/separated. Reference together.</td>
</tr>
<tr>
<td>Parental criminality</td>
<td>Combination of reported of parental trouble with police/time in prison</td>
<td>188 (8.6%)</td>
<td>Ordinal, never, trouble, prison. Reference never.</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>NSSEC of the Household reference person</td>
<td>195 (8.9%)</td>
<td>7 category ordinal variable with close relationship to income. Reference category chosen to be intermediate.</td>
</tr>
<tr>
<td><strong>Higher</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Index of multiple deprivation and subdomains</td>
<td>Variously IMD decile, crime decile, income decile and IDACI</td>
<td>159 (7.4%) – including all 151 Welsh respondents</td>
<td>These cannot all be included at once and can be considered either as continuous or, more strictly, ordinal. For simplicity these will be approached as continuous variables. Low score is less deprivation.</td>
</tr>
<tr>
<td>Neighbourhood Condition</td>
<td>Formed interviewer impressions of area</td>
<td>None</td>
<td>Latent standardised continuous variable</td>
</tr>
<tr>
<td>Rural/Urban</td>
<td>Urban/fringe/rural</td>
<td>9 (&lt;1%)</td>
<td>Ordinal with reference category the urban environment</td>
</tr>
</tbody>
</table>

¹ number and percentage of missing values in the longitudinal dataset

In the measurement and structural chapters, little attention was paid to missing values, yet throughout the discussion in this section the number of missing values has been highlighted repeatedly, despite being relatively low at under 9% for all variables. The reason for this is that the variables discussed in this chapter are exogenous covariates and are added to the model without the distributional assumptions of components within the model. This means that when a control variable response for a certain respondent is missing, the person is deleted (case-wise) from the dataset, reducing the sample size.

Including all three family level controls would result in 477 cases being deleted from the dataset, with 440 cases missing on just one value. Adding the IMD variable
increases the missingness to 595 cases, or 27.2% of the sample (adding in the rural/urban split does not increase the number missing). With such a reduction in sample sizes, it is good practice therefore that these components be added as controls sequentially and checks made. Adding each control individually, however, would lead to an unmanageable number of coefficients to interpret and therefore a level of parsimony is needed. As a compromise then, this work shall take the form of adding individual controls, then all of the family and then all of the higher order components together.

9.3 Control Variable Results

Table 9.3 presents something of a smorgasbord of results from the models described above. The results from four different models are presented sequentially, listed as the base model (from Chapter 7), with age and gender as controls, then with the family level covariates added and finally with the area level components. Whether the results are presented in standardised form or not depends on whether the original variable has a meaningful scale. In the case of the neighbourhood condition, assessed by the interviewer and formed as a latent variable, or individual attitude the results are standardised, whereas for categories such as gender, socioeconomic class or guardian’s trouble with the police these are in terms of comparisons to the (stated) reference category. For continuous variables such as age and the decile of the index of multiple deprivation they are in terms of a one unit change in the original variable. Results are presented if they are significant at the 90% level (no star) through to 99.9% (three star).

Model fit for each model is adequate, despite the lower need for this in structural models, with an RMSEA around 0.035 for each, and a CFI and TLI around the 0.91 to 0.92 level. The dependent variable is the dichotomous reported offending/did not offend in the previous 12 months as used in Chapter 7.

The first four columns of numbers, the effects on the mediators, are regressions of the mediating variables onto the control variables and, as these mediators are latent continuous variables, represent the effect of a change in standard deviations of the mediator either by one standard deviation (in the case of latent controls), one unit (for the continuous), or in reference to the omitted category (for the categorical) of the listed
<table>
<thead>
<tr>
<th>Pathway in figure 9.1</th>
<th>ND (total)</th>
<th>CE (total)</th>
<th>FAR</th>
<th>FAD</th>
<th>Direct effect on offend</th>
<th>ND (total)</th>
<th>CE (total)</th>
<th>FAR</th>
<th>FAD</th>
<th>Indirect effects through mediators</th>
<th>Total effect on offend</th>
<th>Proportion of mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Base Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Attitude</td>
<td>0.33***</td>
<td>0.28***</td>
<td>0.57***</td>
<td>0.7***</td>
<td>0.72***</td>
<td>0.12***</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.11</td>
<td>0.61***</td>
<td>19%***</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.14**</td>
<td>n/s</td>
<td>-0.08</td>
<td>-0.31***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.3***</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>0.02</td>
<td>0.08***</td>
<td>0.15***</td>
<td>0.13***</td>
<td>0.05***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.14***</td>
<td>38%***</td>
<td>n/s ind</td>
</tr>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Attitude</td>
<td>0.24***</td>
<td>0.27***</td>
<td>0.53***</td>
<td>0.59***</td>
<td>0.68***</td>
<td>0.09***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.58***</td>
<td>16%***</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.14**</td>
<td>n/s</td>
<td>-0.08</td>
<td>-0.31***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.3***</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>0.02</td>
<td>0.08***</td>
<td>0.15***</td>
<td>0.13***</td>
<td>0.05***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.14***</td>
<td>38%***</td>
<td>n/s ind</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Attitude</td>
<td>0.2***</td>
<td>0.26***</td>
<td>0.52***</td>
<td>0.58***</td>
<td>0.7***</td>
<td>0.08***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.58***</td>
<td>13%**</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.12*</td>
<td>n/s</td>
<td>-0.1</td>
<td>-0.29***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.31***</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>n/s</td>
<td>0.07***</td>
<td>0.15***</td>
<td>0.11***</td>
<td>0.05***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.13***</td>
<td>41%**</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate but see</td>
<td>n/s</td>
<td>0.14*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>10%**</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Separate don’t see</td>
<td>0.19***</td>
<td>0.3***</td>
<td>0.24</td>
<td>n/s</td>
<td>n/s</td>
<td>0.17*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>4%**</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.18***</td>
<td>0.17</td>
<td>0.41**</td>
<td>0.31**</td>
<td>0.35*</td>
<td>0.16*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.36**</td>
<td>45%*</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.31**</td>
<td>n/s</td>
<td>0.45*</td>
<td>0.33</td>
<td>0.54*</td>
<td>0.28*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.67**</td>
<td>42%*</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Employers or high professionals</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.32**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Lower managerial and professional</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Intermediate (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small Organisations and own account worker</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>0.16*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.14*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Routine</td>
<td>0.13</td>
<td>0.36**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.12</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Pathway in figure 9.1</td>
<td>Effects on mediators</td>
<td>Direct effect on offend</td>
<td>Indirect effects through mediators</td>
<td>Total effect on offend</td>
<td>Proportion of mediation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
</tr>
<tr>
<td>Individual attitude</td>
<td>0.2***</td>
<td>0.26***</td>
<td>0.52***</td>
<td>0.56***</td>
<td>0.69***</td>
<td>0.07***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.59***</td>
<td>12%**, n/s ind</td>
<td>n/s</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.1</td>
<td>n/s</td>
<td>-0.12*</td>
<td>-0.31***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.32***</td>
<td>n/s ind</td>
<td>n/s</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>n/s</td>
<td>0.08***</td>
<td>0.16***</td>
<td>0.11***</td>
<td>0.05***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.13***</td>
<td>39%,**, n/s ind</td>
<td>n/s</td>
</tr>
<tr>
<td>Live together (ref)</td>
<td>n/s</td>
<td>0.13</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td></td>
<td>n/s</td>
<td>0.16**</td>
<td>0.25**</td>
<td>0.29*</td>
<td>n/s</td>
<td>0.14*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.25</td>
<td>54%,*</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - No trouble</td>
<td>n/s</td>
<td>0.44**</td>
<td>0.29**</td>
<td>0.34*</td>
<td>0.14*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.36**</td>
<td>38%,*</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.16**</td>
<td>n/s</td>
<td>0.34</td>
<td>0.46</td>
<td>0.25*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.6**</td>
<td>43%,*</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.29**</td>
<td>n/s</td>
<td>n/s</td>
<td>0.34</td>
<td>0.46</td>
<td>0.25*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Employers or high professionals</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.36**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower managerial and professional</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Intermediate (ref)</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Small Organisations</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>and own account worker</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Routine</td>
<td>n/s</td>
<td>0.29*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.32</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>IMD decile</td>
<td>0.03***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.03</td>
<td>0.03**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Neighbourhood condition</td>
<td>0.25***</td>
<td>0.16***</td>
<td>n/s</td>
<td>0.08*</td>
<td>n/s</td>
<td>0.09**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Urban (ref)</td>
<td>n/s</td>
<td>-0.19*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.2**</td>
<td>-0.49***</td>
<td>n/s</td>
<td>-0.18</td>
<td>-0.33*</td>
<td>-0.17*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.34**</td>
<td>50%,*</td>
<td>n/s ind</td>
</tr>
</tbody>
</table>

*** = 99.9% significant, ** = 99% significant, * = 95% significant, no star = significant at 90% level. Lower significance otherwise.
variable. It is worth recalling from Chapter 7 the direction in which these moderators are coded; higher scores are ‘more criminogenic’, i.e. worse disorder, lower collective efficacy, lower reinforcement or less harsh discipline.

Individual attitude has a relatively stable effect across the model specification, with more criminogenic people reporting more disorder, lower collective efficacy, worse familial reinforcement and lower discipline, with the largest effects being on the familial discipline. Age and gender have similarly stable interpretation across the models with females generally reporting worse collective efficacy and slightly better discipline. For age, for every extra year, reports of disorder seem to increase at about the same rate as lower reinforcement but low discipline is reported as increasing at a greater rate. Focusing on the second model (which is consistent with the third, with area added) whether the guardian has been in trouble with the police and how seriously seems to worsen the perceptions of disorder, reinforcement and discipline. The father being separated from the family home, and the respondent not seeing him, seems to also increase the reported levels of disorder, efficacy and reinforcement. There does not seem to be any real consistent gradient to effects by socioeconomic class in comparison to the intermediate group, with only a few significant results (the highest households appear to have less-strict levels of discipline, the semi-routine and the routine seem to report worse disorder and collective efficacy) that for the main disappear once area structure is also controlled for, indicating that either the effect was erroneous, or linked to the neighbourhood of the respondent.

Finally, there are some interesting effects on the mediators by the structural area measures. Whilst none seem to have consistent and strong effects on the familial moderators, a worse area (as measured by the IMD) increases perception of disorder and low collective efficacy slightly but significantly, and as a ten-point scale means that respondents in the most deprived areas have rather different views to those in the least. Neighbourhood condition increases perceptions of disorder, though the effect is lower than would be expected given the broad similarity in the two measures and points to the difference between the individual respondent’s view of their area and the view recorded by the interviewer. Neighbourhood condition also lowers collective efficacy
significantly, but as a standardised variable the effect size of this is broadly comparable to the effect of IMD. Living in a small town or an urban fringe increases perceived collective efficacy, and living in a rural area lowers perceptions of disorder and raises perceptions of collective efficacy (both when compared to living in an urban area).

The next column, titled *direct effects on offending*, is useful in that it gives a handle on the effect that the control variables have on offending without the mediation but in this modelling framework, as there are no instances of full mediation, it is reiterated in a more complete manner in the *total effect on offending* column. As the ultimate regressions onto the dependent variable are probit regressions, as discussed extensively in Chapter 4, interpretation of these values is imprecise and depends on the values of the other components within the model. They are, however, indicative of effect size. In short, and focusing on model 3:

- a higher criminogenic propensity (measured via individual attitude) increases offending (as in the original model, though with a slightly muted effect);
- females report offending less than males, equivalent to about half a standard deviation change in individual attitude;
- older respondents report more offending;
- being separated from the father and not seeing them increases offending over whether the parents live together, but separation still with contact seems to make no difference;
- the guardians being in trouble with the police seems to have rather large effects on reported offending, larger than the gender effect, and if they have been in prison increases it still further; and,
- there are no total effects on reported offending by the structural characteristics of area that are included in the model, bar living in a rural environment (which lowers reported offending).

As for indirect effects through the mediators, and the coupled proportions of mediation, there are few effects to be noted. This is either as the mediator has no effect, or that the total effect of the control variable on offending has no relevance. There are, of course, exceptions and all effects are found to operate through neighbourhood
disorder. Increases in individual attitude are amplified when the respondent also reports lower neighbourhood disorder (and this is partly caused by the routing through lower perceived collective efficacy as previously highlighted in Chapter 7). The age effect, too, is amplified by reporting worse disorder, as is separation from parents, guardian’s trouble with the police and living in rural setting. In summary, *perceiving* the area to be worse, to have more disorder, amplifies the effect of these risk factors, and part of that amplification can operate through the perception of the collective efficacy of the area.

What has not been presented here is the modelling using the alternative classification of the index of multiple deprivation, i.e. the subdomains. These results can be found in Appendix A and hold very few differences to the overall IMD measure. This is not overly surprising, though was worth checking, given that the raw LSOA based figures for the 2004 index correlate at over 0.9 for income, IDACI and the overall measures, with the crime correlating slightly lower at 0.6 (and in the OCJS data there is a similarly strong linear relationship).

### 9.4 Control Discussion

The results presented in this chapter provide an absolutely central component of the substantive findings in this thesis. There are three particularly important findings. The first is that structural characteristics of the family (divorce and criminality) seem to increase the likelihood of offending, shown by the large and significant total effects of parental separation with no contact with the father and by the direct effect of family criminality, yet socioeconomic status seems to have no effect. The second is that the structural characteristics of the area (the deprivation level as measured by the index of multiple deprivation or the subdomains and the interviewer assessed neighbourhood condition) does not seem to impact on reported offending, nor does it change the importance of the mediation by perception of neighbourhood. The third finding is the manner in which the mediating perceptions of the area amplify the individual and family level risk factors, and that this amplification is again operating though neighbourhood disorder.
It should be stressed that individual attitude again plays a vital role in determining the rate of self-report offending, as was previously found in Chapter 7, though with a slightly lower effect. With such a range of other coefficients and findings it would be possible to overlook this most central of components. The results from the previous modelling seem to be robust to the inclusion of these control variables and this chapter does not supersede those results found in Chapter 7 but adds to the knowledge that can be taken from this thesis as a whole. So on top of the effect of the criminogenic propensity and its mediation via the disorder (with efficacy) found in Chapter 7, this current chapter also shows that the other risk factors mentioned in the previous chapter are also mediated in the same manner.

The relationship of self-report offending with age and with gender is not new, though the presence of substantively large effects for both of these variables gives credence to the model, as it would be of concern were these not apparent. Some of the corollaries from this approach in terms of the apparent relationships between the control variables and the perceived mediators are also interesting, that age increases perceptions of all of the mediators, barring collective efficacy, and that females report higher collective efficacy but weaker discipline is noteworthy, if not something that leads to clear policy implications (though could play a role in targeting of any top-down policy implementation).

This is illuminating analysis but there are of course a number of limitations. Only a certain set of controls have been added to the model and it is possible that some of relevance have been missed, such as family size or residential instability. These were unable to be measured using the OCJS and their omissions are unfortunate, though the most important components were included.

Although more than satisfactory in terms of substantive findings, it would also be possible to refine the modelling technique still further. No interaction effects have been included and there could very well be a divergence between, say, the effects of age dependent on the gender of the respondent, or that respondents with criminogenic families live disproportionately in poorer, highly disordered neighbourhoods. This latter point about criminogenic families, however, is not reflected in the data: though
there is a slight gradient towards the percentage of respondents living in the poorest
neighbourhoods (if treating the IMD as continuous, the average IMD score is 5.8 for
those with a parent who has been in trouble with the police or in prison, whereas for
the other group it is 6.5 and therefore less deprived) this difference is not statistically
significant (one tailed t-test p = 0.105). One interaction that would be deserving of more
attention were the results more clearly significant is between the socioeconomic class of
the household and the area deprivation level; 25% of the employers or higher
professionals live in the least deprived areas, with only 4% in the most deprived and
conversely for the routine worker households 2% are in the wealthiest areas compared
to 15% in the worst. Given that neither of these covariates seem to affect offending
though, there is little reason to suspect that their combination would.

It is also possible that females and males have different behavioural models altogether
and that, say, collective efficacy takes on a different role as a mediator dependent on the
gender of the individual. This analysis is achievable but would greatly elongate the
chapter and there does not seem to be justification in the literature strong enough to
imply that gender is such a defining characteristic of young adolescent’s perceptions of
their environment. The analysis would of interest, though would most likely reduce to
that presented here in terms of findings. Parsimony is the name of the game and this
analysis, though experimented with away from the write-up and lacking any results,
won’t be explored further.
Chapter 10

Towards a Longitudinal Model

10.1 Scope of the Chapter

The majority of the analysis up to this point has taken place on a dataset that was specifically created to include only those who were interviewed in all of the 2004, 2005 and 2006 waves of the OCJS study. This has been to give consistency across the piece, and with such low attrition between the waves (losing just 567 respondents) it has no impact upon the results, but use of the longitudinal components of the data has been conspicuous by its absence. This final analytical chapter will attempt to utilise, as far as practicably possible, this extra information and will complete the analytical picture.

It would not have been possible to attempt this longitudinal analysis without the work that has gone before: without the measurement chapter there would have been no components upon which to base the analysis; without the first structural definitions there would be no framework within which to link these concepts; without attempting to model different dependents there would be a tendency to over-stretch that framework; and without the careful procession through the various different control variables to be added there could be erroneous components added to the model that do not shed any significant light upon the matter at hand. To quote Little (2013), “The starting point for a panel model will depend on your theoretical expectations and the guidance from past work. The more theory you have about which effects will be direct and which ones will be adequately captured as indirect relations, the better” (p189).

Longitudinal mediation analysis, particularly with a SEM methodology, is not a simple procedure and many checks need to be made before proceeding. Unfortunately the data at hand only pass some of these (as will be demonstrated) and the complexity of the model renders the most thorough analysis unachievable. As throughout the work, a pragmatic approach will be taken. The central question that this chapter will address is
how the position that a respondent reports they find themselves in at the beginning of
the survey affects their reported behaviour towards the end of the period. Before
moving on to taking this pragmatic approach, it is first necessary to address why the
more ‘complete’ longitudinal model cannot be constructed.

10.2 An Overview of Longitudinal Modelling with SEM

10.2.1 Measurement Invariance

Of primary importance when conducting longitudinal analysis is that the measures
being used are the same at each cross-sectional time point. When using manifest
variables as the basis for analysis this assessment is formed from considerations of
question reliability and replicability but within SEM this assumption is testable. This is
called factorial invariance and is conducted in the same way in which multi-group
analysis invariance is tested. Little (2013) provides a short table outlining the different
types of invariance that should be considered along with the mathematical formulas
that match to each level. The substantive points are repeated in Table 10.1 leaving the
mathematics aside and adding an explanation of what each level means.

<table>
<thead>
<tr>
<th>Level</th>
<th>Invariance type</th>
<th>Alternative name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Configural</td>
<td>Pattern invariance</td>
<td>The model specifications (number of factors and loading pattern) are the same at both time points</td>
</tr>
<tr>
<td>1</td>
<td>Weak factorial</td>
<td>Metric invariance</td>
<td>The regression coefficients of each manifest item onto the factors are statistically the same across time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Loading invariance</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Strong factorial</td>
<td>Scalar invariance</td>
<td>The mean value of latent variables are the same across time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intercept invariance</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Strict factorial</td>
<td>Error variance invariance</td>
<td>The residuals, or error terms, for each manifest item are statistically the same</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Residual invariance</td>
<td></td>
</tr>
</tbody>
</table>

The first level, level 0 or configural invariance, is more of a qualitative assessment. Are
the patterns of associations the same at both time points, and do both models fit (as
assessed in the way as described in Chapter 5)? This is straightforward to judge and
holds true for all the measurement models that have been used in this work. In testing
the ‘higher’ levels of invariance this model is used as the baseline to which to compare.
The process proceeds by fitting the configural model for each time point (or group, if conducting multi-group analysis), then placing constraints upon the model and assessing whether the resultant implied covariance matrix is significantly different from the baseline models. To assess weak factorial invariance, the regression coefficients are constrained to be equal with no other constraints; for strong factorial invariance the means and the intercepts of the regression coefficients are also set to be equal; and for strict invariance the residuals or error terms of the manifest items are also constrained. Assessment of equality of the model is typically conducted via chi-squared tests and applying a 99% significance level of confidence that both are the same (where the number of degrees of freedom is a function of the number of regression coefficients/means/intercepts/residuals that are forced together that would not have already been fixed for identifiability). Some Monte Carlo simulation studies (Cheung and Rensworth, 2002 and Meade et al., 2006) have suggested that a change in overall CFI of less than 0.01 would be better suited as the chi-squared test is highly influenced by trivial fluctuations. As with a good many tests used in this work and in SEM modelling in general, these rules are not hard and fast but merely guidelines (Little, 2013) and a judgement based on multiple approaches is best.

As there is debate as to the testing criteria for invariance, so too is there some debate as to the level of invariance that is needed before longitudinal modelling can proceed. Little (2013) recommends that strict factorial invariance is not used, in almost all situations. The reason being that this not only constrains the indicator specific information, but also the manifest variables’ random error to be the same across time; a rare and overly prescriptive situation. As to whether weak or strong invariance is needed, Little actually puts forward a middle ground, ‘partial strong invariance’, and claims this to be the bare minimum. Partial strong invariance means that the means/intercepts of the latent variables and the loading of the manifest items are the same, with the exception of one or two (loadings or intercepts).

Mplus can obviously be used to assess all types of invariance though in some cases is a little more involved. Mplus7 implemented a set of commands to shorten checks on single order latent measurement models which do not have a mix of binary and ordinal
variables. To assess more complex models a little more attention needs to be paid, especially with categorical data as the threshold values take the role of the intercepts. Checks for familial reinforcement, family discipline, collective efficacy and neighbourhood disorder separately or combined with their respective partner (area or family) are straightforward and the results are in Table 10.2. The only failure when the most strenuous criteria is applied is found with the chi-squared test when testing invariance of both discipline and reinforcement together between 2004 and 2006 but, as these chi-squared tests are thought to be less reliable than the change in the CFI, all constructs pass and have strong factorial invariance.

Table 10.2 Testing strong factorial invariance for family and area latent variables

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \Delta \chi^2 )</td>
<td>p</td>
<td>( \Delta \text{CFI} )</td>
<td>( \Delta \chi^2 )</td>
<td>p</td>
<td>( \Delta \text{CFI} )</td>
</tr>
<tr>
<td><strong>Area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood disorder</td>
<td>4.43</td>
<td>0.11</td>
<td>0</td>
<td>1.79</td>
<td>0.41</td>
<td>0</td>
</tr>
<tr>
<td>Collective efficacy</td>
<td>14.79</td>
<td>0.32</td>
<td>0</td>
<td>12.55</td>
<td>0.48</td>
<td>0.001</td>
</tr>
<tr>
<td>Both together</td>
<td>20.71</td>
<td>0.24</td>
<td>0</td>
<td>14.57</td>
<td>0.63</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familial reinforcement</td>
<td>1.55</td>
<td>0.46</td>
<td>0.002</td>
<td>0.61</td>
<td>0.73</td>
<td>0</td>
</tr>
<tr>
<td>Familial Discipline</td>
<td>4.64</td>
<td>0.59</td>
<td>0.003</td>
<td>4.81</td>
<td>0.57</td>
<td>0.02</td>
</tr>
<tr>
<td>Both together</td>
<td>9.01</td>
<td>0.53</td>
<td>0.001</td>
<td>15.03</td>
<td>0.13</td>
<td>0.01</td>
</tr>
</tbody>
</table>

To test the invariance of the individual attitude construct is where the modelling becomes a little more involved. In that this is a second order construct a few extra steps are needed. Chen et al. (2005) outline the procedure needed to test second order constructs by sandwiching checks at the different orders into those presented in Table 10.1. After fitting the configuration model, the first order factor loadings should be tested for equivalence, then the second order, before moving on to testing the first and second order intercepts and means. They also test for strict invariance at each level, though in keeping with Little’s guidance this is deemed over-prescriptive for the current work. Table 10.3 presents the results and these demonstrate that overall, the measures are equivalent across the years. It appears that the 2004 measure is slightly
less consistent, in that when it is compared to either of the other two years it fails the chi-squared test, but judged by the CFI criteria it can still be claimed to be equivalent.

Table 10.3 Testing strong factorial invariance for individual attitude

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta \chi^2$</td>
<td>p</td>
<td>$\Delta$CFI</td>
<td>$\Delta \chi^2$</td>
<td>p</td>
<td>$\Delta$CFI</td>
<td>$\Delta \chi^2$</td>
<td>p</td>
</tr>
<tr>
<td>First order strong invariance</td>
<td>51.30</td>
<td>0.06</td>
<td>0.001</td>
<td>38.28</td>
<td>0.36</td>
<td>0.001</td>
<td>78.75</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>First order strong, second weak invariance</td>
<td>52.08</td>
<td>0.05</td>
<td>0.001</td>
<td>39.36</td>
<td>0.36</td>
<td>0</td>
<td>82.45</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>First and second order strong invariance</td>
<td>83.62</td>
<td>&lt;0.001</td>
<td>0.001</td>
<td>48.91</td>
<td>0.18</td>
<td>0.002</td>
<td>170.53</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

10.2.2 Sample Size and Power

As noted in Chapter 4, the OCJS questionnaire varies for respondents of different ages. Of particular relevance to the current work is that the questions that make up individual attitude are only asked of those aged 16 years or under. A respondent who was 16 in the 2004 wave was asked one set of questions and at the next interview occasion (assuming that they had had a birthday in-between) they would be asked another set. When trying to link these question across time, therefore, an immediate restriction that needs to be put on the analysis is that all respondents are aged 16 or under in 2006. This reduces the sample size from a possible 2,190 (as has been used when modelling based on the panel data cross-sectionally) to 1,558 and only covers those aged 14 or under in 2004 (though there are three respondents who were 15 in 2006 and presumably must had been interviewed just after a birthday in 2004 and just before in 2006). This was the sample size used in the preceding section.

A sample size of just over 1,500 respondents seems relatively large, certainly larger than the types of sample size used in standard political opinion polls or the like. When assessing fit of longitudinally modelled latent constructs the number of degrees of freedom increases, and hence the power needed to assess fit also increases. For instance, if a latent variable were to have three indicators (manifest variables), this would mean...
that when modelling cross-sectionally it would have 24 degrees of freedom. When modelled longitudinally, the degrees of freedom doesn’t quite increase exponentially (as for each measurement occasion residuals amongst repeated items are set to be correlated), but it does indeed go up significantly. Little (2013, p131) provides an example and demonstrates that the degree of freedom over three years for a three item latent construct is 261. For more detail, consultation of Little’s book is encouraged but the take-home message is that the degrees of freedom increase and consequently the ability to detect misfit decreases. In short, to make reliability judgements about measurement models in a longitudinal setting requires larger sample sizes.

Detecting whether a model fits, however, is only half of the argument; the other being detecting whether a given coefficient is significantly different from zero (or any other specified value). Little (2013) explains that the sample size needed for a SEM model depends on a number of factors, effect size, degrees of freedom and model complexity and rejects traditional rules of thumb for determining sample size such as ten cases per parameter (Bentler and Chou, 1987) but is clear in stating that “complex models, such as continuous time models, longitudinal multi-trait/multi-method models, models with higher order factor structures and multilevel longitudinal models… typically make greater demands on the data and, as such, would require larger sample sizes in order to gain greater precision” (Little, 2013, p127). A full discussion about the intricacies of the calculations for adequate sample size is somewhat beyond the scope of the current work but the guidance is clear. The models in the current work are complex and hold higher order factor structures, so whilst the 1,500 size is not too small, caution needs to be exercised and parsimonious models are the aim.

10.2.3 Longitudinal Structure

Before moving on to start to model the longitudinal structure of the data the first consideration is whether the spacing of the measures is meaningful and adequately covers the development period of interest, and it is of importance that there is some level of change between time points. If one were to be developing a study from scratch, a careful review of the theoretical literature on the developmental time frames would be the initial starting point. For valid reasons of survey methodology and the need for
datasets to address numerous research questions this consideration is often not possible
and data collection defaults to the norms of annual or biennial. With the OCJS, data was
collected each year and it not clear that this time frame is indeed the most suitable for
measuring change. Theoretically, it has been argued in Chapter 7 that criminogenic
propensity develops before the age of 10 (the minimum aged respondent in the current
work) and is stable thereafter and this can now be assessed. The evidence presented for
changes in familial and area perceptions is less well developed and can also be judged
here, but whether these cover the developmental epoch needed is unknown.

More pertinent is a question about the structure to impose: “with multiple waves of
data, a large number of possible relationships can be estimated over time... choosing an
appropriate [longitudinal] model to fit data can be challenging” (Little, 2013, p183) and
the start point for a panel model will depend on theoretical expectations and guidance
from past work. Unfortunately “it is difficult to have a strong theory about all the
relationships that will emerge in a longitudinal model for the simple reason that many
of the relations will be new and novel in the context of a given study and the context of
the particular set of constructs being included in the analysis” (ibid., p189). As with the
approach in Chapter 7 to the structural model, it is therefore appropriate to start small
and build up models from that low base. By working through the relationships over
time between the latent constructs in each domain independently a light can be shone
upon the interactions of these elements in a more reliable manner, and some previous
statements can be tested empirically.

The first step is to create relatively straightforward simplex change models. These test
the effect of a construct at time point 1 on the later time points, testing whether change
is steady, how much change there is, and whether the time-to-time relationship is
affected by other contextual influences. When a construct is regressed onto its previous
incarnation this is called an autoregressive model, when they are regressed onto a related
variable at an earlier time point it is called cross-lagging. Single construct autoregressive
models are the simplest and test how one item changes over time, cross-lagged models
test how one construct affects another. A typical simplex model will include a small
number of constructs and have both autoregressive and cross-lagged pathways. As the
latent constructs that have been the main focus of the work naturally split into family, area and individual this distinction will be kept here, starting with the family level relationships. The structure of these models is best represented as path diagrams and the manifest items will again be omitted for the sake of presentability. The residual errors of each item are allowed to correlate across time to account for time point to time point biases.

The first sets of models to be approached are the constructs family reinforcement and familial discipline. Although it is possible to construct models that look at each individually, the results of these are rather trivial and therefore it is okay to jump straight into creating an autoregressive and cross-lagged model; this can be seen, with estimated standardised parameters, in Figure 10.1. These results point to three important findings. Firstly, the respondents reporting of their perception of their familial reinforcement and discipline are very steady over time, with year on year values of over 0.7 for all regressions from time point 2004 to 2005 or 2005 to 2006. This represents an extremely strong relationship; correlations in the social sciences rarely reach such high level and show there is very little change across the study time in respondents’ perception of these constructs.

Figure 10.1 Autoregressive and cross-lagged simplex model of family level constructs

The second observation is that found by a slight modification of the model to allow the 2004 level to regress onto the 2006 version (not pictured), as the coefficient of the pathway from 2004 to 2006 is lower than the value found by multiplying the 2004 to
2005 by the 2005 to 2006 value\textsuperscript{32} for both reinforcement and discipline this demonstrates what Little (2013) refers to as “first-order discrete-time auto-regressive lag” (p188) rather than a higher order structure. What this means with a less obtuse sounding interpretation is that the relationship between 2004 and 2006 is not affected by changes in contextual factors, i.e. it is not affected by an external influence and that the model is appropriate and hence so is the identification of stability. The third reflection is that the cross-lagged loadings are not significant. This simply means that the discipline reported at an earlier time point does not affect the reinforcement later (and vice versa) and therefore the covariances between the two constructs at one time (the curved arrows) are synchronic rather than diachronic.

Applying the same model to the area level latent constructs is shown in Figure 10.2 and gives the results that neighbourhood disorder and collective efficacy do not affect each other across time, as shown by the insignificant cross-lagged paths, but this representation does not account for the clear theoretical dependency of neighbourhood disorder on collective efficacy at any one given time as discussed in Chapter 7.

Figure 10.2 Autoregressive and cross-lagged simplex model of area level constructs

A slight variation in this cross-lagged/autoregressive simplex model is needed to account for the known dependency of neighbourhood disorder on perceptions of collective efficacy. This is shown in Figure 10.3 and by adding a cross-sectional regression of neighbourhood disorder onto collective efficacy, indirect effects of

\textsuperscript{32} The value of familial reinforcement in 2004 on 2006 is 0.27 compared to 0.43 for the pathway 2004 to 2005 multiplied by 2005 to 2006. For discipline it is 0.12 compared to 0.49, respectively.
collective efficacy at the earlier time point to neighbourhood disorder at the second are introduced. These results are displayed in Table 10.4.

Figure 10.3 Modified autoregressive and cross-lagged simplex model of area level constructs

![Modified autoregressive and cross-lagged simplex model of area level constructs](image)

Table 10.4 Total and indirect effects of time point 1 collective efficacy on time point 2 neighbourhood disorder

<table>
<thead>
<tr>
<th>Pathway</th>
<th>2004 to 2005</th>
<th>2005 to 2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct effect</td>
<td>-0.26***</td>
<td>-0.39***</td>
</tr>
<tr>
<td>Indirect via time 2 CE</td>
<td>0.26***</td>
<td>0.46***</td>
</tr>
<tr>
<td>Indirect via time 1 ND</td>
<td>0.53***</td>
<td>0.25***</td>
</tr>
<tr>
<td>Indirect via time 1 ND and time 2 CE</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Total effect</td>
<td>0.54***</td>
<td>0.36***</td>
</tr>
</tbody>
</table>

The most important finding, again, is the extremely high stability of the measures across time, represented by the horizontal arrows from each latent variable into its later version. With the levels of change this low, it is questionable whether there is enough variation across time to consider working these into a more complete longitudinal model and this will be returned to at the end of this section. Other important findings are mainly to be found in Table 10.4 in conjunction with the figure. Specifically, it appears at first glance that ‘worse’ perception of collective efficacy at the first time point imply ‘better’ perceptions of neighbourhood disorder a year later, but once the indirect effects are taken into account the reverse is true, and (as expected) worse collective efficacy leads to a more negative view of neighbourhood disorder. The relationship appears stronger from 2005 to 2006 than for 2004 to 2005.

In light of the total effect being positive and theoretical expectation, as well as the simple cross-lagged structure in Figure 10.2 showing no time to time relationship, the pathway from time 1 collective efficacy to time 2 neighbourhood disorder (for both 2004
to 2005 and 2005 to 2006) has no place in the model. It seems appropriate to reformulate the model once more and remove the cross-lag. This is displayed in Figure 10.4.

**Figure 10.4 Modified autoregressive simplex model of area level constructs with no cross-lag**

The regression coefficients from collective efficacy in 2005 to neighbourhood disorder in 2005, and similarly for 2006, appear to be much lower than the 2004 counterpart. However, this is a symptom of the high stability of the constructs. Over 60% of the variance in the latter time point collective efficacy is explained by its previous measurement and in the latter two time periods the cross-sectional relationship is absorbed by the relationship the previous year. This model seems most sensible, and in the context of the two alternatives and their results, it is fundamentally telling a story of stability across time in each of the domains and no cross-time relationships that are not a symptom of the temporal relations.

The final component to be tested longitudinally is criminogenic propensity, alternatively referred to as individual attitude. The theory is clear, this is expected to be constant over time and any departure from this would call into question the theoretical debate that allowed it to be placed as an exogenous component. As a second order latent variable the presentation in Figure 10.5 is slightly different from what has gone before in that the first order latent components are pictured with covariances added between them (meaning that their errors are correlated over time). These are added as covariances rather than regressions to force the relationship to be at the higher level.
These results empirically demonstrate the stability of this measure of individual attitude over time. Furthermore, a model that is run allowing the 2006 measure to regress onto the 2004 leads to the regression coefficient being insignificant, meaning that it is entirely mediated by the 2005 time point and there are no contextual factors affecting the relationship (particularly this excludes an age-graded change). The theoretical conclusion in Chapter 7 holds true empirically: individual attitude does not change over the data collection period for the respondents in the survey.

10.2.4 Longitudinal Mediation Analysis

Cole and Maxwell (2003) provide a collection of tips for structural equation modelling of mediation process and suggest a series of five steps. Appropriately constructed longitudinal mediation analysis, in their reckoning, is the primary way to establishing causality: “In that mediation is a causal chain involving at least two causal relations… and a fundamental requirement for one variable to cause another is that the cause must precede the outcome in time” (p559, emphasis added). They outline a system of modelling, a slightly simplified version of which is reproduced in Figure 10.6, which captures the mediation relationships in their most general form. A mediation can be said to exist if the pathway a*b from the predictor variable via the mediator to the outcome is significant.
This is not a model that can simply be picked off the shelf and applied however, as the five tests that come hand in hand with the model framework sequentially test the constructs’ interactions before moving on to the mediation identification. A full explanation of the steps would be rather longwinded but the takeaway message is one of testing (strong) factorial invariance, followed by creating a saturated model (that is, with all model components allowed to correlate with all others) to identify possible confounding variables or paths and then imposing restrictions by setting some correlations to regressions and constraining others to zero. The piece (Cole and Maxwell, 2003) has been influential and forms the cornerstone of the guidance given by Little (2013) about mediation in his comprehensive treatment of longitudinal SEM. The important consideration for the current work, however, comes in the warnings and requirements that one’s data must live up to.

The importance of the timing of the data collection for mediation analysis is even more critical than for longitudinal modelling in general. How much time does it take for the predictor to have an effect on the mediator? And how long does that mediator take to have an effect on the outcome? These questions are non-trivial and Little recommends that a data collection designer run pilot studies and extensively review previous findings. As mentioned at the beginning of this previous section this is not possible and was not done for the OCJS, so it is left to consider theoretically how these components might affect each other and there are some immediate pitfalls that present themselves.
The first is the very nature of the response variable, the question “In the last 12 months, that is since [month and year 12 months ago] have you [committed offence type X]?” This situates the offending in the past, whilst questions about family and area simply ask about the respondents’ opinion at the time of the interview. In the cross-sectional analysis that has gone before, these differential lags were not considered noteworthy due to the tacit assumption that ‘that is just how surveys work’ and results are drawn regardless. The warning presented here is not intended to call into question the entirety of survey design and implementation, but when dealing with the specific subject of mediated longitudinal analysis the applied statistical guidance is clear - these considerations can no longer be neatly swept under the rug and ignored. It is beyond the secondary data analyst to be able to unpick exactly what cognitive processes were at work when the respondent answered the questions but it seems safe to assume that the responses to the immediate questions that constitute the individual, family and area latent variables have some effect on behaviour either side of the interview’s arbitrary cut in the timeline of offending behaviour that the respondent is (or is not) engaged within. Without this precision a solid mediation analysis of the type that Cole and Maxwell build is not reliably possible.

The second pitfall specifically concerns the mediators. As this work uses a range of measures of possible mediation, to model all simultaneously would be assuming that the development of these is equal. That is to say that their causal link from the predictor (individual attitude) at the first time point to second (be that the 2004 to 2005 or 2005 to 2006) is the same for each mediator. Do perceptions of family discipline and collective efficacy have the same time related dependency on levels of individual attitude? This question set cannot be analysed from this dataset as it would require experimental manipulation of the time lags to investigate, as indeed Little recommends as the start point for any longitudinal mediation analysis. It would be possible to model each separately but that would be a huge injustice to the complexity of the situational responses that are present in the dataset and theorised to be of importance. The interpretative difficulties of working with such a complex set of pathways should also not be underestimated.
The final barrier to be mentioned is the within-time dependencies that exist between the individual attitude and the situational mediators as discussed in Chapter 7 and that have been the cornerstone of the work thus far. Little (2013) recommends allowing predictor and mediator to simply co-vary at any one time point as “the focus is solely on whether there is evidence for mediation in the absence of other parameter estimates” (p301). Given the clear expectation these situational factors interact with the individual attitude of the respondent at every moment, to define the model in this way would be unsuitable. The context that the respondent experiences can be expected to interact with their decisions at a later time point, but it appears from the literature to more pertinently be at the time of decision making as well. The within-time dependencies therefore must be included.

10.3 Approach to Be Taken: A Lagged Model

Given the stability (in the sense of Kenny’s, 1979, definition that stability “refers to unchanging levels of a variable over time”, p231–232) of the constructs present in this work, the reduction in the sample size due to the changes in the questionnaire and the problems with running a ‘full mediation’ analysis as described by Cole and Maxwell that were highlighted in the previous section, there are some significant barriers to conducting longitudinal analysis in the most complete manner. An achievable alternative is needed and the case where the dependent offending variable is allowed to move forward in time from the cross-sectional set of mediation pathways present in this work since Chapter 7 fits the bill. This certainly gives a parsimonious model but to label it longitudinal would probably be overstepping the mark. For this reason it is best described as a lagged model; lagged in the sense that the first time point (2004) set of mediations are allowed to predict offending at later time points.

At first reading this may appear an overly simplistic venture but this approach has a lot going for it. Firstly, the within-time dependencies that have been widely discussed and used throughout this work are easily incorporated. They have good rationale and have produced interesting, enlightening and sensible results. The results will also provide a continuous set of comparable effect estimates. As the models will be the same on all but one variable, comparability of the effects will be automatically possible, and any
movement from significance to insignificance, or in terms of the point estimate size, will be of substantive importance.

More importantly, however, this approach will neatly dodge all of the bullets that could scupper a more complicated longitudinal analysis. As every respondent was asked the same offending questions in each wave regardless of age, the sample size will not decrease. The confusion about the time frame to which the question refers will also not be an obstacle as the analysis will shed light on how situational factors (as perceived) at a given moment will affect reports at that time or at some point in the future. The cross-sectional dependencies between the mediators will be included in the analysis as has previous been theorised and the complexity of trying to unpick and interpret indirect cross-time effects will be removed. The assumption that each mediator develop at the same rate will also be removed. And this system is sensible from an analytical perspective. Section 10.2.3 demonstrated by looking at simplex change models for the latent variables that there is a great deal of consistency over time in these measures, with standardised regression coefficients between the years of over 0.6 in each case. Of course there is some stability in offending too (as shown in Table 4.3) but the level is lower than for the other constructs present.

What this analysis will answer, therefore, is how the position that a person reports experiencing at time 1 affects their behaviour at the time, one year and two years later. This will highlight the time variant importance of these factors. Two sets of models will be run: the first will be akin to the analysis in Chapter 7 and will not have controls and the second will be along the lines of Chapter 9 and with the same controls added.

10.4 Lagged Model Results

Figure 10.7 presents the most general form of the path diagram for this model in the same manner as used throughout this work, and as such the control variables are included in the diagram even though for the first set of results they are not included in the analysis. Although this representation holds three dependent offending variables on the right hand side of the figure, these models were also run with each year’s dependent variable separately for clarity of the results. As with chapter 8, the
coefficients of regression of the level 1 variables onto the mediators and those between mediators (that is, pathways a through to f and the faint covariances between the mediators) do not vary across the model specifications and are the same as in Chapter 7 (for the uncontrolled model) or Chapter 9 (for the version with controls added). These estimates will be left out of the presentation of results.

**Figure 10.7 General lagged model path diagram**

10.4.2 Individual Attitude-only Results

The results from the model with only individual attitude added are presented in Table 10.5 and immediately tell a fascinating story. The r-squared of the dependent self-report offending variable (representing the amount of variance that is explained by the model) decreases year on year from 45% in the 2004 model, to 24% in the 2005 case and down to 13% for 2006, meaning that the model does a less good job of predicting whether a person reports offending the further forward the dependent moves. This is reflected in the lowering of the coefficient in the sixth column of the table that reports the total
effect of individual attitude on offending for the later time periods. Despite this, individual attitude still plays the primary role in the model.

Table 10.5 Lagged model results with individual attitude only

<table>
<thead>
<tr>
<th></th>
<th>Direct effect on offend</th>
<th>Indirect effects through mediators</th>
<th>Total effect on offend</th>
<th>Proportion of mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
</tr>
<tr>
<td>2004 offending with individual attitude only</td>
<td>0.72***</td>
<td>0.12***</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>2005 offending with individual attitude only</td>
<td>0.56***</td>
<td>0.06*</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>2006 offending with individual attitude only</td>
<td>0.45***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
</tbody>
</table>

*** = 99.9% significant, ** = 99% significant, * = 95% significant, no star = significant at 90% level.

The big story, however, is how the role of the mediators changes. In the cross-sectional work it has consistently been the neighbourhood disorder mediation effect (with around 50% operating though collective efficacy) that has shown the highest level of significance. The proportion of mediation has been roughly equal to that of familial discipline but discipline has hovered on the edge of significance. These results are clear: as the offending measure moves further away from the situational factors present at the beginning of the survey the relevance of neighbourhood disorder greatly diminishes to the point of insignificance whilst the importance and significance level of familial discipline substantially increases. In plain English this means that neighbourhood only mediates at any one time point, whilst family situation mediates against future behaviour (which the fall in the mediation of the former, coupled with the rise in the mediation of the latter demonstrates).

Further, taken in conjunction with the results presented in Figure 10.1, the cross-time stability of reported familial discipline, these results also shed some light onto why the coefficient of the estimate is negative. Remember that a higher value on familial discipline latent variable represents perceptions of a less strict disciplinary regime, shown by the respondents’ answers to questions about the trouble they would get into for fighting, skipping school, spraying paint on a wall or smoking cannabis. A negative
coefficient on the mediating effect therefore means that those whose parents are perceived to be more strict seem to report offending at a higher rate. This goes against expectations. However, the stability of the construct over the three years in this study means that it is probably fair to assume that this is a continuation of the stability of the home environment’s disciplinary regime from younger childhood. According to developmental work reviewed earlier, this has been shown to be the key time for the development of individual attitude and often (at least partly) attributed to poor disciplinary regimes. These results taken together with theory, implies a reversal of the causality of family discipline and moves its effect to before the period under study as has been mooted on numerous occasions throughout this work (though of course this is ‘informed speculation’).

10.4.3 Model Results with Controls Added

Table 10.6 presents a set of result similar to those in Table 9.3 but with a reduced set of results for the model incorporating the controls used in the previous chapter. For reasons of space and relevance the estimates of the indirect effects have been left out, leaving only the total effects and the proportion of mediation via each mediator. Any controls that were added in Chapter 9 and found to be insignificant across all three dependent offending measures are omitted from the presentation, though all the controls were added and assessed for significance.

<table>
<thead>
<tr>
<th>Proportion of mediation</th>
<th>Total effect on offending</th>
<th>Neighb’hd disorder (total)</th>
<th>Collectiv efficacy (total)</th>
<th>Familial reinforcement</th>
<th>Familial discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2004 control model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual attitude</td>
<td>0.59***</td>
<td>12%**</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>-0.32***</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>0.13***</td>
<td>39%**</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate but see</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td></td>
<td>Total effect on offending</td>
<td>Neighb’hd disorder (total)</td>
<td>Collective efficacy (total)</td>
<td>Familial reinforcement</td>
<td>Familial discipline</td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Separate don’t see</td>
<td>0.25</td>
<td>54%*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.36**</td>
<td>38%*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.6**</td>
<td>43%*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>IMD</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town fringe</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.34**</td>
<td>50%*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td><strong>2005 control model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>0.45***</td>
<td>8%</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>-0.22***</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>0.03</td>
<td>82%</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Parents live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents separate but see</td>
<td>0.22*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Parents separate &amp; don’t see</td>
<td>0.22</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.31*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.64**</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>IMD decile</td>
<td>-0.03*</td>
<td>-56%</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town fringe</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.2</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td><strong>2006 control model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>0.36***</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>-0.37***</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Age</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Parents live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents separate but see</td>
<td>0.25**</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Parents separate &amp; don’t see</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
</tbody>
</table>
Proportion of mediation

<table>
<thead>
<tr>
<th></th>
<th>Total effect on offending</th>
<th>Neighbourhood disorder (total)</th>
<th>Collective efficacy (total)</th>
<th>Familial reinforcement</th>
<th>Familial discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.31*</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.44</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>IMD decile</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town fringe</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
<tr>
<td>Rural</td>
<td>n/s</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
<td>n/s tot</td>
</tr>
</tbody>
</table>

The results present a much more complicated picture than those in the model without the controls. There are some consistent results, some differences and some that should be deemed spurious, and care needs to be taken with interpretation. Looking first at the total effects on offending for individual attitude, it can be seen that the size of the coefficients again decreases as the dependent moves further forward. Of all the continuous controls present it is the only one that is consistently significant but its effect size reduces by just less than 40% from the 2004 model to the version with offending in 2006. This is coupled with a decrease in the r-squared of the dependent (from 47% to 27% to 21% respective to the years).

It seems natural to compare the other coefficients to the value present for individual attitude given its theoretical centrality and it can be seen that although the coefficient for females, compared to males, in the 2004 and 2005 model is around a half of the size (meaning that an average female would be expected to report offending about as much as a male half standard deviation below the mean value on individual attitude) by the 2006 estimates the relationship is closer to one standard deviation. Although the respondents here are all below the age of 17 in 2004 perhaps this is the starting sign of the divergence in the development of offending rates between the sexes.

Whether the guardian of the respondents had been in trouble with the criminal justice system seems a consistently important factor. Although the significance and point
estimate reduces over time, it is the consistency over the models for this relatively small group (only 317 respondents answering that their parents had had any contact with the CJS) that is the important finding. The effect is large, somewhere near a one standard deviation increase in individual attitude for those whose guardian had been to prison and perhaps around half that for any police contact. Living in a rural environment was significant in Chapter 9 but in the 2006 model it is not, despite the point estimate being relatively even from 2005 to 2006, in the latter year it falls out of significance. The IMD decile of the respondent’s dwelling has what must be deemed a spurious significant result in the 2005 model because it is far from significant in the other two years and with such a small estimate (just 0.03) is substantively insignificant regardless.

A peculiar finding is the disappearance of age as a significant control variable in the 2006 model. This follows a significant reduction from the 2004 level in the 2005 model. This is surprising given the central role age plays in criminological theory. Admittedly, this is self-report offending and the age-related gradients are less pronounced than the arrest data that the age-crime curve is traditionally associated with but one would expect that increasing age would be a consistent predictor of higher offending. Does this call into question the relevance of age, the reliability of the model or the survey?

The answer seems to be somewhere between the latter two. To call into question the entire age-crime curve would be an outrageous claim, but the age effect in this particular dataset seems unclear. Figure 10.8 displays the pattern of self-report offending in each year by the respondent’s age at interview, so the 2006 line only starts at age 12. The 2004 line includes some people who were 17 or 18 in the first wave and are therefore not included in the model but their reports are presented here for comparison. Whilst this chart clearly shows some differences between the waves in terms of the pattern of reported offending prevalence, especially for those aged 16 at the 2004 interview compare to those age 16 in the 2006 wave, the results in the age range 12 to 15 at interview are not too dissimilar to call the measure completely into question. There could be an element of respondent fatigue by the time the respondents gets to the third wave and they are consequently under-reporting their offending but this cannot be deduced from the data. Focusing on the 2006 line for a moment, it can be
seen that the differences by age flatten out past 16 in this wave and this is also seen, to a lesser extent, in the 2004 and 2005 waves (though they are at quite a higher level). So the flattening of variation by age in offending once the respondents are in the third wave and between 12 and 18 years of age could cause the lack of results. Regardless of this discussion, the observation weakens the confidence that can be put in the model and this strategy does not trump all others in the thesis: rather, these results need to be taken along with the others and form a part of the evidence rather than the culmination of the work.

**Figure 10.8 Self-report offending by age at interview for each wave**

The indirect effects though the mediator variables present a simple picture: there is no apparent and consistent mediation by any of the constructs. The most obvious explanation for this movement from the results found in the previous subsection is that the mediation is controlled away by parental divorce and whether the parents had been in trouble with the CJS. This reinforces the statement made in the previous section about the importance of the family environment become increasingly apparent over a longer time span than can be seen with cross-sectional work. The fact that family discipline mediates the relationship in the uncontrolled model, and then once controls are added that highly influence this mediating variable (as shown in Table 9.3 from the previous chapter), this effect disappears implies that the relationship previously
highlighted is well observed: perceptions of area matter at any one time, but over a longer time frame it is the family environment that matters most.

10.5 Discussion

The aim of this chapter was to incorporate the longitudinal elements of the available data into the analysis. To manage this, a pragmatic lagged model was constructed, one that used the established cross-sectional relationship defined earlier in the thesis and allowing the dependent variable to ‘move forward in time’. This was necessary as the most complete mediated longitudinal model as outlined by Little (2013) proved to be beyond the abilities of the data. In assessing the possibilities of the data in terms of mediated longitudinal modelling, two interesting findings in and of their own right were found: 1) each construct was found to be well defined and equivalent in each year of the survey, adding weight to the measurement in Chapter 6; and 2) there was high stability year-on-year in the reports of each of the concepts, particularly the individual attitude component. Problems of sample size, questionnaire design changes, the time frame of the questions and the assumptions that were placed on the data, as well as the complication of assessing multiple mediations in a longitudinal structure all culminated to mean that an alternative to the most thorough longitudinal treatment was needed and the lagged approach was defined. A major strength of this approach, alongside neatly sidestepping the issues that were present with the data, was that it gave comparable results to those that have been found in Chapters 7 and 9. As such, the models presented in this chapter should be seen as supporting and comparable to the work that has previously been defined, though in some senses each of the results from previous chapters are a subset of those found here. It is in the comparability of the estimated effects on each year’s dependent variables that the major strength of the analysis lies.

Ultimately, two sets of model results were presented, alongside a set of checks of construct stability, and all of these hold value on which to draw conclusions. Perhaps the most exciting finding is the model without the controls showing that the familial discipline that the respondent reports at the beginning of the study works as a mediator against offending ‘two years down the line’ whilst the temporally important
neighbourhood characteristics fade into insignificance. The stability of the discipline construct over the study also gives a hint as to why the apparent effect seems to be that a more lax regime actually seems to discourage offending, rather than the other way round. The stability of the measure of discipline over the study can be extrapolated to mean that when individual attitude was developing approximately the same regime could have been experienced, affecting the development of individual attitude in the first place. This extrapolation is clearly rather speculative, but this reversal of the effect would make sense theoretically and has tentative evidence to support the position.

This finding would suggest that although the neighbourhood in which a respondent lives is pertinent to their current behaviour (the Chapter 7 result) it is more important to improve the home environment, or the family setting, to reduce offending behaviour over the longer term. The policy implication would quite clearly be that to do something immediate about a child’s delinquent behaviour it would be sensible to try to improve their view of the neighbourhood, their perception of the local disorder (the presence of drunks, noisy neighbours, etc.), and this could be achieved either by directly addressing those factors, or by increasing their perception of the collective efficacy, the ‘good neighbourliness’, of the area. However, to tackle the root cause of that behaviour and lower its occurrence over the whole of adolescence, it is the individual and the family environment that needs to be supported, and most likely supported from a young age.

The result from the first model, without controls and showing mediation by family perception when looking at offending two years later, was not entirely consistent through the work adding controls to the model (the second substantive model presented in this chapter). The mediation appears to be drowned out by the other measures of family problems, parental separation and parental involvement with the criminal justice system, meaning that there are no apparent mediating characteristics when looking at offending in 2006. This contrasts with the 2004 results where neighbourhood disorder was still a mediator when controls were added, making ‘a bad situation worse’ as found in the previous chapter. Although there are limitations to the latter analysis and there are some factors that do not conform to expectation which call
the model into slight question (particularly the lack of an age effect), the result seems to imply that external factors are just, if not more, relevant on long-term offending development than the internal perception that the respondent reports. Gender, parental separation and whether the respondent’s guardian has been in trouble with the CJS seem to play strong defining roles in the self-report offending of adolescents between the ages of 10 and 16.

The main component that shines though as the most pertinent factor for determining people’s offending is, however, their criminogenic propensity, operationalised here as the individual attitude. An important corollary of this work is that it has been empirically demonstrated that this is indeed stable over the course of the OCJS data collection phase, which matches with the theoretically-based claims made in Chapter 7. Measuring the exact context of development of individual attitude is outside the scope of the data present. As all work in the DLC field points to the fact that its development is complete by the age at which this study picks up participants assessing this development would certainly need a more detailed and specific survey design, but once defined by the steps in Chapter 6 the centrality of the concept is not called into question.
Chapter 11

Discussion and Conclusion

11.1 Introduction

This thesis has had two overarching aims, to investigate the role that area plays as a risk factor associated with offending behaviour for those in adolescence (10- to 16-year-olds) and to answer this question using a pre-collected generic dataset, the Offending, Crime and Justice Survey. By employing structural equation modelling (SEM) coupled with detailed theoretically informed measurement models and structural relationships, and focusing on a nationwide analysis, this work has demonstrated that with appropriate consideration and discussion of limitations, it is possible to build enlightening models of the risk factors associated with offending and to uncover new insight into perceptions of neighbourhood, their interrelationship and mechanisms.

11.2 Recap of Background and Research Specification

The initial motivation for the work was to attempt to integrate the well-established development and life theories of offending (as summarised in Farrington, 2005) and their influential risk factor findings (Farrington and Welsh, 2007; Rutter, Giller and Hagell, 1998; Jolliffe and Farrington, 2010; Blackburn, 1993) with the fields of social disorganisation/collective efficacy theory (Sampson, 2012), and the effects of area more generally. Put another way, the aim is to investigate how the area in which someone lives acts as a risk factor for their offending behaviours. Much is known about the various risk factors that can contribute to the likelihood of individuals becoming involved in offending behaviour with there being a well-established evidence base for individual risk factors such as low self-control, impulsivity, low empathy or a lack of morals. There is also a great deal of work that has captured the family type factors associated with offending such as poor parental supervision, childhood physical punishment, low parental reinforcement, erratic discipline and inconsistent rewards,
low parental warmth, child abuse and neglect, and parental conflict. Less is known
about risk factors that operate at a higher level, such as school, peer or (the main focus
of this work) area level factors. That is not to say that this question hasn’t been
addressed, and there have been some notable exceptions that have focused in exactly
on how the area affects delinquent development (Wikström and Loeber, 2000; Odgers et
al., 2009; McVie and Norris, 2006a) and have generally found neighbourhood
characteristics to have small but noticeable effects on offending behaviours, usually
only for those in the most deprived areas. These reports have often found it hard to
separate out these from more general selection effects of ‘certain types of people being
found in certain types of areas’. Causation has been a major issue that has been tough to
unpick.

This lack of specific knowledge of an area’s effect on offending behaviour of the
individual sounds surprising due to the historic importance that area research has had in
criminology. From the early days of the Chicago school and the hugely influential work
of Shaw and McKay (1942) around social disorganisation, the neighbourhood has
played a central part in criminological theory. However, due to a number of criticisms
of the work on social disorganisation theory, and to some extent the focus on area more
generally, such work fell out of favour during the 1960s and 1970s only to be picked up
again through the impact of Wilson and Kelling’s (1982) ‘broken windows’ thesis and
subsequently reformulated within Sampson’s (Sampson et al., 1997, Sampson et al.,
2002) collective efficacy work. The focus of these works, however, was often not
specifically on the interplay between the individual, their area and their offending
behaviour but addressed wider questions of why certain areas have higher crime rates,
higher levels of victimisation or greater fear of crime. Some work has touched on the
question of whether the area in which an individual lives leads to their greater
involvement in criminal behaviours, notably the Odgers et al. (2009) research that
examined 5- to 10-year-olds and calls specifically for an investigation into young
adolescents to further knowledge, but these works are unexpectedly thin on the
ground.
In some respects, perhaps the lack of attention that this precise type of inquiry has received should be expected, and anticipated due to the (perceived) data requirements needed for area level analysis (Lupton, 2003). The majority of the risk factor type findings have been derived from specific cohorts or relatively geographically constrained locations, at best a city (such as South-east London or Boston – details are available in Chapter 2) and the attention of those with data detailed enough has often led to different focuses. The Project on Human Development in Chicago Neighbourhoods, from which Sampson based a good deal of his work (Sampson, 2012), collected a quite staggering array of data on all aspects of Chicago, and out of this he and colleagues started to formulate collective efficacy theory and ‘ecometrics’. That wealth of data available to the researchers has meant, however, that he and his colleagues were able to tackle different, perhaps more policy-relevant questions such as whether neighbourhoods cause crime per se, rather than the narrower question of whether living in a certain type of area increases the adolescent individual’s offending behaviour. The focus of work based on the Peterborough Adolescent and Young Adult Development Study, a project run by Wikström based in the University of Cambridge, is about ‘bad people in bad places’ and has not (until now at least) delved into the question of ‘what makes the person bad’, whilst the research goals of the Edinburgh Study of Youth Transitions and Crime has tended primarily to focus on the role that institutions play in altering people’s lives.

Despite this lack of attention to the exact overlap between the risk factor paradigm and the long tradition of neighbourhood analysis, both research schools have been extremely influential and, either by a subconscious seep into the research community psyche or by individuals on the design committees of large scale data collection exercises making sure that their area of interest is represented in survey questionnaires, sets of questions that relate to the measurement of the risk factors and to the measurement of neighbourhood level process regularly appear, to one extent or another, on publically available datasets designed to facilitate secondary data analysis amongst the academic community. This is true of the Citizenship Survey (Laurence and Health, 2005), the Crime Survey for England and Wales (formerly known as the British Crime Survey) and of the third of the triumvirate of surveys, the Offending, Crime and
Justice Survey (OCJS). The latter panel survey was commissioned by the Home Office and ran from 2003 to 2006, collecting a range of questions relating to the established risk factors and area characteristics for those aged 10 to 16\textsuperscript{33}, the exact age group for which Odgers et al. (2009) called for more analysis and the subjects of this work.

This led to a set of research questions that were split into two realms, the methodological and the substantive. The methodological were focused on creating appropriate measurements, creating suitably reliable structures that take account of both the measurement limitation and theoretical interrelations. The substantive, on the other hand, focused on making sense of these from a criminological perspective, matching the measurement models to existing work and then interpreting the output from the structural modelling procedure. These two goals therefore are indelibly interwoven and this dichotomy was highlighted throughout as being somewhat false, but was helpful to delineate the goals of the work analytically. The specific research questions were derived from an analytical framework that, it was claimed, could be applied to many different research areas. These amounted to:

1. Can, and how can, criminogenic risk factors be measured?
2. How should they be linked together?
3. What does this tell us about offending behaviour for those aged 10 to 16?

These three questions are the basis of the investigation and give a sequential ordering to the work. The first means, once appropriate data upon which to base the modelling have been found, can a range of criminogenic risk factors be defined from it? This is mainly a methodological step as it requires attention to the detail of measurement structures that have previously been used and to mirror them in the current work. Once these have been established in this first measurement step, how can they be linked together to form a robust model of offending risk factors? Again, this falls more onto the methodological side and necessitates the establishment of causal chains that link the factors together. At both of these steps limitations of the data became apparent,

\textsuperscript{33} Full details of the survey design can be found in Chapters 3 and 6, but for the purposes of this section it is adequate to highlight only that the 10- to 16-year-old group were captured.
necessitating constraining the resulting narrative and analysis. The final question falls more onto the substantive side and is where interpretations of the model are given, and checks as to applicability and consistency with previous findings give rise to confidence about reliability of the modelling strategy and any new twists to any findings become apparent. This is where the majority of the substantive findings are held, but is also where the limitations of the modelling strategy come into sharp focus. This combination of both methodological and substantive aims to the thesis means that this work makes contributions on both sides. The methodological in that it demonstrates that with appropriate adherence to theory and previous work better use can be made of secondary data and the substantive in that it can shed light on a realm of investigation that has previously gone under-analysed due to perceived data constraints.

11.3 Data and Method

Before moving on to the modelling part of the work both a data source and a methodology were needed and were discussed in Chapter 4 (data) and Chapter 5 (method). In the review of the datasets to conduct this work on (Chapter 4) it was seen that the OCJS is unique in that it is the only nationally representative (representative of England and Wales and unique to the world) longitudinal survey with detailed self-report offending questions. Covering people aged 10 to 25 and designed specifically to measure prevalence of offending and drug use in the general population of England and Wales, the dataset also holds a range of lifestyle, health, socioeconomic, neighbourhood and individual attitudinal questions. These were deemed to be suitable as to provide a basis of the measurement of risk factors. Crucially the self-report offending module was seen to have followed best practice and due to this should be as reliable as most social science measures. However, for reasons of practicalities and some slightly more opaque design decisions with the data collected there were some issues with questioning structure. Most pertinent were the changes in the questionnaire between the age groups 10 to 16 and 17 to 25. The impact of this was at first not troublesome as it merely restricted the analysis to the population of interest, but it did have an impact on longitudinal modelling possibilities as will be discussed later in this conclusion. The questions relating to neighbourhood changed based on those aged 10 to
15 and 16 to 25 meaning some issues with this question set needed to be addressed further (and were, in Chapter 6). Finding that the 2003 wave questionnaire changed significantly from those conducted over the following three years, and with the highest level of attrition between any two waves, this first wave was removed from the analysis and work proceeded, in the main, on a 2004 – 2006 longitudinal dataset for consistency over the whole piece and with a total sample size of 2,190 respondents aged 10 to 16 years (out of a possible 2,757 in the 2004 cross-sectional data, 79% of the total). By removing this 2003 wave and forming a dataset based on the 2004 to 2006 data there were no weights available to apply but it was shown that with complex modelling the analysis would not suffer from this, and would have been a sensible decision to make regardless.

Structural equation modelling (SEM) was seen to be the most appropriate technique. One of the main attractions of this was the ability to form and test measurements models, and then link these together to account for the theoretical interrelations of concepts included in the model. Graphical, rather than mathematical, displays were highlighted as being particularly useful to SEM approaches as they allow clear and visually understandable representations to be used. A further attraction of the technique was the importance that is placed upon theory in any analysis: this branch of criminology has a long tradition of theoretically informed debate and as such is an ideal test bed for SEM approaches. The ontology that SEM enforces was discussed, and it was argued that a realist position was needed and this implied that the latent variables that were defined via the measurement models need to be considered to cause the responses, rather than simply taking them to be a numerical trick to simplify discussions. This had an impact on the discussion of results. Causality was found to rest on a number of assumptions of the relationships between the latent variables and by applying the technique to survey data such as that available in the OCJS the central role that theory takes in allowing interpretation was again highlighted as vital. Implementing this analytical task within a SEM framework, discussing each measurement model and subsequent linkage between the concepts from both an analytical and theoretical position, allowed robust and rigorous models to be created,
avoiding the possible pitfalls of data mining and results in substantive results that rested on clearly articulated steps. This is a key advantage of the methodology.

11.4 Summary of Results

The results here are discussed as a whole with the substantive and the methodological woven together. As there is a certain sequential ordering to the steps to be made, and these in part reflect the relative importance of the method or the interpretation, some parts of the following discussion fall more on one side or the other and this division will be highlighted. The presentation here, and throughout the thesis, follows the intuitive analytical framework of: measurement; structure; interpretation.

11.4.1 Measurement of Risk Factors

In Chapter 6 the focus was on the measurement of risk factors and as such was a predominantly methodological exercise demonstrating that with appropriate attention to theory and previous work accurate measurement is possible with non-specific datasets. The factors were split into three levels in the same manner as Farrington and Welsh (2007): individual, family and area. On the individual attitude side, a term which is used synonymously with criminogenic propensity throughout the thesis, a second order latent variable structure was defined that captured elements of the first order components of opinions about breaking age-specific rules, a more general moral dimension relating to breaking of laws (predominantly stealing and where the victim was perceived to be able to afford the loss), a measure of empathy and self-control/self-contentment. Crucially, it was argued theoretically that in the literature these elements have often been measured in relatively interchangeable manners and “a story of a closely related and often overlapping melee of individual psychological components that have been seen to be related and predict offending or deviancy” (section 6.2.5) was told. The solution fit the data extremely well with strong face validity and can be seen in Figure 6.3. Some individual domains were missing from the measurement framework, notably any measure of the ‘big five’ personality traits, though it was argued that these are likely to be strongly correlated with that which the strategy was able to measure. This was a pragmatic approach to the measurement of criminogenic
individual propensity and may not be as rigorous as, say, Grasmick et al.’s (1993) self-control scale nor Jolliffe and Farrington’s (2005) basic empathy scale but with the items available and the theoretical discussion to back it up should be considered a parsimonious alternative.

To measure family level risk factors a detailed review of the available questions revealed a rather complicated set of manifest items with numerous routing and missing values issues. A selection was used to measure attitudinal (or psychological) opinions about the familial setting with others used to create factual (or external) factors; a separation that will be returned to in the structural discussion in section 11.4.2. The attitudinal variables that were measurable were perceptions of parental discipline and parental reinforcement, both of which were measured by four items and were relatively strongly correlated with each other, and fit the data excellently (this can be seen in Figure 6.4). Parental conflict, a measure of disruption within families (by divorce/separation combined with visiting frequency) and an indication of any familial criminality could also be measured. Together these were deemed to be the most important risk factors.

For the area level measurement a review of the dataset separated the administrative (such as index of multiple deprivation and rural/urban) from the attitudinal and it was the latter that was the focus. The aim was to create measures of neighbourhood disorder, local fear of crime and neighbourhood collective efficacy as perceived by the respondents when asked “about 15-20 minutes’ walk or 5-10 minutes’ drive from your current home”. This self-defined psycho-social measure of the home area meant that the respondents could define their own sphere of influence and avoid the problems of using administrative data and divisions. Neighbourhood disorder and fear of local crime were relatively simple to measure once the question set was considered in full, although some items were removed from the analysis as they were felt to be looking at slightly different domains. For collective efficacy, a vital component for this thesis due to the theoretical importance of this construct in criminology and broader social sciences, the measurement was slightly more difficult. After review of previous measures that have been operationalised in a variety of different ways, eight items from
the survey were chosen. Due to the data collection process where changes in the administered questionnaire occurred from those aged 10 to 15 and 16 and over, with the younger group being asked a subset of the eight questions, a further reduced set of five items was taken forward. Analysis of those aged 16 showed that the two measures, the full and subset of items, correlated excellently with no statistical difference between the two. This was used to justify the measurement of collective efficacy with the reduced set throughout the thesis. The final measurement of the area level components is Figure 6.7.

The measurement process required detailed review of previous measurement structures that have been applied and in a great many cases (such as the individual attitude first-order components, if not the second order structure) have been used elsewhere. Theoretical considerations were used to fill gaps where the reduced set of items in the OCJS survey meant that full and complete replication of previous works was not possible. The process was a success, with a range of well-fitting and robust measures created that were seen to closely match against the risk factors that should ideally be included for work to progress. This demonstrated that with appropriate attention to detail, measurement of complex concepts is possible with this parsimonious, pragmatic approach, even when using datasets that were not specifically designed to tap complex latent psychological constructs.

11.4.2 Structuring Relationships between Psychological Risk Factors

The structural work in Chapter 7 defined a theoretically sound analytical structure and hence the early part of the chapter fell more onto the methodological side, but a methodology rooted in theoretical discussion. A central debate of this chapter was the theoretical argument that criminogenic propensity (operationalised as individual attitude) develops in early to mid-childhood (before the age of 10 and due to reasons such as childhood neglect or parental problems) and then stays relatively fixed, perhaps with a slow age-graded decrease over the life time. This was seen as being a key construct in all developmental criminological theories from situational action theory (Wikström et al., 2012), Sampson and Laub’s age-graded theory of offending (Sampson and Laub, 1993), Moffitt’s (1993) dual taxonomy, Gottfredson and Hirschi’s (1990)
General Theory of Crime, Wright, Tibbets and Daigle’s (2008) neuro-psychological approach to the development of offending behaviour and in Farrington’s (2005) Integrated Cognitive Antisocial Potential (though this was reviewed in the background in Chapter 2 and not revisited in Chapter 7). Beyond the identification of a stable and (relatively) fixed-from-an-early-age criminogenic propensity that matched that measured in Chapter 6, each theory specifically acknowledged that this attitude would interact with environmental factors such as family or physical space and that this interaction would vary based on the characteristics of the setting.

The manner of this interaction required further discussion and, after acknowledging that the latent measures of observations of family and area were based on the individual’s psychological perceptions (expressed in a professionally conducted survey) the only way to adequately capture these was via mediation analysis. This was arrived at through two separate strands of argument. The first was by elimination of the alternatives of covariance and moderation. Covariance was seen not to do justice to the theoretical argument that an individual’s psychological state affects their perception of the higher level factors, as is well documented in developmental theories. The rejection of moderation rested on the enforced realist ontology discussed in section 5.4.1; for moderation to be appropriate it would mean that there would be another psychological construct that was responsible for the combination of the answers to the items measuring the independent variable and items measuring the moderator. Not only did this seem improbable but (footnoted) analysis found this not to fit. Beyond merely accepting mediation by default, psychological models such as that being dealt with imply mediation analysis as the additional variable (family or area level) in the system is a property of the respondent that transforms the relationship between the individual’s criminogenic propensity and their self-report offending, and has been a central observation of mediation analysis as far back as Baron and Kenny’s (1986) seminal work.

Once the theoretical schematic was established, each domain was tested for its relationship with self-reported offending. Individual attitude showed a strong relationship with the family level constructs of reinforcement, while discipline had a
slightly weaker relationship. Both analyses were straightforward. The area components took a little reformulation and fear of local crime was removed from the analysis as it was felt there was not enough theoretical evidence to link the component into this investigation. Once removed, a suppression effect (Tu et al., 2008) of collective efficacy became apparent and once theory was revisited and closely scrutinised, a dependency of neighbourhood disorder to be caused by variation in collective efficacy was incorporated into the analysis, a move supported by other works.

The final model that was defined is reproduced in Figure 11.1 (without estimated coefficients and leaving aside all manifest variables/the first order components of the individual attitude latent construct). Each relationship examined in the earlier discussions was incorporated into this model. Specifically, the self-report offending dependent (dichotomous yes/no self-reported offending in the previous 12 months) is present on the right hand side of the diagram whilst the placement of the individual attitude on the very left-hand side indicates its stability and mediated interaction with the psychologically perceived higher level latent constructs of family discipline/reinforcement and collective efficacy/neighbourhood disorder. Similarly, the dependency of disorder on levels of perceived collective efficacy is also present in the regression (single-headed arrow) between those two measured concepts. The covariances between the mediating variables are presented by light grey double-headed arrows but was found to be insignificant in all models and eventually omitted from the diagrams. This specification thus becomes the ‘psychological map of interrelations’ between the attitudinal latent constructs and became a central part of the thesis. Its strength lies in the manner in which it was derived, via sequential steps that leave little possibility for a reformulation without calling into question either the stability of individual attitude (present in all developmental theories), the dependency of perceptions of neighbourhood disorder on perceptions of collective efficacy (Sampson and Raudenbush, 1999; Reisig and Cancino, 2004) or the clear reasoning behind defining psychological interactions as mediation analysis (Baron and Kenny, 1986; Mackinnon, 2008; Little, 2013).
Although the main aim of the chapter was to demonstrate that it is possible, given good measurement, to link criminological concepts to provide a basis for understanding the risk factors associated with offending, it only stands if the substantive conclusions that derive from it make sense. To that end, an interpretation in terms of a fictional respondent gave the following outline of an individual with a higher criminogenic propensity:

- they live in a household where they receive a lower level of parental reinforcement, or at least perceive it as such;
- and they perceive living in a home environment with lower levels of discipline (a more permissive home environment);
- but these differential levels of perception of the family environment have no significant effect on whether the respondent self-reports offending (although the level of discipline verged on significance).

The more criminogenic individual is also likely to:
• perceive the area in which they live as having lower levels of collective efficacy;
• but the perception of the collective efficacy appears to have no significant direct
effect on the rate of offending;
• but the more criminogenic individual is likely to rate the area as having a higher
level of disorder and anti-social behaviour;
• and this effect is amplified by the perceptions of lower collective efficacy,
meaning that the perceptions of disorder are made worse by perceptions of low
collective efficacy;
• the perception of the disorder in the neighbourhood seems to significantly and
substantially increase the rate at which the person would self-report offending.

These findings raise a number of questions and some substantively significant findings.
Firstly, a large number of studies have found evidence for a family level effect on
offending behaviour yet this strategy does not, or does so with only emergent
significance. The emergent significance of the mediation through discipline was in the
opposite direction to that which would be expected, which led to the hypothesis that, as
the family environment has been deemed a factor in the development of the individual
attitude in early childhood (before the age of 10) and there will undoubtedly be some
level of consistency over the childhood to adolescence transition, the reversal could be a
symptom of family environment from the past. This became a key discussion
throughout the remaining analysis in later chapters.

For the area level factors the implication is clearer yet less well-observed in previous
works. Whereas the collective efficacy of an area (perceived or measured from other
sources) has been shown, rather inconsistently, to affect offending (and often only
amongst those in deprived areas) this work points to a tangled interrelation of the
perceptions of area characteristics. Perception of neighbourhood disorder is higher, and
collective efficacy is perceived to be lower, among individuals with more criminogenic
attitudes. A negative perception of neighbourhood disorder plays an important role in
shaping whether an individual offends beyond just their criminogenic propensity, with
those living in areas that they perceive to have one standard deviation higher disorder
offending at around the same rate as an individual with a fifth of a standard deviation
higher score on their criminogenic propensity measure. Put another, more precise way: the perceived disorder mediates around 20% of the relationship. Further lower collective efficacy amplifies this effect (with just over half of the mediation operating through this latent construct) even though when analysed individually, collective efficacy appears to have no effect.

Overall, Chapter 7 demonstrated that it is indeed possible to create a viable model of the psychological constructs that lie behind a young individual’s answer to the set of questions present in the OCJS, and the role that theoretical positions played in this formulation was extremely important. These relationships gave substantively important findings to be further examined in later analysis: the level of perceived disorder in the neighbourhood seemed to increase self-reported offending, with the levels of family discipline bordering significance meaning that a definitive statement could not, as yet, be made.

11.4.3 Modelling Different Types of Offending

Before moving on to start to add controls to the cross-sectional model this thesis first considered different types of offending. Motivated by papers that have studied specific types of crime (such as Sampson, Raudenbush and Earls, 1997; Browning, 2002; Morenoff et al., 2001; McVie and Norris, 2006b) and by a wish to test the different definitions of offending (such as the unrestricted self-report offending frequency which was treated as ordinal and then linear) that are present in the OCJS, Chapter 8 started with a review of the measures available. Finding only a limited number of different types of offences being reported the work moved on to consider three subtypes of offending that were labelled property offences (predominantly theft from school or a shop), violent offences (any type of assault, with or without injury) and serious offences (mainly assault with injury). Alongside this a grouping of those who reported the most frequent offending (over six or more offences in any one year) was created to echo the importance of prolific and priority offenders (i.e. PPOs, see Hopkins and Wickson, 2012). The relatively small numbers of respondents reporting each offence type was highlighted early on as problematic for finding significant results, and a strategy to run
the analysis on larger datasets (such as the cross-sectional 2004 data or using a pooled version of the 2004 to 2006 combined dataset) was put forward.

Individual attitude was still the dominant factor in the each of the models and reading the mediation results across the multiple specifications of the dependents/datasets led to tentative findings that neighbourhood disorder was a consistently strong mediator for all and violent offending. Property offending, which arguably requires more forethought, and serious offending, including more extreme violence, had lower mediation and hence the individual propensity plays a more important role as the deciding factor. For frequent offending this mediation was analytically even less apparent, indicating that the respondent’s behaviour is harder to keep in check and moving them closer to the chronic offender type. Neither of the collective efficacy total effect or familial reinforcement mediated in any model specification nor for any offending type. Familial discipline presented a mixed picture in keeping with the Chapter 7 findings, often bordering a significant effect, and with a point estimate of approximately the same magnitude as the neighbourhood disorder total effect across most offence types and most specifications. However, for this mediator the point estimates across different datasets (the longitudinal, 2004 and all years combined) rendered the results a little too unreliable to allow firm conclusions and family discipline again proved hard to unpick. Overall, these results were deemed less reliable due to the separation between the crime types and the (approaching) low response rate. Whilst still valid, especially the disorder reduction across different crime types, it was decided not to extend this subgroup analysis in the later part of the thesis due to possible unreliability, and instead to focus on overall offending/non-offending.

11.4.4 Adding Non-psychological Constructs

The central concern of the next part of the work was to add risk factors that had previously been omitted to the modelling strategy. Chapter 7 structured and analysed only the psychological (or self-perceived) risk factors whilst Chapter 9 added the non-psychological items that were present in the dataset and able to be measured. The results from this piece of analysis therefore fall more onto the substantive side, though as a cross-sectional piece of modelling the methodology that is used should be widely
applicable to other cross-sectional data sources, albeit a methodology that rests on the discussions in Chapters 6 and 7. The key contribution of this section is that the analysis allows the effect of the perception risk factors to be assessed alongside the external measures.

The first step was to consider what could be controlled in the model using the OCJS data. This took the form of reviewing the dataset and the available items, some of which had previously been discussed and left for inclusion from the measurement section. At the individual level these were age and gender, for clear theoretical and well-established criminological reasons, but sample size/lack of appropriate items meant that other controls couldn’t be assessed (notably ethnicity). For the family/household level (terms used synonymously) parental divorce was proxied through whether the respondent reported living separately from the father combined with contact frequency, whilst parental criminal involvement was whether that respondent reported the parent being in trouble with the police or subsequently jailed. The derivation of both of these was made in the measurement chapter and seen to be reliable. Socioeconomic classification of the household was chosen over family income as the latter was deemed unreliable. Higher level controls included neighbourhood condition, assessed by the interviewer and via a latent exogenous variable out of three items (presence of litter, vandalism and poor condition housing), a rural/urban split and the decile group of the Index of Multiple Deprivation (Office for the Deputy Prime Minister, 2004) and its subdomains of income, crime and the Income Deprivation Affecting Children Index (IDACI). School and peer (and gang) possible risk factors were left from the analysis as outside of the focus of this work.

Analysis proceeded sequentially, adding first individual, then family and finally area level control variables, though this summary shall focus on the full model (named model 3 in Chapter 9). The first substantive results came from looking at the effect of the control variables on the mediators. Individual attitude had a similar relationship with the mediators as explained in the structural results from Chapter 7. Females reported worse collective efficacy and slightly better discipline than males. For respondents a year older, reports of disorder increased at about the same rate as
reinforcement decreased and with perceptions of discipline reported as decreasing at about twice the rate (a change of 0.16 standard deviations per year older). The father being separated from the family home and the respondent not seeing him increased the reported levels of disorder, poor efficacy and reinforcement (with coefficients of 0.16, 0.25 and 0.26 of a standard deviation in the dependent respectively). Socioeconomic class appeared not to affect any mediating perceptions. A worse area as measured by the IMD, or any of the subdomains that were seen to be extremely similar to the overall measure, increased perception of disorder and low collective efficacy slightly but statistically significantly. Living in a small town or an urban fringe increased perceived collective efficacy by a fifth of a standard deviation, and living in a rural area lowered perceptions of disorder and raised perceptions of collective efficacy by a fifth and half of a standard deviation respectively (when compared to living in an urban area).

The effects of the controls when analysed together can be summarised as:

- a higher criminogenic propensity (measured via individual attitude) increases offending (as in the original model, though with a slightly muted effect);
- females report offending less than males, equivalent to about half a standard deviation change in individual attitude;
- older respondents report more offending;
- being separated from the father and not seeing them increases offending over whether the parents live together, but separation still with contact seems to make no difference;
- the guardians being in trouble with the police seems to have a rather large effect on reported offending, larger than the gender effect, and if they have been in prison increases it still further; and,
- there are no total effects on reported offending by the structural characteristics of area that were included in the model, bar living in a rural environment, which lowers reported offending.

Increases in individual attitude are amplified when the respondent also reports lower neighbourhood disorder and this is partly caused by the routing through lower perceived collective efficacy. This result is consistent, though slightly small (with a
proportion of mediation of 12% compared to 19%) than in the uncontrolled structural work, meaning that some of the relationship was absorbed by the control variables. The age effect, too, is amplified by reporting worse disorder, as is separation from parents, guardian’s trouble with the police and living in a rural setting. In summary, perceiving the area to have worse disorder makes these bad situations worse. An important piece of information is that the addition of the structural area characteristics did not remove the effect of the perceptions of the area as mediating effects and this shows that these perceptions play a larger role in governing offending behaviour than the structural characteristics (as were available to be measured from this data source).

11.4.5 Incorporating Longitudinal Data

After successful creation of good measurement models with the limited variables available from the OCJS, and finding suitable structure into which to fit both the perceived and the non-psychological variables, the final piece of analysis in Chapter 10 attempted to incorporate the longitudinal possibilities of the data. After some checks on the invariance of the measurement models over the course of the study found them to be consistent across years, in a similar manner to Chapter 7 the work started examining the relationship within each of the ‘levels’ of risk factors individually. This helped clarify relationships to be incorporated into later analysis and provided as a corollary some interesting findings. Specifically, it was shown that the reporting of within-family level of discipline and reinforcement were extremely stable over time, and the same could be said for reports of neighbourhood disorder and collective efficacy once a suitable model was pinned down. Perhaps the most important finding of the preliminary analysis was that the individual attitude construct was extremely stable over the course of the study as would be predicted from the theoretical literature, which led to increased confidence in the measurement (although it could be viewed that if the measurement validity were already established, as claimed, it would lead to increased confidence in the theory!).

Creating the most robust longitudinal analysis in the sense that Little (2013) explains proved beyond the data and perhaps would not have been warranted given the stability of the constructs over the period of the OCJS data collection. A suitable
alternative specification using a lagged structure and looking at how the essentially cross-sectional model used as the basis from Chapter 7 onwards predicted self-report offending sometime in the future (either 2005 or 2006) was used. This specification had the added bonus of neatly dodging a number of problems with a full longitudinal structure that the data limitations enforced. A model without controls, and then with, were constructed and some fascinating results came to light.

The uncontrolled model gave insight into how the mediators vary over time. Although neighbourhood disorder was the only consistent cross-sectional mediating factor in the model, as the dependent variable moved further forward in time the significance of this diminished to insignificance. This was accompanied by an increase in the significance (both statistical and substantive) of the mediation by family discipline. This means that although the neighbourhood in which someone lives affects their behaviour at any one time, with worse disorder (partly caused by worse perceptions of collective efficacy) increasing self-reported offending by around a fifth of a standard deviation compared to what would be expected based merely on their individual attitude, two years later this effect has disappeared and it is the family discipline that matters, and matters greatly at two-fifths of a standard deviation of individual attitude. Although the negative coefficient demonstrated that stricter disciplinary regimes increase offending (against expectations), the stability of that concept over the three years of the study and extrapolating backwards to before the study began (where the respondent was in young childhood) went some way to explaining why. It could be that this negative sign is a symptom of the continuation of a harsh disciplinarian regime that was (part of) the cause of problem during the development of the individual attitude the first place.

The lagged model with controls went some way to reinforcing this statement. When the controls were added, the inclusion of separation of the parents and family criminal justice system involvement meant that the mediation effect over the longer term by perceptions of familial discipline disappeared. Both parental separation and parental police contact in 2004, however, increased the likelihood of self-reported offending two year later, and with a large effect (approximately equivalent to just under a standard deviation of individual attitude for both). Given that the these two control variables
(separation and parental police contact) were seen to be strongly related to perceptions of family discipline in the cross-sectional control work (reported in Table 9.3 of Chapter 9), the removal of the mediation becomes apparent and the importance of family level influences *in general* on self-report offending over the longer time period is clear. So family circumstance matter, and matter greatly (both structurally and as perceived) but their relevance is seen over the longer term. On the other hand, the neighbourhood level factors seem to be a) operating through perceptions and b) only relevant at any one time point.

Although a central finding there are some issues with the reliability of the results that means these conclusions need to be made in conjunction with other findings from the thesis rather than as a replacement. The insignificance of age is one worry, though the flattening off of changes in self-reported offending after the age 14 or so (shown in Figure 10.8) goes some way to assuaging doubt. The second worry is the precision of the model: as the dependent goes further into the future from the cross-sectional interaction of the mediating variables and the controls, the results become less reliable and the myriad of other factors not included in the analysis could play an unknown role.

### 11.4.6 Overview of Results

It is hoped that the results is this work form something of a coherent whole. The measurement section laid the basis for further work by providing a platform upon which the rest could be built, whilst the structural discussions and resulting model specification led to a reliable structure that went on to become the central part of the thesis. This gave the first insight into the importance of perceptions of collective efficacy and neighbourhood disorder, and highlighted how the role of collective efficacy only operates through neighbourhood disorder. After a slight detour into attempting to stretch the analysis to cover subtypes of offending which gave results a little too tentative to conclude much from (with confidence at least), the addition of controls to the modelling strategy showed that from a cross-sectional viewpoint, it seems that perceptions of neighbourhood disorder and collective efficacy are more important in shaping offending behaviour than the deprivation level of the area, the socioeconomic
status of the family or perception of the characteristics of the family environment. Structural family problems, as measured by parental separation and parental trouble with the criminal justice system, also seem to have a direct effect on the behaviour of the adolescent, associated with increases in their self-reported offending behaviour. The final piece of the jigsaw came from the lagged model and told a story of the reducing role of temporal perceptions of area on future behaviour and that it is actually the family environment that is most important in determining offending behaviour over the long term.

These results have all been achieved from analysis conducted on a publically accessible dataset without the need for area level identifiers or special access to sensitive variables (or expensive specialised data collection), but some of the substantive findings are novel. The interaction of neighbourhood disorder with collective efficacy and their impact on self-report offending does not appear to have been uncovered in the literature before, and the subsidence of the neighbourhood to be taken over by the family in terms of longer-term offending patterns similarly is a new take on work that has gone before. To be able to make these conclusions has taken a good deal of space, with theoretically based measurement and structuring along with parsimonious steps taken to combat vague, incomplete data and/or definitions. This process is certainly longer than a standard journal publication and the sequential nature of the work means that to have treated the thesis as a coherent whole was the correct decision.

11.5 Limitations of the Data Available

There are two types of limitations in this work; those within the current approach that have been an integral part of the analyses and those that flow from the nature of the data. Given that the stated goal of this work was to attempt to investigate this realm with existing data it would be amiss to allow too much focus to fall on this latter set and these wider limitations will be revisited in the next section and discussed in terms of implications for data collections and survey design. Most of the existing limitations to the analysis have been an integral part of the narrative already and have very much shaped the results and analytical direction. This current section therefore focuses on the existing limitations that have not already been made explicit.
The first of the existing limitations to discuss here were those imposed by the software. Although Mplus was deemed the most versatile for this investigation, especially with its advanced and well-established range of estimator algorithms (in particular the WLSMV for categorical data) and its computational power, some features that could be wished for are not present. Notably here is the link function available for the modelling of a dichotomous outcome variable with categorical data. This was limited to the probit link and therefore the interpretation of coefficients instead of being in terms of “holding all else constant...” were in terms of “holding all else constant at their mean value”. To some extent this was not too troublesome as standardisation was used throughout the work and holding a value at its mean of zero eliminated it from most calculations. The predicted probabilities used mainly in Chapter 7 and the proportion of mediations approximation (which superseded the predicted probabilities and became the main interpretive tool) did suffer an imprecision, and results had to be read in comparison to each other rather than as statements of absolute value (for instance the proportion of mediation for neighbourhood disorder is derived as 19% but the discussion has phrased this as “around a fifth” and made rough comparisons to other values). This is more of an inconvenience than a major limitation, but is worth noting.

A more serious limitation was the questionnaire design and the changes to question sets that were asked of respondents that varied depending on their age. Although the majority of the changes occurred between 10 to 16 years old and those aged 17 plus, for the area level questions the changes happened for those 15 and below and the older group. Although the 10- to 16-year-old group was seen as being of greatest analytical interest, the change in the questionnaire impacted the longitudinal analysis and had an alternative approach not been taken could have greatly reduced sample size. This also means that these results cannot be checked for equivalence for the older group.

Another apparent limitation with the questionnaire design was the loss of the 2003 wave. This was mainly due to attrition between that wave and the subsequent ones, but also some additional questions were added that became crucial to the analysis. Although the loss of the 2003 wave was unfortunate, in many ways the team in charge of the administration of the OCJS should be commended in recognising the problems
that were occurring, both in terms of attrition and question shortages, and addressing these in time for the second wave.

Missing data in general has not been too much of an issue due to the way in which latent variables and the WLSMV estimator computes latent variable scores. This uses full information and has been shown to provide consistent estimates when “the amount of missing data is not substantial” (Asparouhov and Muthén, 2010, p8) as here. Missing questions did mean that the collective efficacy latent variable had to be run on a reduced set of questions but this was unproblematic. When adding covariates however, such as the IMD (not valid for those in Wales) and various family level questions, the missing data resulted in a few (around 10%) of the respondents falling out of the analysis. Better documentation and coding in the production of the data would have helped here, but the impact was overall rather manageable.

It would be possible to lament the lack of variation across the offending subtypes, the reliability of the income questions, the unavailability of area level identifiers, interviewer characteristics (which have been shown to be important in the field of fear of crime and could very well have an impact here; see Brunton-Smith, 2006, for more details) or other missing questions but these worries shall be saved for this wish list for future data. Overall, despite the data issues, the thesis has demonstrated that this analytical approach, a methodical, rigorous and theoretically informed procession through each step can provide fresh insight into problems that have traditionally been considered too complicated to answer.

11.6 Implications and Wider Limitations

After reviewing the findings of this thesis, both methodological and substantive, the following discussion will consider the implications of the results from a policy perspective to reduce offending behaviour, for approaches to modelling complex topics using existing data and in terms of the design of future surveys.
11.6.1 Policy Implications

The substantive results presented in this thesis lead to some rather clear policy implications. Firstly, although the focus of the work has been elsewhere and has tried to focus on the environment that an individual experiences and lives within, the centrality of the individual’s criminogenic propensity has been shown to be a central issue. In every model that has included this component it has played a pivotal role in the relationship with offending, and analysis has confirmed what would be expected from the developmental theory, that this individual attitude is relatively stable (though when and how it develops is outside the scope of the data, previous research indicates it is before the age of 10). This should not be ignored, and policies to address this enduring type of criminogenic propensity would clearly be the most appropriate in terms of reducing offending behaviour over the long term. This point shall be picked up again shortly.

This work has shown that at a national level both neighbourhood and family characteristics matter, but that they matter in slightly different respects. Perceptions of neighbourhood disorder were shown to have a strong influence over the offending behaviour of the adolescent only at one particular time point, not one that lasts. This is different to what Wikström (2012) might call a criminogenic setting in that the respondent is not reflecting on their offending behaviour and the setting found at that moment, but on their impression of their local area as they see it in general. Given a population of adolescents therefore, and a need to do something to address offending behaviour immediately then the response should be to implement a policy that addresses the neighbourhood character. The manner in which the neighbourhood disorder and collective efficacy interact with offending is a new finding and means from a policy perspective that whilst it may appear at first glance that measures to reduce perceptions of disorder might be the primary method of achieving this goal, it would also be possible to implement a process to also try to boost perceptions of collective efficacy, which should in turn help reduce perceptions of neighbourhood disorder.
The analysis, however, demonstrated that this relationship is transitory, and therefore any longer-term policy implications must reflect this difference. Family character, both perceived and structural, seems to have an effect on offending over the longer term. This leads to a mix of potential policy implications depending on which of these it is felt need to be addressed and the over-time causality that is being examined. The final two sets of models indicated how over the long term the perceptions of family discipline mediated against offending but when other measures of family level problems (separation and trouble with the criminal justice system) are added, this effect evaporates. Would a policy implication therefore be that it is best to keep families together and not arrest any parents? Of course not, these external factors most probably represent themselves in the young person’s life in other ways and the fact that the addition of these covariates means the disappearance of the perceptions of family characteristics effect clearly points to this. It means there is a general family disruption problem at play. A more enactable policy implication would therefore be that given a negative family context, which may be indicated by problematic divorce or parental involvement with nefarious behaviour, then the child within the household must be supported over the long term, with help put in place to make a suitably normative framework to address their behaviour and, importantly, their perceptions of their family’s behaviour. Perhaps addressing their neighbourhood would help at the time, but without processes in place to help the family situation over a longer period they are likely to fail.

Although the direction of the mediation effects of the family measures was initially counter-intuitive, meaning that harsher discipline increased offending, whilst an argument could be made about negative effects of an overly prescriptive atmosphere it must be remembered we are dealing with national data here and therefore this type of household is relatively unlikely to be dominating the coefficient of this effect. The work understood this reversal by pointing to the stability of the family environment as demonstrated in Chapter 10, extrapolating this to be a remnant of an earlier age and therefore reversing the causality with the individual’s attitude. This obviously puts the cause back onto the individual criminogenic propensity and the central part that this has played in every aspect of the modelling presented here and the theoretical
expectations that it is built upon. The policy implication over a longer time period, to reduce offending behaviour from the whole life course, therefore, is along the familiar lines that highlights the importance of a nurturing and positive family environment from an early age.

One final policy implication to note was touched on very briefly in the concluding remarks to Chapter 9, and that is by looking at the effect of the control variables on the mediators, where a suitable policy initiative designed and implemented to address the perception of neighbourhood, then knowledge of the effects of the structural characteristics (such as age, gender or divorce) on those perceptions could help with the targeting of those interventions. This has not been the focus of the current work but a revised analysis placing more importance on unpicking these effects could lead to useful knowledge.

11.6.2 Methodological Implications for Existing Data

This section shall focus on methodological implications that should be worked into any analytical approach once the data collection process is complete. In the entirety of this thesis, work has progressed only on an existing dataset that can be downloaded simply by registering an online account, and there are many hundreds more such datasets available to researchers. The OCJS by the standards of these national surveys is not particularly large nor particularly complex, but by approaching each concept's measurements and then the relationships between these concepts from the bottom up and building forward one step at a time, some results have been achieved that have thus far eluded researchers. Perhaps criminology lends itself to this type of approach more so than other realms of the social sciences as it has a long history of detailed theoretical debate, often approached with numerous different methodologies in many different academic traditions, both qualitative and quantitative and from psychology through to econometrics. The sequential ordering of the analysis, however, with open confrontation of the limits of generalisability, and the simple analytical framework consisting of asking what can be measured, can these measures be structured and what are the results with equal attention paid to each part is surely widely applicable.
Structural Equation Modelling, SEM, very much helps in being able to achieve these goals and it is unsurprising that the methodology has enjoyed a huge uptake over the last 30 years. Armed with increasingly more sophisticated computer technology it is likely that the method will carry on being picked up by more and more researchers, especially given the increased functionality available in the recently released STATA14 with its excellent graphical user interface (notably the asymptotic distribution free estimator, bootstrapping and the implementation of Satorra–Bentler adjustments). The ability to create non-mathematical intuitive presentations of the data structure and results via path diagrams is a huge boon, which allows the method to be understood by a wide range of people with limited statistical knowledge. Its versatility once one is adept in the processes of model specification mean that it can replicate a huge variety of techniques that are familiar elsewhere: multi-level modelling, econometric models of simultaneous equations, latent growth curve modelling and beyond.

This does not mean that structural equation modelling is a panacea for all problems but that social science, psychology and economics could do well to pay more attention to measurement frameworks in their original format rather than rushing forward with subsets that may not accurately capture the original concept. The very notion of collective efficacy is a case in point: in the original definition Sampson et al. (1999) perceive collective efficacy to have two distinct dimensions, social trust and informal social control, but it is common to find work that used vastly reduced numbers of items to ‘measure’ this concept and the weaknesses of these measures are not adequately addressed. For example, Laurence and Heath (2005) use just the informal social control elements of the definition to formulate their ‘collective efficacy’ measure, and after a quick Cronbach alpha to give reliability, use it to predict changes in community cohesions and find an extremely strong effect without acknowledging that community cohesion is exactly one half of the original definition. To be clear, it is not the intention to say that any works necessarily become invalid if they work with reduced measurement, indeed this very thesis makes exactly some of these assumptions, but the awareness of the nuances of the measurement instrument and their relationships to other concepts can be quickly lost and this needs to be considered, whatever statistical technique is being applied.
Causality within SEM approaches is also often misconstrued for the simple fact that it is attractive to interpret an arrow coming out of one circle and going into another as a causal relationship. In reality this is exactly the same as a regression and considering the implication of a regression coefficient is an absolute must for all courses that attempt to teach that technique. SEM is no different. This does not mean that any particular results are dubious, far from it, but what it does mean is that as with any statistical modelling the use of language is extremely important. In this thesis there has been a deliberate attempt to try to use as neutral a causal language as possible, difficult as it may be. Where causal language and statements are made these need to be in a tightly controlled manner, which full consideration of the model necessitates. As in regression, it is possible to use causal language, but only when it is certain that there is a cause and there is an effect.

11.6.3 Wider Limitations and Implications for Data Collection and Survey Design

Given that this work has largely managed to create measures of complex risk factors using only secondary data it is tempting to conclude that there is little improvement that could be made to any data collection process, and that the methodology can iron out any issues post-hoc. This simply is not the case and a good deal of this thesis has been dedicated to trying to rectify problems that need not have occurred. Given that there are a number of well-established scales used to measure parts of what has been termed here individual attitude (Grasmick et al., 1995; Whiteside and Lynam, 2001; Jolliffe and Farrington, 2006), in an ideal world if a survey were to be conducted then to acknowledge that these are the basis for a question set, label them as such and point to the literature from which they are drawn in the documentation would no doubt ease the researcher’s job. This would require someone with specific knowledge to sit on the design committee and input into the questionnaire design actively, but this shouldn’t be too overbearing a responsibility. Trying to match the questions present on the OCJS to theoretical and previous definitions has been a relatively tough job and it does not appear this has been done from this data source before, this despite the survey being close to ten years old and available to researchers for quite some time.
The inclusion of a more comprehensive set of measures would also be beneficial. Jolliffe and Farrington (2010) spend a good deal of their chapter in the SAGE Handbook of Criminological Theory discussing the impact of intelligence on offending, and conclude that on balance low intelligence and low attainment seem to have a relationship with greater offending. Similarly, measures of personality types, though seen probably to be closely related to those measured here, would have been helpful. This is mainstream knowledge that does not seem to have been acknowledged and incorporated into the design of the survey and would be relatively straightforward to fix.

One abiding limitation of this work has concerned the issue of causation between family and individual risk factors, and working out which way round they should go. It has only been possible to speculate, based on results, a way to unpick this. Given the stability of the individual attitude and well researched expectation that this develops in early childhood, it would be a relatively straightforward step to design a short survey to be administered to the parent or guardian of the primary respondent asking them about their opinion of the child, perhaps specifically asking about how they were in younger childhood. This type of additional survey could also ask about parental judgement of their discipline, school achievement and would also allow better capture of household level questions such as income (awfully recorded in the OCJS) and socioeconomic status.

To try to improve the area level measures, though, would probably be to ask too much. The great lengths that the PHDCN and the PADS+ have gone through to get a measure of the characteristics of an area, using detailed observation or extremely large scale specific surveys in relatively constrained geographical spaces (at most a city) would clearly be prohibitively expensive. One possibility could be geographical co-location of surveys such as running the (larger) Citizenship Survey in the same locations as those of a future attempt at data collection related to self-report. If the sampling strategy was aligned closely enough it would be possible to get another view, perhaps even another four or five views, of the collective efficacy of an area (for example) but would this be an improvement on an individual’s self-perception of an area? Wikström et al. (2012) retrieved 13 responses per output area (the smallest unit of Office for National Statistics
Geographical classifications, smaller than Lower Super Output Area and an average of around 120 households) to be able to measure their characteristics of a neighbourhood, so would four or five actually help the measurement here? Is it not the opinion of the individual that matters most? Perhaps a combination of the two, but to replace the individual’s own assessment with that of a handful of completely unrelated people would not be adequate. And this operates under the assumption that that level of joined-up survey administration is even possible! Perhaps in relation to area measurement of non-administrative factors there are only two possibilities, what people perceive in and of themselves or taking a brute force (and expensive) more laborious approach.

11.7 Future Work

This thesis gives many departure points for further work, ranging from the immediate to the distantly possible. On the immediate side it should be possible to address some of the aspects which have thus far been defined outside the scope of this investigation. School and peer effects have not been included in this work at all, yet their role in the development of delinquent behaviour has been highlighted by numerous studies (see Farrington and Welsh, 2007, or Blackburn, 1993, p173). Peer influences in particular are a key part of Moffitt’s developmental taxonomy, and descriptive work on the OCJS highlighted increased offending activity amongst those in ‘delinquent youth gangs’. The aim of this work was not to look into these aspects, and with good reason as investigating area has taken a good amount of space, but this is certainly something that could be looked at in future analysis and using exactly this approach.

Perhaps an even simpler extension would be to change the dependent completely. In this current work the focus has been on self-report offending and only self-report offending. This has been for reason of focus but it would be possible to change this completely to a measure of other delinquent behaviour. Broader anti-social behaviour can be measured from the OCJS dataset with a specific set of questions asked and the survey’s stated aim is to look at drug usage, and hence how these risk factors relate to these could be included in an analysis. McVie and Norris (2006a) found that the
neighbourhood had different effects on drug use compared to self-reported delinquent acts, and this analysis could easily be achieved using this framework.

Another interesting avenue for further exploration is the link between fear of crime and offending behaviour. This was touched upon very briefly in Chapter 7 and then moved away from as it was felt there was too little theory to be able to include this in the analysis, given that SEM is a hypothesis-testing method rather than a theory-generating mechanism. Questions on self-report offending are typically not included on datasets that aim to investigate fear of crime or victimisation, as the questions needed to get a reliable measure are time consuming to design and administer. As these are included in the OCJS, with the right theorising at the outset this question could be addressed from this source.

An attractive further piece of work is to try to replicate these results from an alternative dataset. Now that these relationships have been established and the methodology to tap measurement of the psychological risk factors demonstrated, it would be possible to conduct this analysis on other datasets with an appropriate range of questions. One source that immediately springs to mind is the International Self-Report Delinquency Study (ISRD). Launched in 1992 by the Ministry of Justice in the Netherlands, the aims of this study are to measure the prevalence of different types of delinquent behaviour in industrialised countries, examine sources of cross-national variation and the development of the self-report methodology (Junger-Tas and Terlouw, 1994). The first wave involving 12- to 15-year-olds in 13 countries was conducted between 1992 and 1993; the second expanded to 31 countries, with the same aged participants, was conducted between 2005 and 2007 and was made publically available in January 2015. The third wave of the study is currently in the field, covering 35 countries, and focuses on the empirical integration of Situational Action Theory, Institutional Anomie Theory and Procedural Justice Theory. Further areas of interest are theories of social control, criminal opportunity and social disorganisation. Together these could provide an extremely rich dataset to test the findings of this work and more (see the project website for more details). Particularly, SEM is capable of analytically delving into whether
empirical specifications are equivalent across countries and the ISRD3 would be an ideal test bed for such work.
### Appendix A

#### Table 11.1 Model results for subdomains of the index of multiple deprivation, from section 9.3

<table>
<thead>
<tr>
<th>Pathway in Figure 9.1</th>
<th>Effects on mediators</th>
<th>Direct effect on offend</th>
<th>Indirect effects through mediators</th>
<th>Total effect on offend</th>
<th>Proportion of mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
<td>a+b*e</td>
</tr>
<tr>
<td>Model 3 with Crime IMD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Attitude</td>
<td>0.19***</td>
<td>0.25***</td>
<td>0.52***</td>
<td>0.56***</td>
<td>0.7***</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.09</td>
<td>n/s</td>
<td>-0.12*</td>
<td>-0.31***</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>n/s</td>
<td>0.08***</td>
<td>0.16***</td>
<td>0.12***</td>
</tr>
<tr>
<td>Live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate but see</td>
<td>n/s</td>
<td>0.13</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Separate don't see</td>
<td>0.18***</td>
<td>0.3**</td>
<td>0.28*</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.17**</td>
<td>n/s</td>
<td>0.44**</td>
<td>0.29**</td>
<td>0.33*</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.34***</td>
<td>n/s</td>
<td>n/s</td>
<td>0.35</td>
<td>0.44</td>
</tr>
<tr>
<td>Employers or professionals</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.37**</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower managerial and professional</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Intermediate (reference)</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Small Organisations and own account worker</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>0.14</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Routine</td>
<td>n/s</td>
<td>0.35**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>IDACI decile</td>
<td>0.03***</td>
<td>0.06***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
</tbody>
</table>

*ND = Net direct, CE = Constituent effect, FAR = Full attributable risk, FAD = Full attributable decrement

**Significance levels:**
- **p < 0.05**
- **p < 0.01**
- **p < 0.001**

*ND (total) = Net direct (total), CE (total) = Constituent effect (total), FAR = Full attributable risk, FAD = Full attributable decrement.*
### Effects on mediators

<table>
<thead>
<tr>
<th>Pathway in Figure 9.1</th>
<th>ND (total)</th>
<th>CE (total)</th>
<th>FAR</th>
<th>FAD</th>
<th>Direct effect on offend</th>
<th>Indirect effects through mediators</th>
<th>Total effect on offend</th>
<th>Proportion of mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbourhood condition</td>
<td>a + b' e 0.29***</td>
<td>b 0.21***</td>
<td>c n/s</td>
<td>d 0.11**</td>
<td>g n/s</td>
<td>(a + b' e) t h 0.11**</td>
<td>b(i + e*h) c' j d' k</td>
<td>Sum all paths n/s</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td>n/s</td>
<td>-0.18* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Town or urban fringe</td>
<td>-0.19** n/s</td>
<td>-0.43*** n/s</td>
<td>-0.17</td>
<td>-0.27</td>
<td>-0.16* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.19** n/s</td>
<td>-0.43*** n/s</td>
<td>-0.17</td>
<td>-0.27</td>
<td>-0.16* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
</tbody>
</table>

### Model 3 with Income IMD

<table>
<thead>
<tr>
<th>Individual Attitude</th>
<th>ND (total)</th>
<th>CE (total)</th>
<th>FAR</th>
<th>FAD</th>
<th>Direct effect on offend</th>
<th>Indirect effects through mediators</th>
<th>Total effect on offend</th>
<th>Proportion of mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban (reference)</td>
<td>0.2*** 0.26*** 0.52*** 0.56*** 0.69***</td>
<td>0.07** n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.59***</td>
<td>12%* n/s ind</td>
<td>n/s ind</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s 0.11* n/s</td>
<td>-0.11</td>
<td>-0.31*** n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Age</td>
<td>0.06*** n/s 0.03 0.08*** 0.16***</td>
<td>0.11*** n/s</td>
<td>0.05** n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.13***</td>
<td>40%* n/s ind</td>
</tr>
<tr>
<td>Live together (reference)</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Separate but see</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Separate don’t see</td>
<td>0.15** n/s 0.24* 0.28*</td>
<td>n/s</td>
<td>0.13* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.25</td>
<td>52%* n/s ind</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.16** n/s 0.44** 0.29**</td>
<td>0.34* 0.14* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.35**</td>
<td>38%* n/s ind</td>
<td></td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.29** n/s</td>
<td>n/s</td>
<td>0.34</td>
<td>0.46</td>
<td>0.25* n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Employers or high professionals</td>
<td>n/s n/s</td>
<td>n/s</td>
<td>-0.35**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower managerial and professional</td>
<td>n/s n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Intermediate (reference)</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Small Organisations and own account worker</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Pathway in Figure 9.1</td>
<td>Effects on mediators</td>
<td>Direct effect on offend</td>
<td>Indirect effects through mediators</td>
<td>Total effect on offend</td>
<td>Proportion of mediation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------------</td>
<td>-------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
</tr>
<tr>
<td>Routine</td>
<td>n/s</td>
<td>0.28*</td>
<td>n/s</td>
<td>n/s</td>
<td>0.31</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Crime decile</td>
<td>0.04***</td>
<td>0.08***</td>
<td>n/s</td>
<td>n/s</td>
<td>0.03**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Neighbourhood condition</td>
<td>0.23***</td>
<td>0.15***</td>
<td>0.08*</td>
<td>n/s</td>
<td>0.08**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town or urban fringe</td>
<td>n/s</td>
<td>-0.22*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.17**</td>
<td>-0.44***</td>
<td>n/s</td>
<td>-0.16</td>
<td>-0.34*</td>
<td>-0.15*</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Model 3 with IDACI IMD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual Attitude</td>
<td>0.2***</td>
<td>0.26***</td>
<td>0.52***</td>
<td>0.56***</td>
<td>0.7***</td>
<td>0.07**</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Female (ref male)</td>
<td>n/s</td>
<td>0.12*</td>
<td>n/s</td>
<td>-0.11</td>
<td>-0.31***</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Age</td>
<td>0.06***</td>
<td>0.03</td>
<td>0.08***</td>
<td>0.16***</td>
<td>0.12***</td>
<td>0.05**</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Live together (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate but see</td>
<td>n/s</td>
<td>0.12</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Separate don’t see</td>
<td>0.14**</td>
<td>0.23*</td>
<td>0.28*</td>
<td>n/s</td>
<td>0.12*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Guardians - No trouble (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardians - trouble with police</td>
<td>0.15**</td>
<td>n/s</td>
<td>0.44***</td>
<td>0.28**</td>
<td>0.34*</td>
<td>0.13*</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Guardians - Prison</td>
<td>0.27**</td>
<td>n/s</td>
<td>n/s</td>
<td>0.33</td>
<td>0.47</td>
<td>0.24*</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Employers or high professionals</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.35**</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Lower managerial and professional</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Intermediate (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small Organisations and own account worker</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
</tbody>
</table>
## Effects on Mediators

<table>
<thead>
<tr>
<th>Pathway in Figure 9.1</th>
<th>Effects on Mediators</th>
<th>Direct Effect on Offend</th>
<th>Indirect Effects through Mediators</th>
<th>Total Effect on Offend</th>
<th>Proportion of Mediation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ND (total)</td>
<td>CE (total)</td>
<td>FAR</td>
<td>FAD</td>
<td>ND (total)</td>
</tr>
<tr>
<td>Lower supervisory</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Semi-routine</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Routine</td>
<td>n/s</td>
<td>0.28*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Income decile</td>
<td>0.04***</td>
<td>n/s</td>
<td>0.02*</td>
<td>n/s</td>
<td>0.03**</td>
</tr>
<tr>
<td>Neighbourhood condition</td>
<td>0.22***</td>
<td>0.13***</td>
<td>n/s</td>
<td>0.07</td>
<td>0.08**</td>
</tr>
<tr>
<td>Urban (reference)</td>
<td>n/s</td>
<td>-0.22*</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Town or urban fringe</td>
<td>-0.16*</td>
<td>-0.42***</td>
<td>n/s</td>
<td>n/s</td>
<td>-0.33*</td>
</tr>
<tr>
<td>Rural</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
</tbody>
</table>

*** = 99.9% significant, ** = 99% significant, * = 95% significant, no star = significant at 90% level. Lower significance otherwise.
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