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Abstract

In the last 30 years, whilst there has been an explosion in our ability to make quantitative predictions, less progress has been made in terms of building useful forecasts to aid decision support. In most real world systems, single point forecasts are fundamentally limited because they only simulate a single scenario and thus do not account for observational uncertainty. Ensemble forecasts aim to account for this uncertainty but are of limited use since it is unclear how they should be interpreted. Building probabilistic forecast densities is a theoretically sound approach with an end result that is easy to interpret for decision makers; it is not clear how to implement this approach given finite ensemble sizes and structurally imperfect models. This thesis explores methods that aid the interpretation of model simulations into predictions of the real world. This includes evaluation of forecasts, evaluation of the models used to make forecasts and the evaluation of the techniques used to interpret ensembles of simulations as forecasts. Bayes theorem is a fundamental relationship used to update a prior probability of the occurrence of some event given new information. Under the assumption that each of the probabilities in Bayes theorem are perfect, it can be shown to make optimal use of the information available. Bayes theorem can also be applied to probability density functions and thus updating some previously constructed forecast density with a new one can be expected to improve forecast skill, as long as each forecast density gives a good representation of the uncertainty at that point in time. The relevance of the probability calculus, however, is in doubt when the forecasting system is imperfect, as is always the case in real world systems. Taking the view that we wish to maximise the logarithm of the probability density placed on the outcome, two new approaches to the combination of forecast densities formed at different lead times are introduced and shown to be informative even in the imperfect model scenario, that is a case where the Bayesian approach is shown to fail.
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6.5 Mean ignorance scores of sequential blending expressed relative to that of the standard method with 95 percent bootstrap resampling intervals of the mean in the Lorenz '63 PMS. Since sequential blending yields a lower mean ignorance score and the resampling intervals do not contain zero, there is significant evidence that this approach performs better than the standard method in 8 out of 9 lead times considered. 167

6.6 Mean ignorance scores of sequential blending expressed relative to that of the standard method with 95 percent bootstrap resampling intervals of the mean in the Lorenz '63 IMS. Since sequential blending yields a lower mean ignorance score and the resampling intervals do not contain zero, there is significant evidence that this approach performs better than the standard method in 7 out of 9 lead times considered. 169
7.1 Top panel: Mean shadowing length of model trajectories formed using PDA with an exact (blue) and an approximate (red) Jacobian as a function of the assimilation window. The error bars represent 95% resampling intervals of the mean in each case. Since the means are so close, it is difficult to distinguish the lines. Middle panel: The mean pairwise difference between the shadowing lengths of model trajectories formed using PDA with an exact and an approximate Jacobian with 95% resampling intervals of the mean difference. Lower panel: Shadowing ratios of model trajectories formed using an exact and approximate Jacobian. The error bars represent 95% resampling intervals of the shadowing ratio. Since the mean difference between the shadowing lengths is not significantly different from zero and the shadowing ratio is not significantly different from 1, both measures suggest a lack of a difference between the performance of each approach.

7.2 The results of assimilating using PDA without rescaling the variables first. For each variable, the black lines are the true trajectory, the red dots the observations and the green lines are the analysis. Although PDA has found a pseudo-orbit that stays close to the observations of the $x,y,X$ and $Y$ variables, this is not the case for the $Z$ variable.

7.3 The same as figure 7.2 but with the modified version of PDA in which the variables are rescaled. This time, the pseudo-orbit stays close to the observations of all of the variables.

7.4 Points on the attractor of the Rössler map coloured according to the length of the linear regime of a trajectory initialised at that point. Darker colours imply a shorter linear regime (as indicated on the colour bar) and hence higher nonlinearity. Note how the nonlinearity tends to be highest for trajectories initialised close to where the attractor splits, either continuing around the base of the attractor or up in the $z$ direction. For trajectories initialised on this part of the attractor, the linear regime tends to be less than 100 time units.
7.5 Top left panel: the mean length of the linear regime as a function of $F$. Top right: the mean shadowing lengths achieved using PDA (blue), 4DVAR (red) and when no data assimilation is used (orange) as a function of $F$. The error bars represent 95 percent resampling intervals of the mean. Bottom left: the mean difference in shadowing lengths between PDA and 4DVAR (green) and between 4DVAR and when no data assimilation is used (red) as a function of $F$. The error bars represent 95 percent resampling intervals of the mean difference in shadowing length. Bottom right: Shadowing ratios between PDA and 4DVAR (green) and between 4DVAR and the observations (red) as a function of $F$. The error bars represent 95 percent resampling intervals of the shadowing ratio in each case.

8.1 The standard deviation (blue points) along with the mean (black solid line) and the median (black dashed line) standard deviation at each lead time of the ensembles in experiment 8.A. Although, on average, the standard deviation of the ensembles increases with lead time, there is significant variation at each one.

8.2 The mean ignorance scores of forecast densities formed using simple (blue) and dynamic (green) kernel dressing for the 10 different lead times in experiment 8.A. The error bars represent 95 percent bootstrap resampling intervals of the mean ignorance. At most lead times considered, dynamic kernel dressing yields more skillful forecast densities, on average, than simple kernel dressing.

8.3 The standard deviation (blue points) along with the mean (black solid line) and the median (black dashed line) standard deviation of the ensembles at each lead time in experiment 8.B. Although, on average, the standard deviation of the ensembles increases with lead time, there is significant variation at each one.

8.4 The mean ignorance scores of forecast densities formed using simple (blue lines) and dynamic (green lines) kernel dressing for each of 10 different lead times in experiment 8.B. For the shortest lead times, dynamic kernel dressing improves forecast skill whilst for longer lead times, very little improvement is made over simple kernel dressing.
8.5 Mean ignorance of forecast densities formed using dynamic kernel dressing relative to the ignorance of forecast densities formed using simple kernel dressing as a function of lead time for experiment 8.A (blue), in which ensembles are formed using an imperfect model of the Henon map, and experiment 8.B (red), in which ensembles are formed using an imperfect model of the Lorenz '96 system. The fact that zero does not fall within the resampling bars suggests that dynamic kernel dressing performs significantly better than simple kernel dressing at many of the lead times considered in these two examples. 200

8.6 Proportion of instances in which probability is boosted as a function of lead time using dynamic (solid lines) and simple (dashed lines) kernel dressing with inverse noise (blue) and PDA ensembles (red) on the ensembles formed from the perfect model of the Lorenz '63 system in experiment 8.C. The error bars represent 95 percent confidence intervals of each proportion at a subset of lead times. 203

8.7 Top: The mean ignorance scores obtained by applying the Pure Bayes method (blue lines), the time-weighted method (red crosses) and sequential blending (cyan diagonal crosses) for the imperfect model of the Moore-Spiegel system in experiment 8.D. The black circles represent the mean ignorance scores of the original forecast densities. Bottom left: The mean ignorance scores of the Pure Bayes method with coloured dots indicating whether the forecasts are significantly than (better), worse than (red) or not significantly different (yellow) from the original forecasts. Bottom right: Mean relative ignorance scores between sequential blending and the original forecasts (blue), the time weighted method and the original forecasts (red) and the time weighted method and sequential blending (orange) with 95% resampling intervals of the mean difference. Whilst the Pure Bayes method tends to yield forecast densities that are significantly worse than the original forecasts, the time-weighted method and sequential blending yield improved forecast densities in around half of the lead times considered. 206
8.8 Top: The mean ignorance scores obtained by applying the Pure Bayes method (blue lines), the time-weighted method (red crosses) and sequential blending (cyan diagonal crosses) for the perfect model of the Moore-Spiegel system in experiment 8.D. The black circles represent the mean ignorance scores of the original forecast densities. Bottom left: The mean ignorance scores of the Pure Bayes method with coloured dots indicating whether the forecasts are significantly than (better), worse than (red) or not significantly different from (yellow) the original forecasts. Bottom right: Mean relative ignorance scores between sequential blending and the original forecasts (blue), the time weighted method and the original forecasts (red) and the time weighted method and sequential blending (orange) with 95% resampling intervals of the mean difference. In this case, for shorter lead times, the Pure Bayes method tends to yield forecast densities that are significantly better than the original forecasts whilst at longer lead times they tend to be worse. Both the time weighted method and sequential blending are able to yield significantly improved forecasts for all but the two shortest lead times.

8.9 The mean proportion of ensemble members that shadow the observations (blue line, left axis) and the mean ignorance score obtained by fitting Gaussian distributions (red starred line, right axis) to the ensemble members as a function of forecast lead time for the ensembles in experiment 8.E. The error bars represent 95% resampling intervals of the mean ignorance. Points that lie below the dashed line indicate forecast skill with respect to climatology. For lead times greater than 6 time steps, a large proportion of ensemble members shadow whilst the forecast densities formed using this approach perform worse, though not generally significantly, than climatology. This suggests that a better approach to forecast density formation could be taken.
8.10 The mean proportion of ensemble members that shadow the observations (blue line, left axis) and the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending as a function of forecast lead time. The error bars represent 95% resampling intervals of the mean ignorance. Forecasts formed without blending only yield significant skill with respect to climatology up to 6 steps ahead whilst blending increases this time to 13 steps.

8.11 The mean proportion of ensemble members that shadow the observations (blue line, left axis), the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending and the mean ignorance score obtained using dynamic kernel dressing (green starred line, right axis) as a function of forecast lead time in experiment 8.E. The error bars represent 95% resampling intervals of the mean ignorance. Dynamic kernel dressing makes no assumption about the underlying distribution and thus yields better forecast skill than the Gaussian approach.

8.12 The mean proportion of ensemble members that shadow the observations (blue line, left axis), the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending and the mean ignorance score obtained using dynamic kernel dressing (green starred line, right axis) as a function of forecast lead time in experiment 8.F. The error bars represent 95% resampling intervals of the mean ignorance. For the first 9 lead times, the approach of fitting Gaussian distributions without blending yields forecast densities that perform significantly better than climatology. The fact that a small proportion of ensemble members shadow longer than this time suggests that informative forecast densities may be found. This is confirmed by the performance of the forecasts formed using dynamic kernel dressing which yield better skill than the climatology up to 15 steps ahead.

A.1 The Henon map attractor with parameter values $a = 1.4$ and $b = 0.3$. 
A.2 The Duffing map attractor with parameter values $a = 2.75$ and $b = 0.226$

A.3 The Ikeda map attractor with parameter values $\alpha = 6$, $\beta = 0.4$, $\gamma = 1$
and $u = 0.83$.

A.4 The Lorenz attractor with parameter values $\rho = 28$, $\sigma = 10$ and $\beta = \frac{8}{3}$

A.5 The Moore Spiegel attractor with parameter values $R = 100$ and $T = 35$.

A.6 The Rössler attractor with parameter values $a = 0.1$ and $b = 0.1$ and $c = 14$.
Chapter 1

Introduction

It has long been desirable for human beings to make predictions of the future. Early attempts at predicting the weather are known to have been made by Aristotle in around 340 B.C. [158] whilst some suggest that important battles have been won or at least significantly shortened on the basis of successful weather predictions (Meteorologists successfully predicted a short break in the stormy conditions that were occurring as the allies were planning the D-Day landings which allowed the operation to go ahead [1]).

Although it was recognised early on that weather conditions in one area could sometimes be used to inform prediction of future weather patterns in another, such methods were severely limited due to the fact that communication, whether over land or by sea, was slow. This, however, changed with the invention of the electric telegraph in 1835 which meant that weather conditions could be communicated almost instantaneously [138] and thus the modern era of weather forecasting began. After a major storm in 1859, which caused the loss of the Royal Charter, 15 land stations
were set up so that reports of the weather could be submitted to experts and hence prior warnings of gales could be made to ships at sea. Over time, more stations were set up so that regular weather predictions, based on the knowledge of experts, could be disseminated [62].

The origins of numerical weather prediction techniques can be traced back to the works of Lewis Fry Richardson who took the (now very widely used) approach of representing the natural processes of the atmosphere as a set of differential equations and solving them using a straightforward numerical integration technique [102]. He used his method to make forecasts of changes in the pressure and the wind at two points over central Europe. In practice, however, numerical integration was highly laborious and time consuming. It was not until the advent of computing that forecasts could be made quicker than real time. The first numerical simulations of weather forecasts were made in 1950 [24] whilst the first regular, and hence operational, forecasts were made in Sweden in 1954 [64]. Subsequently, operational numerical forecasts became operational in countries around the world. [64]

Although Richardson’s first forecast was inaccurate, this allowed him to identify some of the challenges of numerical weather forecasting. He found that calculating useful estimates of the initial state of the atmosphere could be difficult. The implications of this were further demonstrated in 1963 when Ed Lorenz showed, using a simple 3 dimensional model, that two simulations of a system with slightly different initial conditions will quickly diverge from each other [99]. As a result, he suggested that informative point predictions of the future state of the atmosphere can only be made up to around two weeks ahead. The true initial state of the atmosphere can never be found due to measurement error. It therefore became clear that

1Throughout this thesis, we distinguish model states and model state space from those of the system.
a deterministic forecast does not adequately reflect this uncertainty. Epstein [45] recognised this and proposed a dynamical model to predict the mean and variance of the distribution of possible future states. Whilst such Monte Carlo approaches were shown to be useful, it was suggested by Leith [95] that adequate representations of the future states of the atmosphere could only be made using multiple point forecasts with initial states sampled from the uncertainty in observations of the current state. Such techniques are known as ensemble forecasts. Ensemble forecasts were introduced operationally both by the European Centre for Medium and Mid Range Forecasting (ECMWF) [105] and by the National Centers for Environmental prediction (NCEP) [151] in 1992 and soon many other forecasting centres followed suit [33, 2]. Whilst the original aim was merely to obtain a measure of likely forecast error, this paved the way for the formation and dissemination of probabilistic forecasts, in which the future states of a system are represented with probabilities or probability density functions. Such forecasts are desirable since they communicate information regarding the uncertainty in a forecast.

Probabilistic forecasts are in widespread use in many fields. For example, in weather prediction, precipitation forecasts expressed as probabilities have long been disseminated to the public [113, 51] whilst much emphasis is placed on the creation of probabilistic forecast densities of continuous variables such as the temperature. In climatology, projections of the future state of the climate are almost always probabilistic in nature [116] whilst probabilistic forecasting techniques are used in areas as diverse as population forecasting [159], economics [20] and ecology [9].

In forecasting, the aim is to predict the future states of a system. We will focus on cases where this is done by simulating its evolution over time using some mathematical representation called a model. In practice, the ability to make effective forecasts
is always limited since, in the real world, any model will contain structural errors and therefore can only be considered to approximate the processes inherent in the system.

In this thesis, we focus on the following four aspects of the forecasting process:

1. Initial state estimation
2. Ensemble formation
3. Forecast density formation
4. Forecast Evaluation

We now briefly describe these and the contributions made in this thesis to each.

**Initial State Estimation**

Chaotic dynamical systems, by definition, are sensitive to initial condition uncertainty. Since observations of system states are always subject to measurement error, a forecast trajectory will always diverge from the true trajectory even when the model describes the system perfectly. Data assimilation techniques combine sets of past and present observations with the model to attempt to find improved estimates of the initial state. In section 4.1 of this thesis, we utilise an existing approach to forecast evaluation called shadowing and introduce a new method called shadowing ratios. In section 7.1, we use these methods in a number of experiments in which we compare the performance of different approaches to data assimilation.
**Ensemble Formation**

Ensemble forecasts are formed by sampling additional states around an observation or a ‘best guess’ of the initial state to form a set of initial conditions and using the model to evolve them forward in time to form a set of distinct model simulations which reflect the uncertainty/sensitivity of that particular forecast. The approach taken to the sampling of the initial conditions, however, is important and can have a large effect on the quality of the final forecast density. Generally, initial states that are consistent both with the observation and the model dynamics can be expected to perform better than those that are consistent only with the observation [81]. In section 4.2.1 and 8.2, we compare the performance of two ensemble formation techniques both in the context of the performance of the raw ensembles and forecast densities derived from them.

**Ensemble Interpretation**

Forecast densities are formed by converting an ensemble into a probability density function. Although on the face of it, this appears like a simple density estimation problem, in fact, it differs significantly since model error and other imperfections in the forecasting framework imply that the outcome, the observed system value, will not be drawn from the same distribution as the ensemble. This means that fitting standard parametric or non-parametric distributions to the ensembles cannot usually be expected to be effective in estimating the distribution of the true state. An existing approach to this problem, called kernel dressing [131, 22], takes account of this difference by optimising the performance of a set of forecast densities over an archive of past ensembles and outcomes. Commonly, an approach, which we refer to as simple kernel dressing, is taken which assumes that each of the ensembles have
a similar level of dispersion [143, 146]. In chapter 5, however, we show that this can yield systematically inferior forecast densities when this is not the case. We propose two new approaches to kernel dressing and consider an existing approach in which the varying level of dispersion in a set of ensembles is accounted for. We demonstrate that taking such approaches can improve the performance of sets of forecast densities.

In weather forecasting, ensembles are usually launched every 6 or 12 hours. Often, when a new ensemble is launched, it is used to form a new forecast density and the previous ensemble and forecast density are discarded. In chapter 5, we investigate whether the most recently launched ensemble can be combined with those previously launched to yield better forecast densities. Whilst one might have expected a Bayesian approach to be appropriate in this setting, we demonstrate, using examples, that it can, in fact, be counterproductive. It appears that flaws in the forecasting system, including model error, violate the common assumptions underlying Bayes theorem; otherwise that approach would be effective. We introduce two new approaches to the combination of ensembles launched at different lead times and demonstrate that they can be used to construct forecast densities that perform significantly better than those formed with ensembles launched at a single lead time, even when the model is imperfect.

**Forecast Evaluation**

Forecast evaluation is the process of assessing the performance of a set of forecasts. At this stage we wish to gain an understanding of their value. In probabilistic forecasting, this is usually done using a function of the forecast and the outcome called a scoring rule, whilst similar scores exist for point forecasts. The choice of
Scoring rule is extremely important since, if it fails to identify the best forecast, it is of little use. Scoring rules also play an important role in the formation of forecast densities. Given a slowly increasing forecast-outcome archive, it is common for kernel dressing to use an independent set of ensembles and outcomes, called a training set, to train a set of forecast system parameters to optimise the performance with respect to a scoring rule.

In this thesis, we propose alternative approaches to forecast evaluation. A forecast evaluation method is optimised when the forecast that yields its best possible score is found. For point forecasts, distance based measures such as the mean squared error and the mean absolute error say little about their value since they are often optimised by the mean or the median of the distribution from which the outcome is drawn even if the probability of drawing such values is low. In chapter 3, we show that attempting to apply another common approach to the evaluation of point forecasts, the anomaly correlation coefficient skill score [4, 112, 111] can be misleading in practice and therefore should be treated with caution. We discuss an approach to forecast evaluation called shadowing and, capitalising on this concept, introduce a new approach called shadowing ratios.

It is useful to be able to assess various aspects of the ensembles themselves separately from the forecast (density). This means they can be assessed independently of forecast density formation and other interpretation techniques. In section 4.2.1, we introduce a new approach to the evaluation of ensembles, called ensemble shadowing ratios, in which the length of time the best performing member of each ensemble stays close to the observations is compared.

Scoring rules provide a useful measure of the performance of a set of forecasts [19, 44, 58, 130]. The mean of a set of scores, however, does not tell the entire story.
1.1 Thesis Structure

In section 4.3.1, we introduce a broader view of evaluating the performance of sets of forecast densities, called boosted probability, in which the period of time into the future they can be considered to be more informative than the distribution of the long term behaviour of the system is measured. This is not intended as an alternative to scoring rules, rather that boosted probability can be used alongside such measures to inform a forecaster about properties of the distribution of such scores.

1.1 Thesis Structure

It should be noted that, although each the research questions relate to the prediction of nonlinear systems, this thesis can be considered a collection of papers related to this theme rather than tackling an overarching research question. This thesis is structured in the following way:

In chapter 2, we provide background information on the process of forecasting dynamical systems and an overview of the steps involved. We focus on the individual steps of the forecasting framework, detailing the methods drawn upon in this thesis. Whilst the presentation of some of the material is new, there are no novel contributions in chapter 2.

In chapter 3 we turn our attention to the evaluation of point forecasts. We review some shortcomings of common evaluation techniques before focusing on the anomaly correlation coefficient skill score (ACC). We argue that this measure should be treated with extreme caution and that a very specific set of assumptions should be satisfied for its deployment to be valid.

In chapter 4, we focus on the evaluation of the two types of forecast discussed in
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This thesis: point forecasts, which consist of a single estimate of the future and probabilistic forecast densities, which take the form of predictive probability density functions. In addition, we consider the evaluation of ensembles, which consist of multiple point forecasts initialised with slightly different values. We introduce a new approach to the evaluation of forecast trajectories, called shadowing ratios, which measures forecast performance based on the length of time forecast trajectories stay close to or ‘shadow’ a set of observations. We extend this approach to introduce a new method, called ensemble shadowing ratios, aimed at evaluating the performance of ensembles. Finally, we introduce a new approach to the evaluation of a sequence of forecast densities, called boosted probability, which provides an alternative view to regular methods of probabilistic forecast evaluation.

In chapter 5, we focus on the formation of forecast densities from ensembles. We show that, when there is significant variation in the dispersion of ensembles resulting from nonlinearities in the system, simple kernel dressing fails to provide useful forecast densities in some cases. We thus propose two new methods and apply another existing method aimed at correcting this problem, showing that each one tends to yield, on average, more informative forecast densities. We then show that, when the ensemble and the outcome are drawn from the same distribution, one particular approach which we refer to as dynamic kernel dressing, performs much better in terms of how closely forecast densities approximate this distribution.

In chapter 6, we address the less commonly considered question of whether ensembles evolved forward to the same target, but launched at different times, can be combined to yield better forecasts. We argue that, as the time between ensemble launches decreases, it is necessarily the case that the ensembles can be combined to yield better forecast densities. We demonstrate this using a simple example and show that this
approach can be improved upon by allowing ensembles launched at different times to be weighted differently. We call this approach the time-weighted method. We then investigate how forecast densities, rather than ensembles, launched at different lead times can be combined to yield improved forecast skill. The Bayesian approach is the correct way of combining sequentially formed probabilities. We show, however, that, in practice, the Bayesian approach is always likely to be sub-optimal due to the effects of model error and other imperfections in the forecasting system.

Finally, we introduce a new approach called sequential blending, which, like the time-weighted method, is shown to be effective in improving forecast skill, even when the model is imperfect. With this method, forecast densities are formed by sequentially updating forecasts by extending the blending approach introduced in [22].

In chapter 7, we perform three experiments, using the approach of shadowing ratios introduced in chapter 3, to make comparisons between data assimilation techniques. In the first, we compare the performance of an approach called Pseudo-orbit data assimilation (PDA) when the required gradient information required for the algorithm is known and when it is replaced with an approximation. In the second experiment we show how PDA can fail when there are large differences in the variability of the variables it is applied to. We show how the algorithm can be altered to allow for this variability and that its performance is improved as a result. In the third experiment, we make a direct comparison between the performance of PDA and another data assimilation technique, called 4DVAR, in an environment in which the level of nonlinearity in the system is varied. We show that, the more nonlinear the system, the bigger the improvement that can be made by applying PDA rather than 4DVAR.

In chapter 8, we perform a number of experiments with imperfect models using the
approaches introduced in the preceding chapters. First, we turn our attention back to dynamic kernel dressing. In chapter 4, we show that this approach is capable of improving the skill of forecast densities in the perfect model scenario. In this chapter, we demonstrate, using two different imperfect models, that this approach can also be found to improve forecast skill in the imperfect model scenario.

Next, we make use of the boosted probability approach introduced in chapter 3 to compare the performance of forecast densities formed using different ensemble and density formation techniques. We show that PDA can outperform another approach called inverse noise. Moreover, we show that the dynamic kernel dressing method introduced in chapter 5 can yield further improved forecast densities compared with simple kernel dressing.

We then demonstrate that the results found in chapter 6, in which different approaches to combining forecasts are investigated, can also be found in a different dynamical system. We argue that this gives us confidence that our results are likely to apply more generally.

Finally, we demonstrate the link between shadowing and forecast skill. We show that the period of time in which an ensemble of forecast trajectories shadow the observations can indicate whether skillful forecast densities can be expected to be found. We demonstrate how this approach would lead us to look for better forecast density formation techniques in the case when our forecast densities consist of Gaussian distributions.

A list of the symbols used in this thesis is given on page 219. Details of dynamical systems and models are shown in appendix A and details of experiments are given in appendix B.
Chapter 2

Background Theory

In this chapter, we describe background theory to the processes used in forecasting and some of the concepts capitalised upon in this thesis. This chapter contains no novel material beyond its presentation.

In section 2.1, we define forecasting and describe the fundamental differences between point forecasts, ensembles and probabilistic forecasts. We then describe our forecasting framework, a series of steps that make up the forecasting process. Next, we explain the important distinction between two forecasting scenarios used in this thesis: the perfect model scenario [140, 40], in which the underlying system processes are understood perfectly by a forecaster, and the imperfect model scenario, in which the model contains some level of structural uncertainty.

In section 2.2, we describe the theory of indistinguishable states [140, 141] and explain how this leads to the conclusion that, in the presence of observational noise, the true initial state cannot be distinguished from other model states. This forms the basis of the argument that forecasts should take the form of probability density
functions rather than single values.

In section 2.3, we explain the need for current state estimation techniques, or data assimilation [161, 40, 48]. We explain how data assimilation can be expected to improve forecast performance. We then describe two particular data assimilation techniques, pseudo-orbit data assimilation [80, 82, 41, 40] and 4DVAR [67, 68, 125], the performance of which we compare in chapter 7.

In section 2.4, we describe some of the methods used in the formation of probabilistic forecasts. We explain the rationale behind ensembles and describe two approaches to their formation. We then describe a number of approaches to ensemble interpretation in which ensembles are used to form forecast densities [129, 22].

2.1 Forecasting

Predicting the future evolution of any physical system is restricted by various types of uncertainty [99, 141]. To make predictions of future states, we attempt to build mathematical models of the underlying behaviour of a system. Since the complex rules of nature can never be understood perfectly, however, our models can only approximate the processes inherent in a system. Nevertheless, provided the model reproduces at least some of the key processes, we can often gain some understanding of how states may evolve. This process is called forecasting [10].

2.1.1 Dynamical Systems

A dynamical system is a set of rules governing the time dependence of a set of states \( \mathbf{x} \in \mathbb{R}^d \) in a geometric space where \( \mathbf{x}_t \) is the state of the system at time \( t \) and \( \mathbb{R}^d \) denotes a \( d \) dimensional state space. The rules that govern the evolution of such a
system are called the *dynamics*. A dynamical system can be written in the form

\[ x_t = F^t(x_0), \]

where \( F \) denotes the dynamics of the system. \( x_0 \) is called the *initial state* or *initial condition* of the system.

Dynamical systems can be divided into two different types, stochastic and deterministic. In deterministic systems, a state and the dynamics define all future states unambiguously whilst stochastic systems include some random element in the dynamics which means that two trajectories with different initial conditions can evolve differently over time. We consider only deterministic dynamical systems. Throughout this thesis, we assume that the model and the system share the same state space thereby avoiding issues of subtractability [100, 142].

### 2.1.2 Maps and flows

Dynamical systems can evolve either in discrete or continuous time. A system that evolves in discrete time is called a *map* and is defined by

\[ x_{i+1} = F(x_i), \]

where \( i \in \mathbb{Z} \). The dynamics \( F \) govern the evolution from one discrete time step to the next. A dynamical system that evolves in continuous time is called a *flow* and is usually described by a set of ordinary differential equations in the form

\[ \frac{dx(t)}{dt} = F(x), \]

defined for all \( t \in \mathbb{R} \) giving an unbroken continuous trajectory \( x \) for \( t \in (0, T) \). Often, there is no analytical solution to the equations and thus the system states are found using some numerical integration scheme. Throughout this thesis, we use
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2.1.3 System-model pairs

Prediction of dynamical systems requires a forecasting model. A model attempts to give a mathematical description $F$, called the model dynamics, of the system dynamics $\tilde{F}$. Since it is impossible to perfectly describe the complex laws of nature, in real world forecasting problems, $F$ and $\tilde{F}$ are necessarily distinct. We refer to the pair of dynamical systems governed by $\tilde{F}$ and $F$ as a system-model pair. Details of the system-model pairs used in this thesis can be found in appendix B. An observation of a forecasted system state is called an outcome. We refer to a set of forecasts and corresponding outcomes as a forecast-outcome archive.

2.1.4 Chaos

Many real world dynamical systems are highly sensitive to initial condition uncertainty. This sensitivity is known as chaos [99] and is most famously known to occur in weather and climate but is also claimed to exist in a diverse set of fields such as psychology [72], economics [86] and ecology [104]. A common description of chaos, coined by Edward Lorenz, is that ‘the flap of a butterfly’s wings in Brazil can cause a tornado in Texas’ [43], the implication being that a small and seemingly insignificant difference in the initial condition can lead to large differences later on. Chaos makes the task of prediction more difficult even when the model and the system dynamics are identical since small errors in the initial conditions will eventually cause a model trajectory to diverge from the system trajectory. Observations are always clouded by measurement error and thus the true initial condition can only be estimated [140, 141], making perfect prediction of future states impossible.
Figure 2.1: The Lorenz attractor with the traditional parameter values defined in appendix A.2.1. In the long term, all system states will lie on the system attractor.

Initial states of dynamical systems will tend to evolve over time towards a set of states called an attracting set. The collection of states in the attracting set is called the attractor. States that do not lie within the attracting set are called transient states. Transient states can be considered to be inconsistent with the long term behaviour of the system and therefore, in this thesis, the system states are assumed to be non-transient. The famous Lorenz '63 [99] attractor is shown in figure 2.1.
2.1.5 Point and Probabilistic forecasting

Forecasts can either consist of single values or be probabilistic in nature. For example, a forecaster might predict rain tomorrow or that the temperature will be 27 degrees Celsius. A point is defined as a particular single state. A forecast consisting of a single point is called a point forecast. Probabilistic forecasts, on the other hand, assign probabilities to different outcomes. For example, a forecaster might estimate a 90 percent chance of rain. Probabilistic forecasts of continuous variables consist of a probability density function called a forecast density.

2.1.6 Forecasting framework

The process of forecasting, as considered in this thesis, is conducted in a number of stages which we refer to as our forecasting framework. We briefly describe each of these stages below. A specific configuration of the forecasting framework is called a forecasting system.

Collection of observations

The collection of observations of past and present states is an important part of the forecasting framework. Observations play a crucial role both as inputs for current state estimation techniques and tools with which to evaluate our forecasts. In the real world, an observation can only be expected to approximate the underlying state due to the inevitable presence of observational noise. A noise model is the distribution from which realisations of observational error are drawn. Throughout this thesis, we define a noise level to be the standard deviation of the observational noise given as a percentage of the standard deviation of the long term behaviour of
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the system\(^1\).

**Current state estimation**

*Current state estimation techniques* combine sets of past and present observations with a model to attempt to find an improved estimate of the initial state. This process is called *data assimilation* [161, 40, 48]. Data assimilation techniques usually aim to find initial conditions that are consistent with both the observation(s) and the model dynamics. We discuss these in more detail in section 2.3.

**Ensemble formation**

Whilst data assimilation techniques can often be expected to find a more useful initial state for a model, we can never expect it to coincide with the underlying system state and thus some initial condition uncertainty will always be present. Therefore, instead of evolving a single model simulation, *ensemble* methods [96, 105, 151] attempt to account for initial condition uncertainty by running multiple simulations of the same model, each one with a slightly different initial condition. In point forecasting, this stage is usually omitted. We discuss ensemble formation in more detail in section 2.4.1.

**Generation**

At the generation stage, one or more initial conditions are evolved forward for a fixed period of time into the future called a *lead time*. If more than one initial condition is used, the resulting set of model trajectories is called an *ensemble*.

\(^1\)The distribution of the long term behaviour of the system is referred to as the climatology. We formally define the climatology in section 2.4.6
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Removal of biases

Forecast often contain inherent systematic biases which can be detected using pairs of forecasts and outcomes. These biases can either come from the limitations of the model or from variations within the area being forecast. For example, in weather forecasting, predictions of variables such as the temperature usually apply to fixed grid boxes on or above the Earth’s surface. Observed values are always likely to differ within each grid box depending on the topography of the local area and hence the forecast may consistently overestimate in some areas of the grid box and underestimate in others. At this stage, removal of such biases is attempted using sets of historical forecasts and outcomes.

Ensemble Interpretation

At this stage, ensembles are used to form predictive forecast densities. This stage is omitted when the desired outcome is a point forecast. We discuss ensemble interpretation in more detail in section 2.4.3.

Forecast evaluation

Forecast evaluation is the process of assessing the performance of a set of forecasts. This is a key part of the forecasting framework. If sets of forecasts are generated, each using a different forecasting system, a reliable way of evaluating them is imperative in choosing which, if any, is most useful in forming future forecasts. Forecast evaluation can also play an important role in forming forecast densities as we explain in section 2.5.7. We discuss forecast evaluation in more detail in section 2.5.
2.1.7 Perfect and Imperfect model scenarios

In this thesis, we make use of both the perfect model scenario (PMS) and the imperfect model scenario (IMS). These two concepts differ in the level of understanding a forecaster has of the underlying dynamics of a system. Both scenarios are defined below.

**Imperfect model scenario**

In the imperfect model scenario (IMS), the forecaster’s model provides only an approximate representation of the underlying system dynamics. In fact, every real world forecasting problem falls into this category since, in practice, it is impossible for a model to reproduce all of nature’s processes perfectly. In the IMS, the existence of initial condition uncertainty is also assumed since real world measurements are always clouded in observational error, whether this be from finite precision measuring devices, rounding error, noise, human error, other, or a combination of these factors.

**Perfect model scenario**

In the perfect model scenario (PMS), it is assumed that the mathematical structure of the model is identical to that of the system. In the PMS, however, a forecast trajectory can only be perfect if the exact initial condition is known. Arguably, all forecasting problems in the real world fall into the imperfect model scenario and hence the PMS can only be constructed by generating system states using the model.
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With a perfect model of the system dynamics and a perfect initial condition, an exact point forecast of any future state of a deterministic system can be made. When an observation of the initial condition is clouded in measurement error, however, multiple model states will exist that are consistent with an observation given its error distribution and thus are indistinguishable from the true state. Such states are known as indistinguishable states [140, 141]. Under the perfect model scenario, evolving any of these states forward in time represents a plausible, but not necessarily equally likely, scenario of the future given the information contained in the observation.

We now describe the theory of indistinguishable states as introduced in [140] and [141]. Although we do not directly use indistinguishable states in this thesis, the theory provides useful justification for why probabilistic forecasts are more appropriate than point forecasts for nonlinear systems.

Let \( s_t \) represent an observation of the true state \( x_t \) and let \( y_t \) represent some other state. Let the probability density function of the observational noise be \( \rho(.) \). The joint probability density function that an observation \( s_t \) renders \( x_t \) and \( y_t \) indistinguishable is thus given by

\[
\int \rho(s_t - x_t)\rho(s_t - y_t)ds_t.
\]  

(2.3)

Making the substitutions \( b = x_t - y_t \) and \( z = s_t - x_t \), so that \( b \) represents the distance
between the two states and \( z \) is the actual measurement error, define

\[
g(b) = \int \rho(z)\rho(z-b)\,dz
\]

(2.4)

and normalise to obtain

\[
q(b) = \frac{g(b)}{g(0)},
\]

(2.5)

such that \( q(b) \) is the probability that \( y_t \) is indistinguishable from \( x_t \). Since \( q(0) = \frac{g(0)}{g(0)} = 1 \), a state is indistinguishable from itself with probability one.

The theory of indistinguishable states can be extended to a sequence of observed values. Given a time series of observations \( s = s_0, s_{-1}, s_{-2}, \ldots \) of the true trajectory \( x \), the probability that \( x \) and a trajectory \( y \) are indistinguishable from each other is

\[
Q(x, y) = \prod_{t \leq 0} q(y_t - x_t)
\]

(2.6)

and hence if \( Q(x, y) = 0 \), the trajectories are distinguishable with probability one. Note that \( Q(x, y) \) is the probability that any set of observations will render two trajectories indistinguishable.

In practice, whilst the system state can only be known if no observational noise is present, it is, however, possible to find states that are indistinguishable from the true state. For two states to be indistinguishable, each one must be consistent with the observation. Since the true state \( x_t \) is consistent with the observation \( s_t \) with probability one, any state that is consistent with the observation must also be indistinguishable from the true state. The set of trajectories indistinguishable from \( x \) is defined by

\[
\mathbb{H}(x) = \{ y \in \mathbb{R} : Q(x, y) > 0 \}.
\]

(2.7)
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An illustration of indistinguishable states is shown in figure 2.2. Here, the red cross represents a true state $x_0$ on the attractor of the Ikeda Map defined in appendix A.1.4 and the red circle surrounding it, the bound of the observational noise in which an observation of $x_0$ must fall. The green cross and the circle surrounding it represents another system state $y_0$ and the bound of its observational noise, that is the area in which an observation of $y_0$ must fall. The red star represents an observation $s_0$ of $x_0$. Since the observation falls within the bounds of uncertainty of both states, and hence could conceivably be an observation of either, $y_0$ is indistinguishable from the true state $x_0$. 

Figure 2.2: Two indistinguishable states on the Ikeda map attractor. The red cross represents the true state $x_0$ whilst the red circle surrounding it represents the bound of the observational uncertainty, that is the area in which an observation can fall. The green cross and the circle surrounding it represents another state $y_0$ and its bound of uncertainty. Since the observation $s_0$, represented with the red star, lies in the overlapping region of the two uncertainty bounds, $x_0$ and $y_0$ are indistinguishable.
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Figure 2.3: States on the Ikeda attractor coloured according to whether they are distinguishable or indistinguishable from the true state $x_0$ given an observation $s_0$. $x_0$ and $s_0$ are represented with a red cross and a red star respectively. States that are indistinguishable from the true state are coloured green.

The set of system states indistinguishable from the true state are coloured in green in figure 2.3 whilst those that are distinguishable are coloured blue. Note how the position of the observation influences the set of indistinguishable states.

Now, suppose that as well as the observation $s_0$, a set of observations $s_{-1}, s_{-2}, ...$ of past states $x_{-1}, x_{-2}, ...$ is available. Each state at time $t = 0$ uniquely defines a system trajectory stretching into the past. Suppose a state $y_0$ is found that is consistent with $s_0$ and is therefore indistinguishable from $x_0$. Based only on this
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information, the two trajectories \( x \) and \( y \) cannot be distinguished. Now suppose that an observation from the previous time step \( s_{-1} \) of \( x_{-1} \) is known. If \( y_{-1} \) is not consistent with \( s_{-1} \), the two states \( x_{-1} \) and \( y_{-1} \), and thus the two trajectories \( x \) and \( y \), are distinguishable. By considering extra observations from the past, the set of indistinguishable states can be reduced. This is demonstrated in figure 2.4.

In the top left panel, states that are indistinguishable from the true state given only a single observation \( s_0 \) are shown in green (as in figure 2.3). In the top right panel, an observation from the previous time step \( s_{-1} \) (not shown) is also taken into account and the number of indistinguishable states is reduced. In the bottom left panel, observations \( s_{-2}, s_{-1} \) and \( s_0 \) are taken into account whilst 4 observations \( s_{-3}, s_{-2}, s_{-1} \) and \( s_0 \) are taken into account in the bottom right panel. As the number of observations from the past increases, the number of trajectories that are consistent with \( x \) decreases.

2.2.1 Indistinguishable states and the case for probabilistic forecasting

That taking more past observations into account reduces the range of indistinguishable states might lead us to expect that as the number of past observations tends to \( \infty \), the number of indistinguishable states narrows down to only the true state. It is shown in [140], however, that, in fact, this is not the case. This supports the view that, however many observations are available, no single best estimate of the true initial state can be made when observations are subject to measurement error. This has an important impact on our philosophy of forecasting. If the true initial condition can never be recovered in a chaotic system, even in the PMS; we can expect, at best, to find a collection of states that are indistinguishable from it. Thus any
Figure 2.4: Sets of indistinguishable states (coloured green) at time $t = 0$ given the number of observations stated in each panel. As more past observations are taken into account, the number of indistinguishable states diminishes.
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Point forecast initialised using one of these states can only be considered a single draw from the distribution of possible point forecasts given the set of observations and the model. Sampling the uncertainty around the best guess of the initial state to form multiple forecast trajectories is thus expected to be more informative than forming a single model trajectory.

2.3 Data Assimilation

Data assimilation[161, 40, 48] is the process of combining noisy observations with a model to attempt to find improved estimates of a set of system states. In forecasting, this is usually done over a set of past and present observations with the aim of finding an initial state for a forecast that is consistent with both the model dynamics and the observations. The output of a data assimilation algorithm is called the analysis. If the data assimilation scheme and model are effective, a model trajectory initialised with states of this type can usually be expected to perform better than one initialised with noisy observations. Data assimilation is applied to a set of observations over a time period called an assimilation window. We now describe the two assimilation techniques used in experiments in this thesis.

2.3.1 Pseudo-orbit Data Assimilation

To describe Pseudo-orbit data assimilation (PDA), [140, 141, 82, 80] we first define the mismatch cost function. This is given by

\[ L(u) = \frac{1}{2} \sum_{i=1}^{n-1} ||u_{i+1} - f(u_i)||^2, \]  

(2.8)

where \( u = u_1, ..., u_n \in \mathbb{R}^d \) denotes a vector of states and \( f \) denotes the model operator that evolves the model forward one discrete time step. \( L(u) \) is equal
to zero if and only if $u$ forms a deterministic model trajectory. Otherwise $u$ is called a *pseudo-orbit*. The smaller the mismatch, the closer a pseudo-orbit is to a model trajectory. PDA uses the well known gradient descent algorithm to attempt to minimise $L(u)$ so that the pseudo-orbit represented by the observations tends towards a model trajectory. This is equivalent to solving the differential equation

$$\frac{dL(u)}{d\tau} = -\nabla L(u), \quad (2.9)$$

which can be solved numerically using the simple Euler method [46] giving the iterative relationship

$$u_{i,m+1} = u_{i,m} - \delta \begin{cases} & A(u_{i,m})(u_{i+1,m} - f(u_{i,m})), \quad \text{if } i = 1 \\ & u_{i,m} - f(u_{i-1,m}) - A(u_{i,m})(u_{i+1,m} - f(u_{i,m})), \quad \text{if } 1 < i < n \\ & u_{i,m} - f(u_{i-1,m}), \quad \text{if } i = n \end{cases}$$

where $u_{i,m}$ is the $m$th iteration of the $i$th state, $A(u_{i,m})$ is the adjoint matrix (the transpose of the Jacobian) of $f$ at $u_{i,m}$ and $\delta$ is the euler step size. Larger values of $\delta$ tend to result in faster convergence but when this value is too large, the pseudo-orbit can fail to converge. Thus care should be taken to ensure that the mismatch function decreases with algorithmic time. If this does not happen, the value of $\delta$ can be reduced until convergence is achieved. It is suggested in [144] that a value of $\delta = 0.1$ provides roughly optimal convergence. We follow this convention, halving the value of $\delta$ when the mismatch does not decrease over time. The algorithm can either be applied for a set number of iterations or stopped when the mismatch function falls below some threshold value.
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2.3.2 4DVAR

Four Dimensional Variational Assimilation (4DVAR) [67, 68, 125] is a common method of data assimilation used extensively in weather forecasting [17]. The algorithm attempts to find a model trajectory that best fits a set of past and present observations by minimising a cost function.

For a set of observations on the interval \( t \in (-n, 0) \), the cost function is given by

\[
C_{4DVAR} = \frac{1}{2}(x_{-n} - x_{-n}^b)^T B_{-n}^{-1} (x_{-n} - x_{-n}^b) + \frac{1}{2} \sum_{t=-n}^{0} (H(x_t) - s_t)^T \Gamma^{-1} (H(x_t) - s_t),
\]

where \( x_{-n} \) is a model initial condition, \( x_{-n}^b \) is the first guess of the initial condition, otherwise known as the background model state, \( s_t \) is an observation at time \( t \), \( B_{-n}^{-1} \) is the inverse of the covariance matrix \( x^b \) and \( \Gamma^{-1} \) is the inverse of the covariance matrix of the observational noise. The first term in equation 2.10 is often known as the background term. The second term minimises the distance between the model trajectory and the observations. By minimising the cost function, initial conditions are found that define a model trajectory with minimal distance from the observations. As more observations are taken into account, more information is available and hence the model trajectory obtained by minimising equation 2.10 is expected to get closer to the system trajectory. With an increasing assimilation window, however, the number of local minima increases, making it harder to locate the global minimum [123]. Therefore, in practice, 4DVAR is usually applied to a moderate length assimilation window.
2.4 Probabilistic forecasting

To attempt to account for the uncertainty in an initial condition, ensembles sample nearby states and evolve them forward with the model. A probabilistic forecast density is a convenient way of interpreting the information in an ensemble. In this section, we describe approaches both to the formation of ensembles and the formation of forecast densities from ensembles.

2.4.1 Forming ensembles

Ensembles are formed by sampling \( m \) states consistent with an observation of the initial condition of a dynamical system to form an initial condition ensemble. Each member of the initial condition ensemble is then evolved forward in time, using the model, to form an ensemble of point forecasts. Throughout this thesis, we refer to each ensemble and corresponding outcome as an ensemble-outcome pair. In the experiments in this thesis, two different ensemble formation techniques are used which we describe below.

Inverse Noise Ensembles

A simple and computationally cheap approach to the formation of initial condition ensembles is simply to perturb the best guess of the initial condition (which may simply be a full observation of the state) with random draws from the inverse distribution of the observational noise. The inverse distribution is defined as the distribution obtained by reflecting the noise distribution in the \( y \) axis. If the noise distribution is symmetric and has mean zero, the noise distribution and the inverse distribution coincide. With this approach, the true initial condition always lies
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within the range of values that can be drawn. Ensembles formed in this way are called inverse noise ensembles.

**PDA ensembles**

Although inverse noise ensembles are both simple and computationally cheap to run, the resulting initial conditions are consistent with the observations but not usually the model dynamics. Intuitively, to obtain an improved set of initial conditions, it makes sense to aim for consistency with both [79]. When an initial condition ensemble is not consistent with the model dynamics, a period of time elapses before the model simulation move towards the attractor. In meteorology, this time is often referred to as the ‘spin up time’ [83].

PDA ensembles [40, 41] are a way of finding initial condition ensembles that lie close to the model attractor. PDA ensembles use PDA to search for model trajectories consistent with past observations and lying close to the model attractor. In order to find PDA ensembles, first, a *reference pseudo-orbit* is found. This is done by applying the PDA algorithm to a set of past observations $s_{-n}, ..., s_0$ over an assimilation window $n$. For each ensemble member, a new pseudo-orbit $(r_{-n} + \epsilon_{-n}), ..., (r_0 + \epsilon_0)$ is formed where $\epsilon_{-n}, ..., \epsilon_0$ are random *iid* draws from the inverse distribution of the noise. The resulting analysis at time zero is then propagated forward using the model to the lead time(s) of interest. This process is repeated $m$ times to form an ensemble of model simulations $x_1, ..., x_m$. As ever, the closeness of the ensemble to the model attractor depends on the number of iterations of the PDA algorithm. The process of obtaining PDA ensembles is demonstrated in figure 2.5 for a perfect model of the 1 dimensional logistic map with parameter $a = 4$. This demonstration of PDA ensembles is a novel contribution.
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Figure 2.5: A demonstration of how PDA ensembles are formed for a perfect model of the logistic map. The blue line represents sets of 3 consecutive states that are consistent with the model. The blue diagonal cross represents the final 3 points of the system trajectory which consists of a total of 16 time steps (the first 13 steps are not shown on the plot). The red point represents the final three observations (the point where PDA starts) which are assimilated to obtain the reference pseudo-orbit represented with the red cross. The black points are the result of adding random perturbations to the reference pseudo-orbit which are assimilated using PDA to obtain the green points which form the final initial condition ensemble. A close up view of the points is shown in figure 2.6.
Figure 2.6: A close up view of the points in figure 2.5.
The blue line shows the relationship between 3 consecutive steps of the map and can be thought of as the model attractor. Any points that lie on this line thus represent a model trajectory whilst any points that lie off it are inconsistent with the model dynamics and thus represent pseudo-orbits. The black diagonal cross shows the position of the final 3 points of the system trajectory which consists of 16 steps in total (the first 13 steps are not represented on the plot). The red point represents a set of observations of the system trajectory which form a pseudo-orbit of the model. The observations are then assimilated to obtain the reference pseudo-orbit represented by the red cross which, whilst still not representing a model trajectory, lies much closer to the attractor than the observations. Random perturbations are then added to the reference pseudo-orbit to form new pseudo-orbits, represented by the black points, which are then assimilated using PDA to form the initial condition ensemble shown in green.

2.4.2 System Density

In the forecasting of dynamical systems, when observational noise is present, we can expect, at best, to obtain the exact distribution of possible future states given the distribution of possible initial conditions and the system dynamics. We call this distribution the system density. In practice, the ensemble is unlikely to be drawn from the system density even when the model is perfect due to shortcomings in the ensemble formation scheme.

2.4.3 Forming Forecast Densities from Ensembles

Ensemble forecasts consist of a set of point forecasts initialised with slightly different initial conditions. In principle, the variation between ensemble members allows for
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a forecaster to understand the uncertainty stemming from the measurement error of the initial condition. In practice, however, it is usually more straightforward to manipulate a distribution function than a set of point forecasts. It is therefore convenient to use ensemble members to form forecast densities in the form of probability density functions. We now review a number of methods of forming forecast densities from ensembles.

2.4.4 Gaussian Dressing

A simple approach to the formation of forecast densities is to fit parametric distributions. Gaussian Dressing [129] assumes that forecast densities can be well described using Gaussian distributions and thus they take the form

\[ p(y|x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(y-\mu)^2}{2\sigma^2}}, \]

where the parameters \( \mu \) and \( \sigma \) are chosen to be functions of the ensemble mean \( m(x) \) and the ensemble standard deviation \( s(x) \) respectively. This approach, however, has two potentially undesirable properties. The first being that the nonlinear dynamics of many systems are unlikely to yield ensembles that can be realistically represented using a Gaussian distribution. The second property, as noted in [75], is that forecast densities are based purely on the ensemble and no account is taken of forecast performance. This approach assumes that the outcome can be considered to be drawn from the same distribution as the ensemble. In reality, even when the model is perfect, due to the existence of other imperfections in the forecasting system, this is extremely unlikely to be the case. A remedy to the latter problem, suggested in [57], is to optimise the parameters \( \mu \) and \( \sigma \) according to forecast performance over some training set of ensemble-outcome pairs.
2.4.5 Kernel Density Estimation

Kernel density estimation is a well known and widely used nonparametric method of estimating an underlying probability distribution from a finite sample [119, 127]. Let \( x = x_1, x_2, \ldots, x_n \) be an iid sample from some unknown distribution \( f \). A kernel density estimate of \( f \) is given by

\[
\hat{f}_\sigma(x) = \frac{1}{n\sigma} \sum_{i=1}^{n} K\left( \frac{x - x_i}{\sigma} \right),
\]

(2.12)

where \( K(.) \) is called a kernel, a function which satisfies \( \int_{-\infty}^{\infty} K(t)dt = 1 \) and is usually but is not necessarily symmetric. In this thesis, we use Gaussian kernels in the form \( K(u) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}u^2} \). In this case, \( \sigma \) is a parameter to be chosen which influences the shape of the density. Kernel density estimation can be used to form forecast densities from ensembles. Like Gaussian dressing, however, kernel density estimation estimates the distribution of the ensemble rather than the outcome.

A vast body of research has been carried out regarding the choice of the bandwidth parameter \( \sigma \) in kernel density estimation [18, 78]. Generally, the aim is to find an estimator that minimises some measure of divergence \( d(\hat{f}, f) \) between the true distribution \( f \) and the estimated distribution \( \hat{f} \). Although \( f \) is unknown, it is often possible to choose a kernel width that, given certain assumptions, is optimal in some sense. A common approach to the choice of \( \sigma \) is to use Silverman’s constant [137] given by

\[
\sigma = \left( \frac{4s^5}{3n} \right)^{\frac{1}{5}} \approx 1.06sn^{-\frac{1}{5}},
\]

(2.13)

where \( s \) is the standard deviation of the sample \( x_1, \ldots, x_n \). Under the assumption that the underlying distribution \( f(x) \) is Gaussian it can be shown that Silverman’s
constant is roughly optimal with respect to minimising the Mean Integrated Squared Error (MISE) defined by

\[ MISE(\sigma) = E \int (\hat{f}_\sigma(x) - f(x))^2 \, dx. \]  

(2.14)

A similar approach to forecast density estimation, called kernel dressing, in which the kernel width is trained according to forecast performance, is described in section 2.5.7.

2.4.6 Climatology

The climatological distribution or climatology is an unconditional probability distribution based on observed values of a system variable collected over some fixed time period. As well as providing a statistical description of the observed values, the climatology can be used as a forecasting distribution. For example, suppose we were interested in the temperature at Heathrow airport exactly a year from now. Since we can only expect weather forecasts to make informative predictions up to around 2 weeks ahead, the best information available is likely to be obtained from looking at the distribution of observed temperatures on that day for the previous, say, 50 years. When the climatology is used as a forecasting distribution, the forecast for any given lead time is fixed, i.e. \( p_{t+l}(x) = p_{clim}(x) \) for any \( l \), and so the forecasting density is independent of lead time. The climatology can generally be considered a robust forecast as long as it is based on a large enough number of observations and the system dynamics do not change significantly over time. We can usually, therefore, expect no big surprises in the observation of future states.
Although, on the face of it, the climatology doesn’t seem a particularly informative forecast, it actually plays an important role in the treatment of other conditional forecasts. Since past observations are usually easy to obtain and thus the climatology is easy to construct, the skill of the climatology serves as a natural zero value. After all, if we construct forecast densities that perform worse, on average, than the climatology, we may as well issue the climatology (if available) as our forecast. We discuss how to construct climatological distributions in section 2.5.6.

### 2.5 Probabilistic forecast evaluation

In forecasting, the aim is usually to achieve forecasts of the best possible quality. This leads to the question of how to determine what constitutes a good forecast and how the performance of two or more competing forecasts should be compared. In point forecasting, a measure of skill often consists of some measure of the distance between the forecast and the outcome such as the mean squared error or the mean absolute error [135, 23]. Probabilistic forecast densities are usually assessed using scoring rules which we describe below.

#### 2.5.1 Scoring rules

A scoring rule $S$ is a function that measures the performance of a probabilistic forecast. Since it is impossible for an individual probabilistic forecast to be considered ‘right’ or ‘wrong’, forecast performance is measured by taking the mean score over multiple forecasts and outcomes. The empirical scoring rule over $N$ ensemble-outcomes pairs is defined by

\[
E(S) = \frac{1}{N} \sum_{i=1}^{N} S(p_i, Y_i),
\]  

(2.15)
where \( p_i \) and \( Y_i \) are the \( i_{th} \) forecast density and outcome respectively.

### 2.5.2 Properties of scoring rules

Scoring rules are an essential part of the forecasting framework since they provide a tool with which to assess the performance of sets of forecast densities. It is thus of vital importance that the scoring rule of choice can identify differences in the performance of two forecasting systems. We describe important properties of scoring rules below.

**Propriety**

A desirable property of scoring rules is *propriety*. A scoring rule is proper if, for a model density \( p \) and a system density \( q \), the following inequality holds:

\[
\int_{-\infty}^{\infty} S(p, y)q(y)dy \geq \int_{-\infty}^{\infty} S(q, y)q(y)dy.
\]

Equation 2.16 implies that the expected score achieved using an imperfect forecast \( p \) is greater than or equal to the expected score achieved using a perfect forecast \( q \) and therefore that a proper score will always, on average, favour the ‘true’ model. Clearly, this is a desirable property since, in the unlikely case of being in possession of both perfect and imperfect forecast densities, a proper scoring rule can be expected to favour the former.

**Locality**

A scoring rule has the property of *locality* if its value depends only on the probability or probability density placed on the outcome \( Y \). A discussion of the issues
surrounding the property of locality can be found in [75].

2.5.3 Ignorance Score

The ignorance score [58, 130] is given by

\[
S(p, Y) = - \log_2(p(Y)), \tag{2.17}
\]

where \( p(Y) \) is the probability density placed on the outcome \( Y \). The ignorance is a local score and can be shown to be proper [56, 103]. In fact, the ignorance score is the only score that is both proper and local [15].

2.5.4 Other scoring rules

Naive Linear Score

The naive linear score is a local score for forecasts of continuous variables and is given by

\[
S(p, Y) = -p(Y). \tag{2.18}
\]

Although seemingly similar to the ignorance score, the naive linear score can be shown to be improper [132].

Proper Linear Score

The proper linear score, given by [75]

\[
S(p, Y) = \int p^2(x)dx - 2p(Y), \tag{2.19}
\]
is a modified version of the naive linear score. The additional term $\int p^2(x)dx$ renders the score strictly proper. The proper linear score is non-local because it is a function of the entire forecast density.

**Continuous Ranked Probability Score**

The continuous ranked probability score [44] is given by

$$\int_{-\infty}^{\infty} (F(x) - I(x < Y))^2 dx$$  \hspace{1cm} (2.20)

where $F(x)$ is the cumulative density function of the forecast density and $I(x < Y)$ is the Heaviside function, which takes a value of 1 when $Y > x$ and 0 otherwise. It is a non-local score because it is a function of the entire forecast density and can be shown to be proper [114].

**2.5.5 Cross validation**

In any problem in which the parameters of a model are optimised over a training set, the question of how their values generalise out of sample is an important one. If the parameter values perform well with respect to some measure over the training set but not over an independent sample, the parameter values are said not to be robust. Several approaches to this problem have been proposed. For example, information criteria apply a penalty for each extra fitted parameter [6, 133]. An alternative approach is cross-validation. With cross-validation, the parameter values are optimised over subgroups of the training set and tested over others. In this thesis, we use two types of cross-validation which we now describe.
Two Fold cross-validation

In two fold cross-validation, the training set is randomly divided into two sets $d_0$ and $d_1$. In the first stage, the parameter values are optimised over the values contained in $d_0$. The performance of the parameter values, with respect to some measure, is then tested on the values contained in $d_1$. In the second stage, the parameters are optimised over $d_1$ and tested on $d_0$.

Leave one out cross validation

In leave one out cross-validation, the parameters are optimised over all but one of the members of the training set and the performance tested over the remaining member. This process is repeated leaving each member of the sample out exactly once. This method is useful when the training set is small. It can, however, be computationally expensive.

2.5.6 Constructing Climatology

In this thesis, we construct the climatological distribution using kernel density estimation. The kernel width is selected using leave one out cross validation, minimising the mean ignorance score.

2.5.7 Kernel Dressing

Kernel dressing [131, 22] is a method similar to kernel density estimation (KDE) in which a continuous forecast density is formed from an ensemble $\mathbf{x} = x_1, x_2, .., x_m$. Like kernel density estimation, a forecast density constructed in this way takes the form of a linear combination of kernels centred around the ensemble members. In
its general form [22], a forecast density is given by

\[ p(y|x, a, o, \sigma) = \frac{1}{n\sigma} \sum_{i=1}^{n} K\left(\frac{y - ax_i - o}{\sigma}\right), \] (2.21)

where \( x \) represents an ensemble, \( a \) is a scaling parameter, \( o \) is an offset parameter and \( \sigma \) is the kernel width. The parameters \( a, o, \sigma \) are optimised over a training set of ensemble-outcome pairs with respect to the empirical scoring rule given by

\[ S_{N_{tr}} = \sum_{i=1}^{N_{tr}} S(p_i(x), Y_i), \] (2.22)

where \( S \) defines some scoring rule and \( N_{tr} \) is the size of the training set. In this thesis, we use Gaussian kernels. We refer to the case in which the scaling parameter \( a \) is set to 1, leaving only the bandwidth parameter offset parameter \( o \) and the bandwidth parameter \( \sigma \) to estimate, as simple kernel dressing. Equation 2.21 thus reduces down to

\[ \hat{f}_\sigma(y|x, o, \sigma) = \frac{1}{n\sigma} \sum_{i=1}^{n} K\left(\frac{y - x_i - o}{\sigma}\right). \] (2.23)

Although kernel dressing and kernel density estimation seem very similar in their formulation, they are actually quite different in their aims. In kernel density estimation, the aim is to estimate the underlying distribution of a sample. With a sensible choice of the bandwidth, the estimated density will usually tend towards the density from which the sample was drawn as the sample size \( n \) tends to infinity. In kernel dressing, on the other hand, the ensemble can not usually be assumed to be drawn from the same distribution as the outcome and thus the aim is to find a forecast density that is as ‘useful’ as possible. A useful forecast density is defined as one that performs as well as possible with respect to the chosen scoring rule. Throughout
In this thesis we optimise the parameters with respect to the empirical ignorance score given by

\[ S_{N_r}(\sigma) = \sum_{i=1}^{N_r} -\log_2[p_i(Y_i, x_i, \sigma)]. \tag{2.24} \]

The optimised parameter values are then used to convert future ensembles into forecast densities. Each forecast lead time is treated distinctly and different parameter values are found in each case.

### 2.5.8 Blending with climatology

The climatological distribution of a system provides a natural zero value for the skill of any system. After all, if any set of forecasts perform worse, on average, than the climatology, they are of little value since better results could be obtained by issuing the climatology, if available, as a forecast. **Blending** [22] ensures that a set of forecasts are never expected to perform worse than the climatology, in expectation, by producing final forecasts that are a linear combination of the model based forecast and the climatology. Blended forecasts take the form

\[ p(x) = \alpha p_m(x) + (1 - \alpha)p_{\text{clim}}(x), \tag{2.25} \]

where \( p_m(x) \) is a model based forecast, \( p_{\text{clim}}(x) \) is the climatological distribution and \( \alpha \in [0, 1] \) is a parameter to be found by optimising with respect to some scoring rule over a training set of forecast-outcome pairs. In simple kernel dressing, the blending parameter is optimised simultaneously with the kernel width \( \sigma \). If the optimised value of \( \alpha \) is found to be close to 0 then the model forecast has little value and the blended forecast and the climatology will coincide. As well as performing the useful role of ensuring that the performance of the forecasts is bounded below by that of
the climatology, blending can also significantly improve forecast skill [22]. In this thesis, unless otherwise stated, all forecast densities are blended with climatology.
Chapter 3

Limitations of Linear Analysis

Forecast evaluation is an extremely important part of the forecasting framework. After all, without a reliable way of assessing the performance of different forecasting systems, it is difficult to know which, if any, are useful. Proposed forecasting systems are usually assessed by measuring their performance over sets of past states. The approach taken to the evaluation of a forecast depends on its form. In this chapter, we consider the evaluation of point forecasts.

The simplest and most commonly used method of evaluating point forecasts is to take some measure of distance between the forecast and its corresponding outcome such as the mean squared error or the mean absolute error \([135, 23]\). Whilst this approach seems straightforward and intuitive, it is known to have serious shortcomings when the underlying system dynamics are nonlinear \([110]\). Another commonly used method of evaluating point forecasts is the anomaly correlation coefficient skill score (ACC) which measures Pearson’s correlation coefficient between the forecast and outcome anomalies, that is the forecasts and outcomes after their climatologi-
In this chapter, we demonstrate a number of misgivings of this approach.

In section 3.1, we demonstrate the fact that, although the ACC, by definition, can just as easily be applied to data in which the climatological mean varies with time, in practice, its exact value may be unattainable since a forecaster is unlikely to know or to be able to estimate the climatological mean perfectly at any given point in time. In practice, a forecaster can only calculate the correlation between estimated anomalies, that is the original forecasts and outcomes with an imperfect estimate of the climatological mean subtracted. We show that this can give misleading results and, more specifically, that linear trend removal [52, 97, 14, 29, 88], a common remedy to this problem, is unlikely to yield a solution.

In section 3.2, we demonstrate how, even if the climatological mean can be accurately estimated, the dispersion of a set of outcomes can have a strong effect on the ACC giving potentially misleading results.

In section 3.3, we demonstrate, using an artificial example, how the issues arising from influential observations [27, 28] can have a strong effect on the ACC. We suggest that great care should be taken to ensure that certain observations do not have a misleading effect on the perceived skill of a set of forecasts.

Whilst the presentation of the observations made in sections 3.1 and 3.2 are new to this thesis, we claim only the those in section 3.3 to be novel.

In chapter 2, we described the theory of indistinguishable states [140, 141] and how this leads to the conclusion that, with the presence of observational noise, the true initial condition cannot be distinguished from other model states. The result of this is that the point forecast obtained by evolving forward a ‘best guess’ of the initial
condition can only be considered to be a single draw from the conditional forecast density given an observation and the model. For this reason, single valued point forecasts can be considered to be incomplete. Nonetheless, point forecasts continue to be used in many fields and thus their evaluation is of some importance. This, however, is fraught with difficulties as we now explain.

The mean squared error (MSE) between a set of point forecasts and outcomes is defined by

\[ \text{MSE}(\mathbf{x}, \mathbf{y}) = \frac{\sum_{i=1}^{N}(x_i - y_i)^2}{N}, \]

where \( \mathbf{x} = x_1, \ldots, x_N \) represents a vector of forecasts and \( \mathbf{y} = y_1, \ldots, y_N \) a corresponding vector of outcomes. Using the same notation, the mean absolute error (MAE) is defined by

\[ \text{MAE}(\mathbf{x}, \mathbf{y}) = \frac{\sum_{i=1}^{N}|x_i - y_i|}{N}. \]

Whilst both of these measures are commonly used to evaluate sets of forecasts [135, 23], neither are necessarily expected to reward finding values with a high probability of occurrence [55]. In fact, it can be shown that the expected MSE is minimised by choosing the point forecast to be the mean of the system density whilst the expected MAE is minimised by the median [110]. It could be argued, however, that an evaluation method should reward finding the mode of the system density, its most likely value [110] or, in other words, the point forecast that maximises the likelihood. In linear systems, the error distribution keeps its shape when evolved forward in time and therefore if the distribution of the observational noise is Gaussian, the mode of the system density will be equal to both the mean and the median. In nonlinear systems, however, this will almost certainly not be the case and hence, if we assume our aim is to find the mode of the system density, the aforementioned measures
are likely to be misleading. A demonstration of this is shown in figure 3.1. The bimodal distribution in the top panel represents a non-symmetric system density in which the mean, median and mode all differ. In the lower panel, the MSE (blue line, corresponding to the left $y$ axis) and the MAE (green line, corresponding to the right $y$ axis) between the point forecast value on the $x$ axis and 1024 random draws from the system density are shown. As expected, these measures favour point forecasts close to the mean and the median respectively rather than the peaks of the system density. Point forecasts like these are not very informative since they lie in areas of the system density in which there is little chance of an outcome falling.

Another common approach to the evaluation of point forecasts is the Anomaly Correlation Coefficient skill score (ACC) [4, 52]. This score attempts to measure forecast skill by finding the correlation coefficient between a set of forecasts and corresponding outcomes. If the correlation coefficient is high, the forecasts are considered to have high skill [71]. When data show seasonality, i.e. the climatological distribution changes over some cycle, there will naturally be correlation between the outcomes and the seasonalised climatological mean, suggesting a higher level of performance than is actually present. Therefore, instead of finding the correlation between the original forecasts and the outcomes, the ACC uses anomalies. Anomalies are simply the original values of the forecasts and the outcomes with their climatological means subtracted from them. For a set of point forecasts $x = x_1, ..., x_n$ of $y = y_1, ..., y_n$, anomalies are defined by $x' = x - \mu(t)$ and $y' = y - \mu(t)$ respectively where $\mu(t)$ is the climatological mean which can be a function of time $t$.

The ACC is therefore defined by

\[ \text{ACC} = \frac{S_{x'y'}}{\sqrt{S_{x'x}S_{y'y}}}, \]  

(3.3)
Figure 3.1: Upper panel: A system density in which the mean, median and mode all differ. Lower panel: The mean squared error (blue line corresponding to the left $y$ axis) and the mean absolute error (green line corresponding to the right $y$ axis) between 1024 random draws from the system density in the upper panel and the forecast values on the $x$ axis. In this case, both measures favour forecasts in which there is only low system density.
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where $S_{x'y'}$ is the sample covariance between $x'$ and $y'$, $S^2_{x'}$ is the sample variance of $x'$ and $S^2_{y'}$ is the sample variance of $y'$.

In this section, we focus on a number of scenarios that expose the shortcomings of the ACC. This is not the first time weaknesses of the score have been pointed out. It was noted by Brier and Allen in 1951 [8] that the correlation coefficient is insensitive to bias or error in scale. As an example, they point out that the score wouldn’t differentiate between a forecast measured in Fahrenheit and a forecast measured in Celsius since these scales are perfectly correlated. Of course, it would not make sense to make a forecast of a set of values measured on one of these scales with the other. A similar point is made in [112] and [111] where common skill scores such as the mean squared error are decomposed into 3 separate terms, the first, a function of the correlation coefficient and the other two, functions of the conditional and unconditional bias respectively, thus showing that the latter two are not taken into account when the correlation coefficient alone is used to measure forecast skill. They thus suggest that rather than being treated as a measure of actual skill, the correlation coefficient should be treated as a measure of potential skill in the event that conditional and unconditional biases can be removed. Nevertheless, despite these warnings, the ACC continues to be heavily used to measure forecast skill [136, 89, 14, 29, 88]. In this section, we point out three potential weaknesses of the ACC.

3.1 ACC for Data with a Trend

Commonly, a set of outcomes of a variable show a trend over time. A well known example of this is the global mean temperature (GMT) which appears to have shown an upward trend since industrialisation of the western world in the 19th century [66].
Another example of this can be seen in measurements of the sea ice extent in the Arctic which has shown a sharp decline since observations were first taken using satellites in 1978 [85, 34]. As a result, if the correlation coefficient were applied directly between the forecasts and observations, a high positive correlation could be found between the outcomes and any straight line with a positive gradient. If the trend is caused by a shift in the climatological mean, however, by definition, since the climatological mean is subtracted from the forecasts and outcomes, this effect is removed from the ACC. In practice, however, in many cases, the forecaster is unlikely to know the climatological mean in advance and thus it must be estimated. This means that the correlation coefficient found by the forecaster may not resemble the true ACC.

To attempt to remove the effects of an underlying trend in the climatological mean, it is common to assume it is linear. The linear line of best fit is thus subtracted from each of the raw forecast and outcome values [52, 97, 14, 29, 88] before the correlation coefficient is calculated. This, however, assumes firstly that the trend is indeed linear and secondly that the parameters of the linear fit can accurately be found. We demonstrate that, if either of these assumptions fail, the true ACC will not be found and a potentially misleading correlation coefficient will be found instead.

In this section, we show that, although in theory, the ACC can be used to evaluate forecasts of sets of outcomes in which there is an underlying trend in the climatological mean, in practice, since, in many cases, the forecaster is unlikely to know the nature of the trend a priori, the correlation coefficient between the estimated anomalies of the forecasts and outcomes can bear little resemblance to the correlation between the actual anomalies. We consider two scenarios. In the first, we...
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assume that the trend is a linear function of time and that the forecaster knows this but not the true values of the intercept and gradient parameters. In the second scenario, we assume that the trend is nonlinear but is incorrectly assumed to be linear by the forecaster. In both cases, we design scenarios in which the expected correlation between the forecast and outcome anomalies is zero. We show, however, that, the expected correlation between the estimated anomalies (that is, the forecasts and outcomes with an imperfect estimate of the climatological mean subtracted) may be far from zero.

3.1.1 Linear Underlying Trend

Define a vector of one dimensional forecast outcomes $\mathbf{y}$ by

$$\mathbf{y} = \mu(t) + \mathbf{\epsilon},$$

(3.4)

where $t$ is a vector of discrete times $1, \ldots, n$, $\mu(t)$ is a function that governs the mean of the climatological distribution at time $t$ and $\mathbf{\epsilon}$ is a vector of iid draws from a Gaussian distribution with mean zero and standard deviation $\sigma_\epsilon$. The underlying trend of the climatological mean is linear and therefore takes the form $\mu(t) = \alpha + \beta t$ where $\alpha$ and $\beta$ are intercept and gradient terms respectively unknown to the forecaster. When $\beta$ is non-zero, the climatological mean increases or decreases over time.

Let a set of one dimensional point forecasts $\mathbf{x}$ of $\mathbf{y}$ be defined by the equation

$$\mathbf{x} = \mu(t) + \mathbf{\delta},$$

(3.5)

where $\mathbf{\delta}$ is a vector of iid draws from a Gaussian distribution with mean zero and standard deviation $\sigma_\delta$ which is independent of $\mathbf{\epsilon}$. The anomalies of both the fore-
casts and the outcomes consist only of the noise terms and thus, at a time \( t \), \( x'_t = \delta_t \) and \( y'_t = \epsilon_t \). Since \( \delta \) and \( \epsilon \) are defined to be independent, the expected correlation between the forecast and outcome anomalies, and thus the expected ACC, is zero.

In this case, the forecaster is required to estimate the parameters \( \alpha \) and \( \beta \) that govern the climatological mean over time. Define \( \hat{\mu}(t) \) to be the climatological mean estimated by the forecaster at time \( t \) and \( \hat{x}_t = x_t - \hat{\mu}(t) \) and \( \hat{y}_t = y_t - \hat{\mu}(t) \) to be the forecaster’s estimated anomalies of the forecasts and outcomes respectively. Since the forecaster knows the climatological mean is a linear function of \( t \), \( \hat{\mu}(t) = \hat{\alpha} + \hat{\beta}t \) where \( \hat{\alpha} \) and \( \hat{\beta} \) are parameters to be estimated. The forecaster’s estimated anomalies at time \( t \) are thus:

\[
\hat{x}_t = (\alpha - \hat{\alpha}) + (\beta - \hat{\beta})t + \delta_t \\
\hat{y}_t = (\alpha - \hat{\alpha}) + (\beta - \hat{\beta})t + \epsilon_t.
\]

For notational reasons, define the differences between the true and estimated parameters of the linear trend to be \( \bar{\alpha} = \alpha - \hat{\alpha} \) and \( \bar{\beta} = \beta - \hat{\beta} \). The correlation coefficient between \( \hat{x} \) and \( \hat{y} \) is given by:

\[
r_{\hat{x}, \hat{y}} = \frac{\text{cov}(\hat{x}, \hat{y})}{\sqrt{\text{var}(\hat{x})\text{var}(\hat{y})}}, \tag{3.6}
\]

where \( \text{cov}(\hat{x}, \hat{y}) \) is the covariance between \( \hat{x} \) and \( \hat{y} \), \( \text{var}(\hat{x}) \) is the variance of \( \hat{x} \) and \( \text{var}(\hat{y}) \) is the variance of \( \hat{y} \). To find the correlation coefficient between \( \hat{x} \) and \( \hat{y} \), we derive each of these separately.
The covariance between $\hat{x}$ and $\hat{y}$ is

$$
cov(\hat{x}, \hat{y}) = E((\hat{x} - E(\hat{x}))(\hat{y} - E(\hat{y})))
$$

$$
= E((\bar{\alpha} + \bar{\beta}t + \delta - (\bar{\alpha} + \bar{\beta}E(t) + E(\delta)))(\bar{\alpha} + \bar{\beta}t + \epsilon - (\bar{\alpha} + \bar{\beta}E(t) + E(\epsilon))))
$$

$$
= E((\bar{\beta}(t - E(t)) + \delta)(\bar{\beta}(t - E(t)) + \epsilon))
$$

$$
= E(\bar{\beta}(t - E(t))^2 + \delta\bar{\beta}(t - E(t)) + \epsilon\bar{\beta}(t - E(t)) + \delta\epsilon)
$$

$$
= \bar{\beta}^2 \text{var}(t).
$$

(3.7)

The variance of $\hat{y}$ is

$$
\text{var}(\hat{y}) = E((\hat{y} - E(\hat{y}))^2)
$$

$$
= E(\bar{\alpha} + \bar{\beta}t + \epsilon - (\bar{\alpha} + \bar{\beta}E(t) + E(\epsilon)))
$$

$$
= E((\bar{\beta}(t - E(t)) + \epsilon - E(\epsilon))^2)
$$

$$
= E(\bar{\beta}(t - E(t))^2) + E((\epsilon - E(\epsilon))^2)
$$

$$
= \bar{\beta}^2 \text{var}(t) + \text{var}(\epsilon)
$$

$$
= \bar{\beta}^2 \text{var}(t) + \sigma^2_\epsilon
$$

(3.8)

and the variance of $\hat{x}$ is

$$
\text{var}(\hat{x}) = E((\hat{x} - E(\hat{x}))^2)
$$

$$
= E(\bar{\alpha} + \bar{\beta}t + \delta - (\bar{\alpha} + \bar{\beta}E(t) + E(\delta)))
$$

$$
= E((\bar{\beta}(t - E(t)) + \delta - E(\delta))^2)
$$

$$
= E((\bar{\beta}(t - E(t))^2) + E((\delta - E(\delta))^2)
$$

$$
= \bar{\beta}^2 \text{var}(t) + \text{var}(\delta)
$$

$$
= \bar{\beta}^2 \text{var}(t) + \sigma^2_\delta.
$$

(3.9)
Putting equations 3.7, 3.8 and 3.9 into equation 3.6 yields

\[ r_{\hat{x}, \hat{y}} = \frac{\hat{\beta}^2 \text{var}(t)}{\sqrt{(\hat{\beta}^2 \text{var}(t) + \sigma_\delta^2)(\hat{\beta}^2 \text{var}(t) + \sigma_\epsilon^2)}}, \]  

(3.10)

where var(t) is the variance of t which is simply the variance of the sequence of whole numbers from 1 to n and can easily be shown to be \( \frac{(n^2-1)}{12} \). This means that, assuming \( \hat{\beta} \) is constant over time\(^1\), since var(t) is strictly increasing, the effect of \( \sigma_\delta \) and \( \sigma_\epsilon \) is reduced, and thus the correlation between \( \hat{x} \) and \( \hat{y} \) will approach one as \( n \) approaches infinity. Only when the forecaster is able to estimate the parameters perfectly is the true ACC expected to be recovered. When the mean of the climatology is not perfectly recovered, the correlation coefficient between the estimated anomalies is likely to be larger than the true ACC which risks overconfidence in the performance of the forecasts.

### 3.1.2 Nonlinear Underlying Trend Assumed to be Linear

In this example, we consider a case in which the function governing the climatological mean is nonlinear but is wrongly assumed to be linear. We show that incorrectly making this assumption can be highly misleading and can therefore give the impression that a set of point forecasts are skillful when, in fact, this is not the case.

Suppose that, for a set of times \( t = 1, ..., n \), a set of outcomes \( y \) can be expressed in the form

\[ y = \mu(t) + \epsilon, \]  

(3.11)

\(^1\)In practice, the forecaster may refine these as the forecast-outcome archive grows. The effect of doing this is not considered here.
whilst a set of point forecasts $x$ of $y$ take the form

$$x = \mu(t) + \delta,$$  \hspace{1cm} (3.12)

where

$$\mu(t) = t^3 - 6t^2 + 12t - 6$$  \hspace{1cm} (3.13)

governs the behaviour of the underlying trend and both $\delta = \delta_1, \ldots, \delta_n$ and $\epsilon = \epsilon_1, \ldots, \epsilon_n$ are vectors of iid random numbers drawn from $N(0, \sigma^2)$ and are independent of each other. Here, there is a clear nonlinear trend in the climatological mean.

Given the assumption that the underlying trend in the climatological mean is linear, the estimated anomalies are formed by subtracting the linear line of best fit. This, however, will not completely remove the effect of the underlying trend. A time series of outcomes $y$, formed using equation 3.11 on the interval $[0, 4]$ with $\sigma = 0.4$, are shown in the top panel of figure 3.2 whilst the linearly detrended version is shown in the lower panel. In the former case, the black line represents the climatological mean whilst, in the latter, it represents the climatological mean with the linear trend subtracted. Unsurprisingly, the climatological mean is still a function of time even with the linear trend removed.

By construction, since $\delta$ and $\epsilon$ are independent, the expected ACC is zero. We now show, however, that the correlation between the estimated anomalies is not expected to be zero and therefore does not provide an accurate estimate of the ACC. The mean correlation between 1024 time series of outcomes and forecasts formed in this way is shown for different values of $\sigma$ in figure 3.3. By simply linearly detrending, even when the anomalies are large compared to the effect of the underlying trend in the climatological mean, the ACC and the correlation between the estimated anomalies
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Figure 3.2: Upper panel: A time series of outcomes (black points) formed using equation 3.11 with $\sigma = 0.4$ where the climatological mean $\mu(t)$, represented with the black line, is governed by equation 3.13. Lower panel: The same time series linearly detrended. Linearly detrending fails to remove all of the effects of changes in the climatological mean.

bear little resemblance. It is clear then that simply removing a linear trend and finding the correlation between the estimated anomalies does not necessarily result in an accurate estimate of the true ACC. This can lead to highly misleading results. Moreover, a forecaster may be incentivised not to find an accurate estimate of the climatological mean in order for the forecasts to seem more effective.
Figure 3.3: The mean of the correlation coefficient between estimated anomalies of 1024 realisations of time series of forecasts and outcomes formed using equations 3.12 and 3.11 respectively on the interval [0,4] with the underlying trend described by equation 3.13 for different values of $\sigma$. As $\sigma$ increases, the relative impact of the underlying trend falls but, since its effect is never removed completely, the ACC is always non-zero. This gives the misleading impression that the forecasts are skillful when, in fact, this is not the case.
3.2 Relationship between the dispersion of outcomes and the ACC

In this section we show that the variability of a set of outcomes can strongly affect the ACC and yield misleading results. Specifically, we show that, as the standard deviation of the outcomes increases, the correlation between a set of forecasts and outcomes is also expected to increase even when forecast error remains constant. We argue that this renders the ACC a poor measure of absolute skill because its value will be heavily influenced by properties of the outcomes rather than the performance of the forecasts. This property makes it difficult to make meaningful comparisons of the performance of forecasting systems on different sets of outcomes.

Define a vector of outcomes $\mathbf{y}$ by

$$\mathbf{y} = \mathbf{\epsilon},$$

(3.14)

where $\mathbf{\epsilon} = \epsilon_1, ..., \epsilon_n$ is a vector of iid random draws from some distribution with mean zero and standard deviation $\sigma_\epsilon$.

Define a vector of forecasts $\mathbf{x}$ of $\mathbf{y}$ by

$$\mathbf{x} = \mathbf{y} + \mathbf{\delta},$$

(3.15)

where $\mathbf{\delta} = \delta_1, ..., \delta_n$ is a vector of iid draws from some distribution with mean zero and standard deviation $\sigma_\delta$. The expected forecast error is thus exactly $\sigma_\delta$.

The variance of $\mathbf{y}$ is

$$\text{var}(\mathbf{y}) = \text{var}(\mathbf{\epsilon}) = \sigma_\epsilon^2,$$

(3.16)
and the variance of $x$ is

$$\text{var}(x) = \text{var}(\epsilon + \delta) = \text{var}(\epsilon) + \text{var}(\delta) = \sigma_{\epsilon}^2 + \sigma_{\delta}^2. \quad (3.17)$$

The covariance between $x$ and $y$ is

$$\text{cov}(x, y) = E((y - E(y))(x - E(x)))$$

$$= E(\epsilon(\epsilon + \delta))$$

$$= E(\epsilon^2 + \epsilon\delta)$$

$$= \sigma_{\epsilon}^2. \quad (3.18)$$

The analytical correlation coefficient $r_{x,y}$ is therefore given by

$$r_{x,y} = \frac{\sigma_{\epsilon}^2}{\sqrt{\sigma_{\epsilon}^2(\sigma_{\epsilon}^2 + \sigma_{\delta}^2)}}. \quad (3.19)$$

Assuming the forecast error $\sigma_{\delta}$ is constant, the correlation coefficient is thus an increasing function of $\sigma_{\epsilon}$, the standard deviation of the outcomes. This means that, when the mean forecast error remains constant, the ACC will reward forecasts of systems with higher dispersion. This is potentially misleading when using the ACC to compare the performance of forecasts as we now explain with a number of examples.

### 3.2.1 Monthly performance of forecasts of the Central England Temperature record

In this example, we consider the monthly performance of forecasts of daily maximum temperature in the Central England Temperature record [118] from the beginning
of 1878 to the end of 2014. We artificially create point forecasts for each day by adding random Gaussian perturbations with mean zero and standard deviation $\sigma_\delta$ to each observed daily value, resulting in a set of forecasts with constant expected forecast error $\sigma_\delta$.

Over the duration of the data set, due to natural variability, we can expect there to be variation in the standard deviation of observed values in different months. To demonstrate the effect of this, the standard deviation of the observed values is plotted against the ACC for each month in the data set in figure 3.4. The blue line represents the expected ACC as a function of the standard deviation of the outcomes according to equation 3.19. Here, it is clear that, as expected, the ACC tends to reward sets of forecasts when the outcomes are more highly dispersed. This means that if a forecaster were to use this measure alone to evaluate a set of forecasts, they could be misled into believing that forecast performance is better during months with higher variability when, in fact, this is not the case.

We now describe two more examples of other scenarios in which the above result could mislead a forecaster:

- There is some evidence that climate change can affect not only the mean of a weather variable but also its variability [126, 36, 50]. If the climatological standard deviation increases over time whilst the mean forecast error remains constant, the ACC of the forecasts will increase giving the impression that forecast skill is improving over time.

- Studies often use the ACC to make comparisons between weather forecast performance in different parts of the world [153]. There is, however, often significant variation in the variability of the outcomes [5]. For example, in
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Figure 3.4: Scatter plot of the standard deviation of daily temperatures against the ACC of our artificial forecasts for each month in the CET record. The blue line shows the expected ACC as a function of the standard deviation of the outcomes as described in equation 3.19. Although the expected forecast error remains constant, the ACC tends to increase as a function of the standard deviation of the observed temperatures.
Honolulu, Hawaii, the daily maximum temperature rarely falls below 30 or above 35 degrees Celsius during the summer months. Great Falls, Montana on the other hand, can experience both temperatures exceeding 40 degrees Celsius and significant snowfall in the month of August [3]. This means that, over a year, even if the mean forecast error for each city were identical, the ACC would almost always give a better score to the forecasts of the temperature in Great Falls since the standard deviation of the outcomes is much higher.

3.3 Influential observations

It is well known [106] that the values of both the correlation coefficient and the parameters in linear regression can be disproportionately affected by one or more observations [27, 28]. These are often known as influential observations. We now demonstrate that they can have a large effect on the ACC, potentially leading to highly misleading conclusions.

To demonstrate the effect of influential observations on the ACC, we consider an artificial scenario in which a set of deterministic point forecasts and outcomes are related by way of a logarithmic-spiral. A logarithmic-spiral is described by the equations

\[
x(t) = ae^{bt} \sin(\theta) \\
y(t) = ae^{bt} \cos(\theta)
\] (3.20)

where \(a\), \(b\) and \(\theta\) are parameters that govern its behaviour.

Consider a set of 16 point forecasts \(x_1, \ldots, x_{16}\) and corresponding outcomes \(y_1, \ldots, y_{16}\) obtained by sampling from a logarithmic-spiral with parameters \(a = 1\) and \(b = \frac{\pi}{18}\)
on the range $\theta \in (-16\pi + \frac{\pi}{4}, 7\pi - \frac{\pi}{4})$ at intervals of $\frac{3\pi}{2}$. Each forecast-outcome pair is represented with a blue cross in figure 3.5 where the values on the $x$ and $y$ axes represent the values of the forecasts and the outcomes respectively.

The climatological mean of both the forecasts and the outcomes are zero and hence the anomalies and the raw values are identical. The correlation coefficients between the first $n$ points are shown for different values of $n$ in table 3.3. The notable feature here is that each extra point included in the calculation is influential enough to cause the sign of the correlation coefficient to change. A common rule of thumb with the use of the ACC is that values of $r > 0.6$ represent significant forecast skill [71]. Therefore, in this example, if a forecaster assessed an odd number of forecast-outcome pairs, she would, according to this convention, conclude that these forecasts are skillful. If she considered an even number of pairs, the ACC would be negative and her conclusion would be that the forecasts do not have skill. This is clearly not a desirable trait since, as with all statistics, removing or adding a single sample member should not make such a large difference to the results.

Linear regression is often used to attempt to ‘correct’ future forecasts by treating the outcomes as the dependent variable and the forecasts as the independent variable. Future forecasts are then linearly transformed using these parameters with the aim of improving their accuracy [150]. This process is a form of calibration. We now show, however, that in the scenario outlined above, this process can be highly damaging to the performance of the forecasts.

Let $\tilde{x}_n$ denote the $n_{th}$ calibrated forecast formed using the relation

$$\tilde{x}_n = a + bx_n,$$

(3.21)
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Figure 3.5: A scenario in which the relationship between a set of 16 forecasts and outcomes is governed according to the behaviour of a logarithmic spiral. The $x$ and $y$ coordinates of the blue crosses represent the forecast values and the outcomes respectively. The red crosses, linked to the blue crosses, represent forecasts calibrated using linear regression.
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where $a$ and $b$ are regression parameters found using least squares estimation over the set of forecasts $x_1, ..., x_{n-1}$ and outcomes $y_1, ..., y_{n-1}$.

The red crosses linked to the blue crosses in figure 3.5 represent the relative positions of the calibrated forecasts $\tilde{x}_1, ..., \tilde{x}_n$ and the outcomes. In addition to the ACC of the original forecasts, table 3.3 shows the value of the parameter $b$ in equation 3.21, the forecast error between $x_n$ and $y_n$ and the forecast error between $\tilde{x}_n$ and $y_n$ for each value of $n$. The calibrated forecasts have higher forecast error than the original forecasts and thus calibration is shown to be counterproductive. The reason for this, is that, like the ACC, the value of the parameter $b$ is highly affected by influential observations. This means that calibration, rather than moving the forecasts closer to the outcomes, tends to move them further away and the result is that forecast error is increased.

In this example, although the correlation between the forecast and the outcomes remains high, the in-sample forecast error badly underestimates the error in the next forecast. Clearly, this is not a desirable trait since it could encourage a forecaster to be overconfident in their forecasts.

3.4 The perpetual failure of linear correlation as an indication of predictability

The shortcomings demonstrated in this chapter suggest that use of the ACC should be treated with extreme caution. For its use to be valid, any non-stationarity in the climatological mean should be removed. In practice, in many applications, such as in weather forecasting, it is debatable whether the underlying climatological mean can be estimated accurately enough to have confidence in the results and hence in
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| n | r   | b   | |x_n - y_n| | |x̃_n - y_n|
|---|-----|-----|-------|-------|
| 5 | 0.6774 | 0.6054 | 0.0007 | 0.0062 |
| 6 | -0.6795 | -0.7475 | 0.0025 | 0.0129 |
| 7 | 0.6791 | 0.6272 | 0.0042 | 0.0311 |
| 8 | -0.6780 | -0.7256 | 0.0129 | 0.0670 |
| 9 | 0.6775 | 0.6382 | 0.0236 | 0.1581 |
| 10 | -0.6774 | -0.7146 | 0.0668 | 0.3464 |
| 11 | 0.6772 | 0.6453 | 0.1278 | 0.8117 |
| 12 | -0.6771 | -0.7075 | 0.3461 | 1.7937 |
| 13 | 0.6775 | 0.6501 | 0.6813 | 4.1802 |
| 14 | -0.6770 | -0.7027 | 1.7923 | 9.2881 |
| 15 | -0.6769 | 0.6537 | 3.6024 | 21.5679 |
| 16 | 0.6768 | -0.6991 | 9.2827 | 48.1023 |

Table 3.1: The ACC of the forecasts x_1, ..., x_n, the slope parameter b from fitting a regression of y_1, ..., y_n on x_1, ..., x_n, the error of the original forecast x_n and the error of the calibrated forecast x̃_n for different values of n.

most such cases, use of the ACC is not appropriate.

The ACC can be misleading when used to compare the performance of forecasts of sets of outcomes that vary in dispersion. This is because, the more dispersed the outcomes, the higher the ACC for a given level of forecast error. Use of the ACC to make comparisons of the performance of forecasts of different sets of outcomes should thus, in general, be avoided.

As we have demonstrated, the ACC is also highly prone to influential observations. Care should be taken, therefore, to ensure that certain forecast-outcome pairs do not have a disproportionately large effect. This, however, places severe limitations on the ACC. When certain forecast-outcome pairs influence the ACC disproportionately, a forecaster has two choices. They can either remove the influential forecast-outcome pair or abandon the use of the ACC entirely. The former is not a satisfactory solution since it is likely to bias the results and therefore, arguably, the only option is to abandon the use of the ACC in favour of an alternative measure of performance.
Chapter 4

Shadowing Ratios

In this chapter, we propose methods of forecast evaluation that take a different approach to those already considered. Instead of comparing the forecasts and outcomes at one particular lead time, these approaches measure the length of time into the future a set of forecasts satisfy some predefined criteria. In section 4.1, we discuss an existing approach to the evaluation of point forecasts called shadowing that measures the length of time a model trajectory formed using some forecasting system remains sufficiently close to a set of future observations. We then propose a new method called shadowing ratios that aim to give an indication of the relative ability of one forecasting system to shadow longer than another. We further demonstrate the use of shadowing ratios in chapter 7 in the context of comparing data assimilation schemes.

In section 4.2, we extend the approach of shadowing ratios to propose another new method called ensemble shadowing ratios aimed at evaluating the performance of ensembles rather than point forecasts. We demonstrate how shadowing times and
4.1. Shadowing Ratios

ensemble shadowing ratios can be used to evaluate ensemble formation schemes and
give an example in which three different schemes are compared.

Finally, in section 4.3, we introduce boosted probability, a new approach to the
evaluation of sequences of probabilistic forecast densities. We demonstrate the use
of boosted probability as an evaluation method using a simple example.

The new contributions of this chapter are:

1. Shadowing ratios, a new method of comparing the performance of forecasting
   systems (section 4.1).

2. Using shadowing ratios to compare the performance of imperfect models (sec-
   tion 4.1.4).

3. Ensemble shadowing ratios, a new method of comparing the performance of
   ensembles (section 4.2).

4. Using ensemble shadowing ratios to compare the performance of PDA and
   inverse noise ensembles with different ensemble sizes (section 4.2.1).

5. Boosted probability, a new approach to measure the performance of forecast
   densities (section 4.3).

6. Comparing the performance of forecast densities using boosted probability
   (section 4.3.1).

4.1 Shadowing Ratios

In chapter 3, we explained how common point forecast evaluation techniques, such
as the mean squared error and mean absolute error, can give misleading results
when the system dynamics are nonlinear. These approaches can often be expected to rank an imperfect model over a perfect one, particularly when observational noise is present [53]. Just as propriety is a desireable property in probabilistic forecasting, however, favouring a perfect model in point forecasting is also desireable. In this section, we discuss the use of an existing approach to evaluating point forecasts called shadowing [53] and introduce a new method based upon shadowing called shadowing ratios. Shadowing takes a different perspective to the above mentioned techniques in that instead of attempting to measure the performance of forecasts at one or more given lead times, the length of time forecast trajectories stay consistent with future observations is measured. Under this approach, unlike the mean squared error and the mean absolute error, by comparing the period of time a set of model trajectories shadow the observations, it is always expected, on average, for a perfect model to be favoured over an imperfect one [53]. Shadowing is an intuitive technique of measuring the performance of one or more forecasting systems and can be thought of as a measure of how long into the future one can expect a forecast trajectory to be reliable. Shadowing ratios, which estimate the probability that a trajectory formed using one forecasting system stays close to the observations longer than that of another, allow a user to understand better the nature of any differences in shadowing performance between two competing forecasting systems.

4.1.1 Shadowing

A model trajectory is said to shadow a set of observations for as long as it stays consistent (as defined below) with them given the observational noise model\(^1\) [49, 53, 61]. We define the period of time for which a model trajectory shadows a particular set of observations as a shadowing length. We make an important distinction between the

\(^1\)It should be noted that this differs from the most common definition of shadowing
shadowing length and the shadowing time. Whilst the former measures the length of time a single model trajectory shadows the observations, the latter attempts to measure the maximum shadowing length over all possible initial conditions. In reality, this is done by measuring the maximum shadowing length over a finite number of model trajectories and thus the true shadowing time is usually underestimated.

Shadowing provides us with a measure of the quality of a forecasting system. In the perfect model scenario, trajectories exist that can shadow the observations for any given period of time (of course the system trajectory will stay consistent with the observations indefinitely) although in reality finding them is usually difficult. In the real world, all models are imperfect and, as such, only finite shadowing trajectories exist. This observation brings up a useful property of shadowing, however. By comparing either shadowing lengths or shadowing times, a perfect model is always, on average, expected to outperform any imperfect model. Shadowing lengths also provide a useful measure of how far into the future we can rely on our forecasts. In order to find shadowing lengths in practice, a distinction is required between two different types of noise, bounded and unbounded. The two cases are described below.

**Bounded noise**

When the observational noise follows a bounded distribution, an observation \( s_t \in \mathbb{R}^m \) and the true state \( x_t \in \mathbb{R}^m \) can only lie a finite distance apart from each other. When this is the case, it is straightforward to determine whether a trajectory shadows an observation. A model state is consistent with and thus shadows an observation if \( |s_t - x_t| < \epsilon \) where \( \epsilon \) is a vector of the bounds of the noise for each observed variable. For example, consider a case in which the observational noise of a one
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dimensional system follows a continuous uniform distribution on the range \((-1, 1)\) and thus the noise is bounded by \(\epsilon = 1\). The shadowing length is said to be the period of time during which the model trajectory stays within a distance of 1 unit of the observations. In figure 4.1, for the case in which only one variable is observed, the blue and the green lines represent two shadowing trajectories of the observations, represented by the red circles. For the period of time in which the trajectories fall within the bound of the noise (between the red crosses), they are considered to shadow the observations. Each trajectory is shown as solid when considered to shadow and dashed thereafter.

Unbounded noise

It is common for observational noise to follow an unbounded distribution. For example, as a likely consequence of the central limit theorem [13, 148], measurement error is often assumed to follow a Gaussian distribution. When this is the case, in theory, the observational noise can take any value between \(-\infty\) and \(\infty\). A different approach to that of bounded noise is thus required. Since unbounded distributions can take any value on the real number line, it is difficult to determine whether a trajectory shadows a single observation. Instead, one of several approaches could be taken. For example, the distribution of the residuals of the forecast trajectory can be compared to the known distribution of the observational noise and tested using a measure of the goodness of fit such as the Kalmogorov-Smirnov test. Alternatively, in [139], a less general approach is taken that applies to Gaussian noise only. In this thesis, for simplicity, we only consider bounded noise distributions.
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Figure 4.1: Two shadowing trajectories of a one dimensional flow. The red circles represent ‘noisy’ observations whilst the red crosses represent the bounds of the noise. If a trajectory falls within the bounds of the noise, it is said to shadow the observation. The trajectories coloured blue and green, shown as solid when they are considered to shadow and dashed thereafter, shadow for 7 and 3 time steps respectively.
4.1.2 Definition of shadowing ratios

In the forecasting of dynamical systems, it is desirable for model trajectories to stay close to the observations for as long as possible. Mean and median shadowing lengths are an intuitive way of measuring this length of time and therefore assessing forecast performance. These measures alone, however, do not tell the whole story. Suppose that, over a set of different forecasts and observations, one forecasting system has a longer mean shadowing length than another. With this information alone, it is impossible to differentiate a situation in which one forecasting system yields consistently longer shadowing lengths from one in which there is a larger improvement but only in a small number of cases. It is possible, for example, in a comparison of two forecasting systems, for one to yield a longer mean shadowing length but for the other to yield longer shadowing lengths in the majority of cases.

The proportion of forecasts in which some method yields a longer shadowing length than another provides a potentially useful measure of relative performance. This forms the basis of shadowing ratios which we formally define shortly. In practice, this is complicated slightly due to the potential existence of ties, i.e. occasions in which the observed lengths are the same for both forecasting systems. This problem arises in the non-parametric sign test of paired samples [26] in which the proportion of cases in which values in one sample exceed those in another is calculated. In its most common form, ties are simply ignored. This can be misleading, however, since, arguably, ties provide evidence for the null hypothesis that there is no difference between the two populations from which the samples were drawn. An alternative approach is, in the event of a tie, to attribute equal weight to both populations. This seems most reasonable in cases in which the underlying sample is on a continuous scale but observations are rounded. In the comparison of shadowing lengths, this
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corresponds to a case in which the underlying system is on a continuous scale but observations are taken at discrete time steps. In practice, this is likely to be the case for all systems evolving in continuous time and it is therefore reasonable to assume that, given a high enough density of observations, we could usually find distinct shadowing lengths for two truly different forecasting systems. In the case of ties, we therefore place equal weighting on each forecasting system.

We now formally define shadowing ratios. Let $\tau_{i,\text{new}}$ and $\tau_{i,\text{ref}}$ be the shadowing length of model trajectories formed using some ‘new’ forecasting system and a ‘reference’ forecasting system respectively for the $i_{th}$ set of observations. Define the *indication function*\(^2\) to be

$$ I(l_1, l_2) = \begin{cases} 
0 & \text{if } l_1 < l_2 \\
1/2 & \text{if } l_1 = l_2 \\
1 & \text{for } l_1 > l_2 
\end{cases} \quad (4.1) $$

The *shadowing proportion* of a ‘new’ forecasting system and some ‘reference’ forecasting system is defined as

$$ \hat{p} = \frac{1}{N} \sum_{i} I(\tau_{i,\text{new}}, \tau_{i,\text{ref}}) \quad (4.2) $$

and the shadowing ratio is

$$ \phi = \frac{\hat{p}}{1 - \hat{p}} \quad (4.3) $$

The shadowing ratio can be considered an estimate of the ratio of the number of

\(^2\)Note that the indication function differs from the well known indicator function in its treatment of ties.
events in which the shadowing length is longer for the new forecasting system to 
when the shadowing length of the reference forecasting system is longer. If the aim 
of the ‘new’ forecasting system is to improve on the reference forecasting system, a 
shadowing ratio greater than 1 is desirable since this suggests that model trajectories 
formed using the former are likely to shadow longer than those generated using the 
latter. Since we include ties rather than just discarding them, finding the sampling 
distribution of $\hat{p}$ is slightly more difficult than if we were using the sample proportion. 
Bootstrap resampling can be used, however, to infer whether a shadowing ratio 
greater than 1 results from a genuine difference in performance or simply from 
sampling error.

### 4.1.3 Uses of Shadowing Ratios

We have discussed shadowing and defined shadowing ratios as a way of comparing 
two forecasting systems. Below, we provide a (not necessarily exhaustive) list of 
possible changes to the forecasting system that could be tested using either or a 
combination of these approaches.

1. model structure.
2. model parameter values
3. data assimilation scheme.
4. numerical integration scheme.
5. numerical precision.

Although shadowing lengths and shadowing ratios compare the performance of fore-
cast trajectories, they can also be used to test a specific aspect of a probabilistic
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Consider an example in which a forecaster wishes to build probabilistic forecast densities but has the choice of using one of two different data assimilation schemes in the process. To assess the performance of each technique, it is potentially very computationally expensive both to run sets of ensembles and then use them to form forecast densities. Instead, he can simply compare the performance of the deterministic trajectories found using each assimilation method. This approach also has the significant advantage of allowing him to assess the performance of the assimilation technique independently of subsequent aspects of his forecasting system. In section 7.1, we use shadowing to compare the performance of various data assimilation techniques.

4.1.4 Example - Using shadowing ratios to compare model performance

In this example, we show how shadowing ratios can be used to evaluate the performance of imperfect models with varying degrees of structural imperfection. In Appendix A.2.1, we define an imperfect model of the Lorenz '63 system where \( c \) is a parameter that controls the level of imperfection. As \( c \) tends to infinity, the model equations tend towards the system equations and thus small values of \( c \) result in high imperfection in the model. In this experiment, we use shadowing and shadowing ratios to assess the benefit to a forecaster of improving the model by increasing the value of \( c \). As the reference method, we use the model with a value of \( c = 4 \) which gives the model a high level of imperfection. Details of the experiment, which we call experiment 4.A, are listed in table B.1. The observational noise is Gaussian but trimmed at 3 standard deviations. Each model is tested over 2048 different sets of observations. The high value of the imperfection parameter used for the reference
method causes it to perform poorly, only shadowing the observations for an average of 0.54 days in Lorenz time. Mean shadowing lengths for different values of $c$ are shown in the upper panel in figure 4.2 along with 95 percent bootstrap resampling intervals of the mean. In the lower panel, the shadowing ratio of the imperfect model with varying values of $c$ and the imperfect model with $c = 4$ are shown with 95 percent bootstrap resampling intervals. Whilst both measures indicate, as expected, that reducing the imperfection in the model tends to improve model performance, the shadowing ratios give a slightly different perspective. As $c$ is increased and thus the model imperfection is reduced, the shadowing ratios level off at around $c = 14$ suggesting that, for larger values of $c$, increases in the mean shadowing length tend to be concentrated in sets of observations in which the shadowing length is already longer than for the reference method. If the increase in shadowing lengths were distributed over all sets of observations, we would expect the shadowing ratio to continue to increase with $c$ since, eventually, all of the shadowing lengths would be longer than for the reference method. This demonstrates the value of shadowing ratios in determining the nature of the difference in shadowing lengths between two forecasting systems.

### 4.2 Ensemble Shadowing Ratios

Sometimes, it is of interest to compare the performance of ensembles rather than individual model trajectories. This can be a useful thing to do since it allows a forecaster to evaluate the performance of the ensembles independently of any interpretation techniques such as density formation. Diagnostic tools, such as rank histograms [63] and reliability diagrams [115], although not evaluation techniques per se, are often used to assess the consistency of a set of ensembles. It is often sug-
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Figure 4.2: Upper panel: Mean shadowing lengths with 95 percent bootstrap resampling intervals for different values of the imperfection parameter $c$ in experiment 4.A. Lower panel: Shadowing ratios of forecasts formed using the model with imperfection parameter $c$ and those formed with imperfection parameter 4 for different values of $c$ with 95 percent resampling intervals. Each measure gives a different perspective on the performance of the model with different degrees of imperfection.
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Gestted that the continuous ranked probability score (CRPS) provides a convenient method of evaluating raw ensembles. It can be shown, however, that the score has the undesirable property that it is not expected to be optimised when the ensemble members are drawn from the system density [21]. The Brier score [19] can be used to evaluate ensembles but is only applicable when the outcome is a binary event.

In section 4.1, we discussed the use of shadowing lengths and introduced a new method called shadowing ratios which can be used to compare the performance of two forecasting systems. We discussed how this approach could be used to assess a wide variety of factors in a forecasting system. These approaches, however, are not appropriate to compare the performance of ensembles since they are designed to compare individual model simulations. In this section, we discuss the use of shadowing times and introduce ensemble shadowing ratios, a slightly modified version of shadowing ratios, to compare the performance of ensembles.

Consider the set of states, which may or may not lie on the model attractor, consistent with an observation $s_0$ of an initial state $x_0$. Each of these states, when evolved forward in time, will have a shadowing length associated with it. Any ensemble formation scheme should sample from this set of states but we suggest that, the more effective the scheme, the higher the probability of picking states in which the resulting model trajectory shadows for a long period of time. Recall that we defined a shadowing time to be the maximum shadowing length over an ensemble of model trajectories. The relative performance of two ensemble formation schemes can be assessed by comparing their shadowing times.

Define $\tilde{\tau}_{i,\text{new}}$ and $\tilde{\tau}_{i,\text{ref}}$ to be the shadowing time of an ensemble formed using some ‘new’ and some ‘reference’ technique respectively for the $i_{th}$ set of observations.
Define the ensemble shadowing proportion to be

\[ \hat{p} = \frac{1}{N} \sum_{i} I(\tilde{\tau}_{i,new}, \tilde{\tau}_{i,ref}) \]  

(4.4)

where \( I \) represents the indication function defined in 4.1.2. We define an ensemble shadowing ratio to be

\[ \eta = \frac{\hat{p}}{1 - \hat{p}} \]  

(4.5)

In the previous section, we described how shadowing lengths and shadowing ratios can be used to compare the performance of specific aspects of a forecasting system such as data assimilation techniques. Some data assimilation schemes, however, such as the ensemble kalman filter [47] and particle filtering [60], yield an ensemble of initial states rather than a single 'best guess' and hence these methods cannot be used to assess their performance. Shadowing time and ensemble shadowing ratios, on the other hand, provide an appropriate means of comparison for techniques such as these by directly assessing the performance of the ensembles.

### 4.2.1 Example - Using ensemble shadowing ratios to compare the performance of ensemble formation techniques

In this example, we demonstrate how shadowing times and ensemble shadowing ratios can be used to compare the performance of sets of ensembles formed using different techniques. In section 2.4.1, we described two ensemble formation schemes, inverse noise and PDA. The former approach has the advantage of being simple and computationally cheap to run but usually yields initial condition ensemble members inconsistent with the model dynamics. PDA ensembles, on the other hand, are expected to be initialised close to the model attractor. Consequently, we expect
PDA ensembles to perform better than inverse noise ensembles.

In this experiment, we compare the performance of inverse noise and PDA ensembles for different ensemble sizes using a perfect model of the Duffing map which is defined in appendix A.1.3. Sets of observations are formed by adding random Gaussian noise at regular intervals to 1024 randomly chosen trajectories from the system attractor. Ensembles are then formed using 3 approaches: inverse noise, PDA with an assimilation window of 8 steps and PDA with a window of 16 steps. Details of the experiment, which we call experiment 4.B, are listed in table B.2.

The results of the experiment are shown in figure 4.3. In the top left panel, the mean shadowing times of ensembles formed using inverse noise (blue), PDA with an assimilation window of 8 steps (red) and PDA with a window of 16 steps (yellow) are shown as a function of ensemble size. In the top right panel, the mean difference between the shadowing times of ensembles formed using PDA with a window of 8 steps and those formed using inverse noise (blue) and the mean difference between the shadowing times of PDA with a window of 16 and 8 time steps (red) are shown with 95 percent resampling intervals of the mean. In the lower panel, the ensemble shadowing ratios between PDA with a window of 8 steps and inverse noise (blue) and PDA with windows of 16 and 8 steps (red) are shown with 95% resampling intervals of the proportion. Here, for all techniques, mean ensemble shadowing times increase with ensemble size. This is unsurprising, given that, as the number of ensemble members increases, the probability of finding a long shadowing length improves and thus a longer shadowing time is likely to be found. Since the resampling intervals of the mean difference in shadowing time do not contain zero, PDA yields significantly longer shadowing times. There is no significant gain in shadowing time by increasing the assimilation window to 16, however. In terms of ensemble shadowing ratios,
similar conclusions can be made. This is because the resampling intervals of the ensemble shadowing ratios between PDA with 8 steps and inverse noise do not include one and thus the former approach yields longer shadowing times significantly more often. This is not true of the resampling intervals between PDA with 16 steps and PDA with 8 steps, however. In the former case, the ensemble shadowing ratio can be interpreted as the PDA ensemble shadowing longer around 1.4 times more often than than the inverse noise ensemble. In both cases, the ensemble shadowing ratios do not show large variation with the ensemble size. In this example, using PDA, rather than inverse noise ensembles, improves both the mean shadowing time and the ensemble shadowing ratio for each ensemble size tested. This suggests that PDA may be better than inverse noise at finding initial conditions that shadow for long periods of time. Increasing the assimilation window from 8 to 16 steps, however, appears to make no significant difference to either the shadowing times or ensemble shadowing ratios in this case.

4.3 Boosted Probability

Scoring rules are a useful tool both for the evaluation of probabilistic forecasts and for the formation of forecast densities in techniques such as kernel dressing. The ignorance score, defined in section 2.5.3, is a good choice of scoring rule since it has desirable properties such as propriety [56, 103]. Since a single probabilistic forecast cannot be shown to be right or wrong, the performance of a forecasting system is usually assessed using the mean score over a set of forecast densities. The mean, however, does not tell the whole story since it says nothing about other aspects of the distribution of scores. Suppose we calculate that the mean ignorance of a set of forecasts is zero. From the mean alone, it is impossible to distinguish a case in
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Figure 4.3: For experiment 4.B. Top left: Mean shadowing times of ensembles formed using inverse noise (blue), PDA with an assimilation window of 8 (red) time steps and PDA with an assimilation window of 16 time steps (yellow) as a function of ensemble size. Top right: Mean differences between shadowing times of ensembles formed using PDA with an assimilation window of 8 steps and inverse noise (blue) and PDA with assimilation windows of 16 and 8 time steps (red) as a function of ensemble size with 95% resampling intervals. Bottom: ensemble shadowing ratios between PDA with a window of 8 time steps and inverse noise (blue) and PDA with windows of 16 and 8 time steps (red) with 95% resampling intervals of the proportion as a function of ensemble size. For each given ensemble size, both the mean ensemble shadowing time and the shadowing ratio suggest that PDA performs better, on average, than inverse noise. Doubling the assimilation window, however, appears to make little difference to the performance of PDA in this case.
which each of the forecast densities has zero skill from one in which some of the
forecasts have skill that is cancelled out by the poor skill of other, badly performing,
forecasts. We now introduce a new measure, that may or may not be used alongside
the ignorance score, aimed at differentiating such cases.

To define boosted probability, we first define enhanced probability. We say that,
at a time $t$, a forecast density $p_t$ enhances probability when $p_t(y_t) > p_{clim}(y_t)$, i.e.
the forecast density places more density on the outcome than the climatology. We
say that a sequence of forecast densities formed using the same ensemble boosts
probability at a given lead time if it enhances probability at all observed times up to
and including that time. We define a boosted probability time $B_p$ to be the longest
lead time at which a sequence of forecast densities boosts probability.

Formally, a boosted probability time is defined as

$$B_p = \max(T | p_t(y_t) > p_{clim}(y_t) \ \forall t \leq T)$$  (4.6)

where $p_t(y_t)$ is the probability placed on the outcome $y_t$ at time $t$ by a conditional
forecast density and $p_{clim}(y_t)$ is the density placed on the outcome by the uncondi-
tional climatological distribution. Boosted probability is closely related to the
ignorance score. A forecast density can be said to boost probability at a lead time
of $\tau$ if

$$\text{ign}(p_t, y_t) < 0, \ \forall t \leq \tau$$  (4.7)

where $\text{ign}(p_t, y_t)$ is expressed relative to the skill of the climatology.

Boosted probability gives a different perspective on the performance of a set of
forecasts. The ignorance score (relative to climatology) can be interpreted as the
expected return, in bits, of an investor in possession of a set of forecast densities compared to a house in possession of only the climatology. This means that, if an investor uses forecast densities that perform worse than the climatology according to this measure, she would expect to lose money in the long term. Suppose, however, that the investor is able to insure against all losses (and pays a favourable rate to do so). She should now be less concerned about poorly performing forecasts and thus may be inclined to invest since she is only worried about how much she profits from those densities that perform better than climatology. Boosted probability allows her to identify situations in which she can profit.

Boosted probability could also play a role in identifying state dependency. For example, suppose that, out of a set of forecast densities at a given lead time, some proportion boost probability, but that, overall, the performance according to the mean ignorance score is worse than that of the climatology. Although a punter investing based on such forecast densities would expect to lose money, the fact that some of the forecast densities still boost probability might lead them to try to identify some state dependency in forecast performance which, if successful, could lead to the identification of informative forecast densities before they are evaluated.

4.3.1 Example - Assessing forecast density formation techniques using boosted probability

In this example, we demonstrate how boosted probability can be used to identify cases in which, whilst, on average, a set of forecasts perform worse or no better than climatology, some forecast densities can be expected to outperform it. In this experiment, 2048 ensembles, formed using inverse noise and consisting of 32 members each, are launched using the imperfect model of the Lorenz ’63 system defined in
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Appendix A.2.1 with imperfection parameter $c = 8$. Forecast densities are formed every 6 hours in Lorenz time using two different approaches. In one, which we call forecasting system A, forecast densities are formed using simple kernel dressing whilst, in the other, which we call forecasting system B, they are formed using kernel density estimation with each kernel width found using leave one out cross validation minimising the ignorance score. Boosted probability is then used to compare their relative performance. Details of the experiment, which we call experiment 4.C, are listed in table B.3.

The results of the experiment described above are shown in figure 4.4. Here, the red line, corresponding to the values on the left axis, shows the mean ignorance score of the kernel dressed forecasts as a function of lead time with the error bars representing 95 percent resampling intervals of the mean. The thin blue line, corresponding to the right axis, shows the blending parameter $\alpha$, also as a function of lead time. The thick solid and dashed green lines represent the proportion of forecast densities that boost probability up to the lead time shown on the $x$ axis formed using forecasting systems A and B respectively. The error bars on each of these represent 90 percent confidence intervals of the proportion. Due to model imperfection, in some cases, the forecast densities formed using kernel density estimation place extremely low density on the outcome and thus the ignorance score is treated (by a computer) as infinite. For this reason, the mean ignorance score of forecast densities formed using forecasting system B can not be represented on the plot.

Boosted probability identifies the difference between forecast densities formed in each way. In forecasting system A, the aim is to optimise the forecasts with respect to the mean of the ignorance score. This means that, for some lead times, whilst it may be possible to form skillful forecast densities from certain ensembles, a value
Figure 4.4: As a function of lead time: the mean ignorance score of forecast densities formed using forecasting system A (red line, left axis) with 95 percent resampling intervals, the blending parameter $\alpha$ (blue line, right axis) of forecasting system A and the proportion of forecast densities (with 90 percent confidence intervals) that boost probability for forecasting system A (solid green line, right axis) and B (dashed green line, right axis). Here, boosted probability identifies how, although the forecast densities formed using forecasting system B perform worse than forecasting system A in terms of the mean ignorance score, those formed using the former can sometimes be informative, whilst, for the latter, when $\alpha = 0$, this can never be the case.
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of $\alpha = 0$ will be found and hence all forecast densities will have zero skill. Kernel density estimation, on the other hand, takes no account of the skill of the forecasts. This means that some of the forecast densities may actually be informative with respect to climatology, but that, overall, they will perform worse according to the mean ignorance score. This is reflected in the proportion of densities that boost probability. The blending parameter eventually reaches zero and hence, at this point and beyond, none of the forecast densities formed using forecasting system A boost probability. In the case of forecasting system B, on the other hand, a significant proportion of forecast densities continue to boost probability beyond this lead time even though the skill of such forecast densities is cancelled out by the poor performance of other forecast densities. This suggests that there may be some state dependency in the performance of the forecast densities.
Chapter 5

Kernel Dressing methods

In the simple kernel dressing approach to forecast density formation outlined in section 2.5.7, a single kernel width $\sigma$ is sought which minimises an empirical scoring rule over a training set of ensemble-outcome pairs [131, 22, 143, 146]. If the forecast is blended with climatology, $\sigma$, the offset parameter $\nu$ and the blending parameter $\alpha$ are optimised simultaneously. These parameters are then used to form forecast densities from newly launched ensembles. As long as the parameter values are robust and no major changes have been made to the way in which ensembles are formed and outcomes are collected, forecast densities formed out of sample can usually be expected to perform similarly, on average, to those in the training set. Generally, in simple kernel dressing, a different set of parameters are found for each forecast lead time. This is sensible since, as the time since launch increases, the ensemble members tend to move further apart both from each other and from the system trajectory due to the effects of chaos and/or model error. The parameter values $\sigma$ and $\alpha$ are thus strongly related to the forecast lead time. Generally, the wider the distribution from which the ensemble members are drawn, the larger the kernel.
width that is required to make a good approximation.

In this thesis, we address the fact that ensembles launched at the same lead time can also have significantly different properties. Consider the following scenario. A forecaster launches an ensemble of model simulations of the temperature at Heathrow airport in 3 days time. A large warm front is moving towards the UK and, as a result, the weather is likely to be settled and predictable. Now suppose she makes another 3 day ahead forecast a week later. This time there are two possible weather systems that could move in, one that will likely cause the temperature at Heathrow to be very warm and the other which will result in a relatively mild temperature. As long as the model is able to capture this uncertainty, in the former case, the ensemble members will tend to agree on similar temperatures whilst in the latter, it is likely that there will be significant differences between ensemble members stemming from which of the two possible weather systems will be dominant. The dispersion of the ensemble members in the former case is thus likely to be much lower than in the latter even though both ensembles are evolved forward for the same period of time. Since, in simple kernel dressing, a single kernel width is fitted to all ensembles launched at a given lead time, no account is taken of the information (available from the ensemble itself) which distinguishes this variation. This means that highly dispersed ensembles are fitted with the same kernel width as those with relatively low dispersion. If there is little variation in the dispersion of ensembles at a given lead time, this is unlikely to be a major problem. In section 5.1, we demonstrate, using the Lorenz ’63 system, that the dispersion of ensembles can vary significantly, with the starting position on the attractor proving highly influential. As a result, the skill of a set of forecast densities formed using simple kernel dressing is limited by the fact that only a fixed level of smoothing can be applied, even when some ensembles
are far more dispersed than others. In this chapter, we present and investigate three approaches to kernel dressing in which the variation in the dispersion of ensembles is accounted for.

In section 5.3, we present a new method called $K$ groups kernel dressing in which the training set is divided into $K$ distinct groups, each containing ensemble-outcome pairs with similar ensemble standard deviation. The kernel width and blending parameters are then optimised separately for each group resulting in $K$ different sets of parameters in total. A new ensemble is then dressed using the parameters optimised over the group containing ensembles with the most similar standard deviation to its own. We find that, in terms of the ignorance score, this method can outperform simple kernel dressing. We discuss 2 problems that arise with the use of this method. Firstly, each group needs to be large enough such that robust parameter estimates can be found and thus a large training set is usually required. Secondly, assuming that a large training set is available, choosing the number of groups is a non-trivial problem which requires either extensive cross-validation or the use of some other similar approach. This causes the method to be computationally intensive.

In section 5.4, we introduce a second new method called fixed window kernel dressing. With this approach, $M$ ensemble-outcome pairs with similar standard deviation to that of the ensemble to be dressed are selected from the training set. The kernel width and blending parameters are then found by optimising over the $M$ pairs and used to dress the ensemble. This method has an advantage over $K$ groups kernel dressing in that subsets of the training set are selected based on the properties of the ensemble to be dressed and hence the parameters are expected to be more relevant. With this approach, a large number of sets of parameter values generally need to be found whilst choosing the window size, similarly to choosing the number of
groups in $K$ groups kernel dressing, is a non-trivial problem and likewise involves computationally intensive\(^1\) cross-validation.

In section 5.5, we describe a third method called dynamic kernel dressing in which the kernel width is chosen to be a linear function of the ensemble standard deviation. This is a special case of affine kernel dressing [22]. As with simple kernel dressing, the parameters are optimised by minimising an empirical scoring rule over a training set. We show that this method can outperform both $K$ groups and fixed window kernel dressing with a smaller training set. Moreover, no decisions regarding the division of the training set need to be made saving significant computational time. Consequently, we argue that, when the dispersion of a set of ensembles launched at the same lead time varies significantly, out of the methods considered in this thesis, dynamic kernel dressing is the most practical.

In section 5.6, we compare the performance of simple and dynamic kernel dressing in a perfect forecast scenario in which the ensemble is drawn from the same known distribution as the outcome. This approach has a major advantage. Usually, the only available information about the underlying system density\(^2\) is a single draw from it, the outcome. This means that we can’t make meaningful evaluations of the performance of a single forecast density because it is impossible to differentiate a case when the approximation of the system density is poor from a case when the outcome falls in the tail of the system density (that is, the occurrence of a truly low probability event). By comparing the forecast density to the system density, we remove this uncertainty and can thus make better judgements about the performance of our

---

\(^1\)given the computational cost of modern ensemble numerical weather prediction, the added "expense" of all methods suggested in this thesis may be small.

\(^2\)Recall that the system density is defined to be the distribution of the true state given the uncertainty in the initial condition of a forecast. A forecast density can be considered an attempt to recover this distribution. A more detailed discussion of this can be found in section 2.2
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<table>
<thead>
<tr>
<th>Method</th>
<th>Origin σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Kernel Dressing</td>
<td>Introduced in [22]</td>
</tr>
<tr>
<td>K Groups Kernel Dressing</td>
<td>Introduced in the thesis</td>
</tr>
<tr>
<td>Fixed Window Kernel Dressing</td>
<td>Introduced in this thesis</td>
</tr>
<tr>
<td>Dynamic Kernel Dressing</td>
<td>Special Case of Affine Kernel Dressing [22]</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of the origins of the methods used in this chapter.

Forecast densities. We show that, not only does dynamic kernel dressing provide more skillful forecast densities than simple kernel dressing, but that the Kullback-Leibler divergence between the forecast and system densities is smaller, indicating a better approximation to the distribution of the outcome. We also show that forecast densities formed using dynamic kernel dressing can achieve the same level of skill as those formed using simple kernel dressing with a smaller ensemble size. This potentially has significant benefits for applications such as numerical weather prediction in which the computational cost of running each ensemble member can be very high.

In this chapter, only the perfect model and perfect forecast scenarios are considered. Since the ensembles are not expected to have an inherent bias in these scenarios, the offset parameter \( \nu \) is set to zero. The performance of simple and dynamic kernel dressing in the imperfect model scenario is compared in section 8.1.

In table 5.1, we summarise the origins of the methods used in this chapter.

5.1 Variability in the dispersion of ensembles

Due to the existence of chaos in many nonlinear systems [99], model simulations with slightly different initial conditions are eventually expected to diverge from each other. This means that the further into the future an ensemble is evolved, the more dispersed, on average, the members are expected to be. The level of
dispersion of an ensemble, however, is also usually dependent on the section of the model attractor from which it was launched. This is demonstrated in figure 5.1 in which the standard deviation of 64 member inverse noise ensembles launched around randomly chosen points on the Lorenz '63 attractor are shown as a function of lead time. For each lead time represented on the $x$ axis, the blue dots represent the standard deviation of individual ensembles whilst the red line represents the mean standard deviation over all ensembles. Although, on average, the standard deviation of the ensembles increases with time, there is significant variation between the standard deviation of ensembles at each individual time. For example, at the shortest lead time represented on the plot, although the standard deviation of the majority of the ensembles falls below 2 units, in one case, this value exceeds 12 units.

In the Lorenz 63 system, ensemble members initialised on some parts of the attractor will diverge onto opposite ‘wings’ whilst on others, all of the ensemble members will remain on the same wing. This will usually be reflected in the dispersion of an ensemble. Two ensembles that illustrate this are shown in figure 5.2. The ensemble coloured in green evolves over a part of the attractor in which there is little or no chance of a transition to the opposite wing. There is, therefore, little disagreement between ensemble members and thus the dispersion is low. The ensemble coloured red, on the other hand, lies on a part of the attractor on which there is substantial uncertainty surrounding this occurrence and so the dispersion is much larger. We can draw an analogy here with the example given at the beginning of the chapter concerning the temperature at Heathrow airport. The green ensemble is comparable to the scenario in which a single weather system is present and thus there is high agreement between ensemble members whilst the red ensemble resembles the alternative scenario in which two competing weather systems cause substantial
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Figure 5.1: A demonstration of how, although, on average, the dispersion of ensembles increases with lead time, there is significant variation in the dispersion at each one. Each blue point represents the standard deviation at a given lead time of a 64 member inverse noise ensemble evolved forward using a perfect model of the Lorenz ’63 system. The red line represents the mean standard deviation over all 32 ensembles at each lead time.
uncertainty and hence the ensemble standard deviation is much higher.

5.2 Shortcomings of simple kernel dressing

In this section, we show that, when there is significant variation in the dispersion of ensembles launched at a given lead time, the performance of some forecast densities can be worse than we might expect given the relative position of the ensemble and the outcome. The idea of kernel smoothing, used in both kernel density estimation and simple kernel dressing, is to ‘smooth over’ the gaps between data points to form density functions with the kernel width controlling the degree of smoothing. Generally, the closer together the ensemble members, the smaller the kernel width required. In kernel density estimation, the kernel width is usually chosen based on the properties of the individual sample and thus the dispersion is taken into account. For example, Silverman’s constant [137] chooses a kernel width based on a simple function of the sample standard deviation. In simple kernel dressing, properties of the ensemble to be dressed are not directly taken into account. Instead, all ensembles launched at a given lead time are dressed with the same kernel width. A demonstration of why this can be problematic is shown in figure 5.3. Here, kernel density estimates are derived from samples drawn from logistic distributions, one with parameter $s = 1$ and the other with $s = 5$. The standard deviation of the underlying distribution of the latter is thus 5 times larger than that of the former. In the top two panels, kernel density estimates of both distributions are made using a common kernel width of $\sigma = 0.6$ whilst in the bottom two panels this is repeated but with a kernel width of $\sigma = 2.5$. Whilst each of the underlying distributions can be estimated well with a good choice of kernel width, this cannot be done when the kernel widths are constrained to be equal.
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Figure 5.2: Two sets of ensemble members on the attractor of the Lorenz ’63 system evolved forward 3.2 days in Lorenz time. The ensemble members coloured green evolve over a section of the attractor in which there is little uncertainty and thus stay close together. The ensemble members coloured in red, on the other hand, evolve over a section of the attractor on which there is significant uncertainty as to whether a trajectory will remain on the same wing or move to the other and thus the ensemble standard deviation is much larger.
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Figure 5.3: Kernel density estimates from samples of size 256 drawn from the logistic distribution with, top left: $s = 1$ and $\sigma = 0.6$, top right: $s = 5$ and $\sigma = 0.6$. Bottom left: $s = 1$ and $\sigma = 2.5$, bottom right: $s = 5$ and $\sigma = 2.5$. In each case, the dashed line represents the true distribution from which the sample was drawn and the green line represents the estimated distribution. The black crosses at the bottom represent the positions of the sample members. Each of the underlying distributions can be estimated well with a good choice of kernel width but this cannot be done when the kernel widths are constrained to be equal.
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<table>
<thead>
<tr>
<th>quantity</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1.000</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.109</td>
</tr>
<tr>
<td>minimised value in training set</td>
<td>-4.342</td>
</tr>
<tr>
<td>mean ignorance</td>
<td>-4.334</td>
</tr>
</tbody>
</table>

Table 5.2: The optimised values of the blending parameter $\alpha$ and the kernel width $\sigma$, the optimised mean ignorance score over the training set and the mean ignorance over the test set from applying simple kernel dressing to the ensembles in experiment 5.A formed using a perfect model of the Lorenz ’63 system.

We demonstrate the shortcomings of simple kernel dressing using a perfect model of the Lorenz 63 system. To do this, we form 6.4 day ahead 64 member inverse noise ensembles of randomly chosen states on the Lorenz ’63 attractor. From these, we form a training set and a test set both consisting of 2048 ensemble-outcome pairs. Details of the experiment, which we call experiment 5.A, are listed in table B.4. We apply simple kernel dressing, optimising the parameters over the training set, and evaluate its performance over the test set using the ignorance score. The estimated parameter values are shown in table 5.2 along with the optimised mean ignorance from the training set and the mean ignorance of the forecasts formed from the test set.

The blending parameter $\alpha$ is extremely close to unity so our forecasts consist almost entirely of model based information. The resulting forecast densities are highly skillful, on average placing more than 16 times more density on the outcome than the climatological distribution. This is not surprising given that the model is perfect and the lead time is reasonably short. The mean ignorance of forecast densities formed from ensembles in the test set closely resembles the optimised ignorance over the training set so we can be confident that our parameter estimates are robust. Performing very well on average, however, does not necessarily tell the whole story.
A histogram of ignorance scores of forecast densities derived from ensembles in the test set is shown in figure 5.4. Generally, as expected, the forecast densities have very high skill with the vast majority performing far better than climatology. Some, however, have extremely high ignorance implying very poor forecast skill. We shouldn’t necessarily be concerned when the climatology performs better than the model based forecasts in a small number of cases. Even if our forecast density describes the system density perfectly, there will be times when the outcome lies in the tail where the density from the climatological distribution may be higher. When this happens, however, we expect our outcome to lie either outside of the range of the ensemble or very close to the edge of it. If this is not the case, our kernel dressing approach may be insufficient in making the most out of the information contained in the ensemble.

We now investigate the reasons for which the ignorance score of some of our forecast densities is so high. The forecast density with the worst ignorance score of all those formed from the ensembles in the test set is shown in figure 5.5 along with the outcome (green circle) and the positions of the ensemble members (black crosses). Although the outcome lies well within the range of the ensemble, the forecast places very little density on it. This appears not to be a result of the relative position of the outcome and the ensemble members but rather the shape of the forecast density. High density is placed in positions close to ensemble members whilst relatively low density is placed in between. This suggests that the ensemble members are undersmoothed.

The explanation for the unusual shape of this forecast density can be found by considering the dispersion of the ensemble. The standard deviation is over 6 times larger than the mean standard deviation of the ensembles in the training set. As we
Figure 5.4: Histogram of the ignorance scores of forecast densities formed from ensembles in the test set in experiment 5.A using simple kernel dressing. Although most of the forecasts perform much better than climatology, some have very high ignorance scores.
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described in section 5.2, a kernel width that applies a reasonable level of smoothing to ensembles with low dispersion cannot simultaneously provide enough smoothing for ensembles with significantly higher dispersion. The lack of forecast skill thus appears to be as a result of the way in which the forecast density is formed rather than the performance of the ensemble itself.

To illustrate this point further, the forecast density formed from the ensemble in the test set with the highest standard deviation is shown in figure 5.6. Although the shape of the forecast density appears to be unrealistic, in this example, the outcome lies very close to several ensemble members and therefore high density is placed on it resulting in a better ignorance score than in the previous example. Although the forecast density shows relatively high skill, it is not clear whether its proximity to some of the ensemble members is by chance.

The relationship between the dispersion of the ensembles and the skill of the resulting forecast densities is further demonstrated in figure 5.7 in which the standard deviation of each ensemble is plotted against the ignorance of the forecast density formed from it. Whilst ensembles with low standard deviation almost always yield forecast densities more skillful than the climatology, this is much less likely to be the case for forecast densities formed from ensembles with high standard deviation. This is because the spiky shape of the forecasts formed from widely dispersed ensembles makes the ignorance much more sensitive to the precise location of the outcome.

In the following sections, we propose three new kernel dressing methods that account for variation in the dispersion of ensembles with the aim of providing more informative forecast densities.
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Figure 5.5: The forecast density with the worst ignorance score of all those formed from ensembles in the test set of experiment 5.A using simple kernel dressing. The ensemble and the outcome are represented by the black crosses and the green circle respectively. The shape of the forecast density suggests that the kernel width is too small and hence the level of smoothing is insufficient. The ignorance in this case is particularly high because of the relatively large distance between the outcome and the nearest ensemble member to it.
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Figure 5.6: The forecast density formed using simple kernel dressing from the ensemble with the highest standard deviation of all those in the test set in experiment 5.A. The ensemble and the outcome are represented by the black crosses and the green circle respectively. As in figure 5.5, it appears that the kernel width is too small. In this case, however, the outcome happens to lie much closer to the nearest ensemble member and hence the ignorance score is much better.
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Figure 5.7: Scatter plot of the standard deviation of ensembles in the test set against the ignorance of the forecast densities formed using simple kernel dressing in experiment 5.A. Ensembles with high standard deviation are more likely to yield forecast densities that perform worse than climatology.
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In the previous section, we showed that, in simple kernel dressing, when the dispersion of ensembles at a given lead time varies significantly, forecast densities formed from the most dispersed can be unrealistic. Motivated by this observation, we introduce a new approach called \textit{K groups kernel dressing}. With this method, the training set is divided into \( K \) different groups and different kernel dressing parameters are found for each one. A new ensemble is then dressed with the parameters corresponding to the group containing the ensemble in the training set with the most similar standard deviation to its own.

Let \( P(1), \ldots, P(N_{tr}) \) represent ensemble-outcome pairs in the training set listed in ascending order of the standard deviation of the ensemble such that \( P(1) \) and \( P(N_{tr}) \) consist of the ensembles with the smallest and largest standard deviations and their corresponding outcomes respectively. Let \( G_1, \ldots, G_K \) represent \( K \) mutually exclusive subsets, called groups, of the training set, where \( G_1 \) contains \( N_1 \) pairs, \( G_2 \) contains \( N_2 \) pairs and so on. Define the first group to be \( G_1 = \{P(1), \ldots, P(N_1)\} \) such that it contains the \( N_1 \) ensemble-outcome pairs with the smallest ensemble standard deviation. The second group is then defined as \( G_2 = \{P(N_1+1), \ldots, P(N_1+N_2)\} \) and so on up to the \( K_{th} \) group which is defined as \( G_K = \{P(N_{tr} - N_K + 1), \ldots, P(N_{tr})\} \). Simple kernel dressing parameters are then optimised over each group resulting in \( \{\nu_1, \ldots, \nu_K\} \), \( \{\sigma_1, \ldots, \sigma_K\} \) and \( \{\alpha_1, \ldots, \alpha_K\} \) where \( \nu_i \). \( \sigma_i \) and \( \alpha_i \) are the offset, kernel width and blending parameters respectively of the \( i_{th} \) group. A new ensemble is then dressed with the dressing parameters obtained from the group that contains the ensemble with the smallest absolute difference from its own. Although the size of the groups is up to the user, it is adviseable for each one to contain a similar number of pairs.
As an example of how the parameter estimates vary between groups, consider the sets of ensemble-outcome pairs defined in experiment 5.A. Taking a value of $K = 2$ and thus dividing the training set into 2 equally sized groups of 1024 ensemble-outcome pairs each, the mean ignorance scores over $G_1$ and $G_2$ are shown as a function of their kernel widths in the lower left and lower right panels of figure 5.8. Similarly, the mean ignorance over the entire training set as a function of $\sigma$ is shown in the upper panel. Clearly, $\sigma_1$, that is the optimal kernel width over $G_1$, is much smaller than $\sigma_2$, the optimal kernel width over $G_2$, whilst the optimal width over the entire training set lies between the two. In all cases, in finding the kernel width, a balance must be found between the performance of forecasts derived from the most dispersed and the least dispersed ensembles. By dividing the training set into smaller groups and hence reducing the range of ensembles over which the parameters are found, much less of a compromise is required and thus more relevant parameter values can be found.

The upper panel of figure 5.9 demonstrates how the training set is divided into groups for different values of $K$. Each dark blue line represents the standard deviation of an ensemble whilst the longer light blue, green and red lines define the boundaries that determine which set of parameter values should be used to dress a new ensemble for $K = 2$, $K = 4$ and $K = 8$ respectively. For example, if we use choose $K$ to be 2 and the standard deviation of a new ensemble lies to the left of the light blue line, it is dressed using the parameters obtained from $G_1$. The optimal kernel widths for each group are shown in the lower panel aligned with the boundaries in the top panel and colour coded accordingly. Once again, it is clear that the optimal kernel width increases with the dispersion of the ensembles contained in each group.

In order to determine whether $K$ groups kernel dressing performs better than simple
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Figure 5.8: The mean ignorance as a function of the kernel width for the entire training set (top), $G_1$ (bottom left) and $G_2$ (bottom right) in $K$ groups kernel dressing for the case when $K = 2$ for the ensemble-outcome pairs defined in experiment 5.A. In each case, the optimal kernel widths, represented with black vertical lines, are different.
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Figure 5.9: Top: The standard deviation of ensembles in the training set (short dark blue lines) of experiment 5.A along with lines indicating the boundaries that determine which set of parameters should be used to dress a new ensemble for $K = 2$ (light blue), $K = 4$ (green) and $K = 8$ (red) in the $K$ groups method. Bottom: Kernel widths chosen to dress a new ensemble with a given standard deviation for $K = 2$ (light blue), $K = 4$ (green) and $K = 8$ (red).
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<table>
<thead>
<tr>
<th><em>K</em></th>
<th>Mean ignorance</th>
<th>Resampling interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-0.033</td>
<td>(-0.470,-0.023)</td>
</tr>
<tr>
<td>4</td>
<td>-0.045</td>
<td>(-0.062,-0.032)</td>
</tr>
<tr>
<td>8</td>
<td>-0.048</td>
<td>(-0.066,-0.033)</td>
</tr>
<tr>
<td>16</td>
<td>-0.049</td>
<td>(-0.066,-0.034)</td>
</tr>
<tr>
<td>32</td>
<td>-0.036</td>
<td>(-0.055,-0.021)</td>
</tr>
<tr>
<td>64</td>
<td>-0.031</td>
<td>(-0.051,-0.015)</td>
</tr>
<tr>
<td>128</td>
<td>0.007</td>
<td>(-0.017,0.036)</td>
</tr>
<tr>
<td>256</td>
<td>0.150</td>
<td>(0.077,0.342)</td>
</tr>
<tr>
<td>512</td>
<td>0.466</td>
<td>(0.289,0.810)</td>
</tr>
</tbody>
</table>

Table 5.3: Mean ignorance scores relative to simple kernel dressing of forecast densities formed from the test set of experiment 5.A using *K* groups kernel dressing for different values of *K*. Also shown are resampling intervals of the mean relative ignorance. Since, for the first 6 values of *K* considered, zero does not fall into the resampling intervals, *K* groups kernel dressing yields significantly more skillful forecasts than simple kernel dressing for these values of *K*.

Kernel dressing over the ensemble-outcome pairs defined in experiment 5.A, we compare their performance using the ignorance score. Recall that the mean ignorance score of the forecasts formed using simple kernel dressing was $-4.334$. The mean ignorance scores obtained using *K* groups kernel dressing for various values of *K* are shown in table 5.3. The most effective number of groups out of those considered appears to be 16 since, on average, this yields the most skillful forecasts. Note how increasing the number of groups beyond this causes the ignorance to rise. The reason for the drop in skill for larger values of *K* is that as the number of groups increases, the number of ensemble-outcome pairs in each falls, causing the parameter estimates to be less robust. Therefore a trade off must be made between the number of groups and the number of ensemble-outcome pairs contained in each. An optimal value of *K* thus exists which minimises the ignorance score of the forecasts. Whilst it would be computationally intensive to test all values of *K*, it is desirable for its value to be chosen such that it is as close to the optimal number as possible.
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Taking a value of $K = 16$, optimal kernel widths for each group (red circles) are compared with the single width obtained using simple kernel dressing (blue crosses) in the upper panel of figure 5.10. The mean ignorance over each group for each method is shown in the lower panel using the same markers. Here, it is clear how the kernel width obtained using simple kernel dressing overestimates the kernel width for ensembles with low dispersion and underestimates for ensembles with high dispersion. The result is that, within these groups, the mean ignorance of the forecast densities formed using $K$ groups kernel dressing is much better than of those formed using simple kernel dressing. For ensembles with less extreme dispersion, the difference between forecast densities formed using each method is minimal. Therefore the improvement in forecast skill achieved by using $K$ groups rather than simple kernel dressing appears almost entirely to result from ensembles with either very high or very low dispersion.

### 5.3.1 Choosing the value of $K$

As discussed in the previous section, the most effective choice of $K$ in $K$ groups kernel dressing is a trade-off between the number of groups and the number of ensemble-outcome pairs contained in each. In our example, we determined that the optimal number of groups out of those considered was 16 since this provided the most skillful forecasts. In practice, however, we are not usually able to test the parameters out of sample and thus we need to determine the number of groups purely from the training set. We cannot, however, simply choose the value of $K$ that yields the best skill over the training set. This is because, although the ignorance over the training set will usually be a decreasing function of the number of groups, forecast densities formed from ensembles in the test set will not continually improve in the same way. This problem is sometimes known as over training [7] but is similar
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Figure 5.10: Top: Fitted kernel widths for ensembles in the test set of experiment 5.A that fall into each group using $K$ groups kernel dressing with $K = 16$ (red circles) and simple kernel dressing (blue crosses). Bottom: Mean ignorance of forecast densities formed from ensembles that fall into each group using $K$ groups method (red circles) and simple kernel dressing (blue crosses). The increased skill achieved from using $K$ groups rather than simple kernel dressing comes mainly from forecast densities derived from the most dispersed and least dispersed ensembles.
to the more well known problem of over fitting [59] in which too many parameters are fitted to a model for it to generalise out of sample. A common approach to problems like this is to use cross validation techniques which attempt to assess how well the parameters would generalise to an independent set.

One particular approach is leave one out cross validation in which the parameter values are optimised over all but one of the ensemble-outcome pairs in the training set and tested on the remaining one, repeating so that the parameters are tested on each pair exactly once. This is most effective when the number of pairs in each group is large so that the effect of leaving out one pair is only small. For large training sets, however, this approach is likely to be extremely time consuming and likely too computationally intensive to be feasible in many instances.

An alternative approach is $K$-fold cross validation [65]. This is done by separating the set of ensemble-outcome pairs into several subsets, optimising over each separately and testing over the others. For example, in 2 fold cross validation, we would divide each group into 2 sets, optimise the parameters over one and test them on the other and vice versa. This, however, cannot give an accurate indication of the optimal number of groups since the number of ensemble-outcome pairs used to optimise the parameters is halved. This approach, therefore, does not reflect the robustness of parameters optimised over the whole group. This problem is demonstrated in figure 5.11 where the optimal mean ignorance over the training set (blue), the optimal mean ignorance over the test set (red) and the ignorance using 2 fold cross validation (green) are shown as a function of the number of groups $K$. Although the number of groups that minimises the ignorance over the test set is 16, this is not reflected in the cross validated ignorance which suggests an optimal number of 32 groups.
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Figure 5.11: The optimised mean ignorance over the training set (blue), the mean ignorance obtained using 2 fold cross validation (green) and the mean ignorance over the test set (red) as a function of $K$ for the ensemble-outcome pairs defined in experiment 5.A. Here, it is clear how 2 fold cross validation fails to identify the optimal number of groups.
5.4 Fixed Window Kernel Dressing

In $K$ groups kernel dressing, the training set is divided into $K$ distinct subsets and kernel dressing parameters are found for each one. A new ensemble is then dressed using the parameters obtained from the group that contains the ensemble with the closest standard deviation to its own. If the standard deviation of the ensemble to be dressed lies close to a group boundary, however, the parameters used to form the forecast density are less likely to be as relevant as for those ensembles whose standard deviation lies close to the middle of a group range.

We now introduce another new method called fixed window kernel dressing in which, as with $K$ groups kernel dressing, the parameters to dress an ensemble are optimised over a subset of the training set. The ensemble-outcome pairs contained in the subset are chosen such that the median standard deviation is as close to that of the ensemble to be dressed as possible. As with the $K$ groups method, let $P = \{P_1, \ldots, P_{N_{tr}}\}$ represent the ensemble-outcome pairs ordered by ensemble standard deviation from the smallest to the largest. The subset $P_{\text{win}}$ of $P$ over which the parameters are optimised is chosen to be the $\frac{M}{2}$ pairs in $P$ with the closest standard deviation that is strictly larger than the standard deviation of the ensemble to be dressed and the $\frac{M}{2}$ with the closest standard deviation that is strictly smaller. The parameters used to dress an ensemble are thus determined by the position of its standard deviation relative to the ensembles in the training set. If there are not $\frac{M}{2}$ pairs in the training set with strictly larger or strictly smaller standard deviation, extra pairs are taken with the opposite property. For example, if only one ensemble in the training set has larger standard deviation than the ensemble to be dressed, an additional $\frac{M}{2} - 1$ pairs with strictly smaller standard deviation are included in the window instead.
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Once an appropriate subset $P_{\text{win}}$ has been found, simple kernel dressing parameters $\alpha$, $\nu$ and $\sigma$ are found and used to dress the ensemble.

The way in which a window of the training set is chosen is demonstrated in figure 5.12 for an ensemble in our Lorenz 63 PMS example in experiment 5.A using a window size of $M = 32$. Here, the long black line represents the standard deviation of the ensemble to be dressed whilst the shorter lines represent the standard deviation of the ensembles in the training set. Those coloured in red represent the ensemble-outcome pairs over which the parameters are optimised. Those coloured in blue do not fall into the window and thus are not used in the optimisation process.

For a fixed training set of $N_{\text{tr}}$ ensemble-outcome pairs, there are $N_{\text{tr}} + 1$ possible positions that the standard deviation of a new ensemble can fall relative to the...
ensembles in the training set. The kernel widths that would be applied to ensembles falling into each of these positions are shown in figure 5.13 for different values of \( M \). The blue, green and red lines show the fitted kernel width for window sizes of \( M = 16 \), \( M = 128 \) and \( M = 1024 \) respectively. For \( M = 16 \), the kernel width is volatile with respect to the exact position of the ensemble standard deviation. This suggests that the window size is too small thus failing to produce robust kernel widths with which to dress the ensembles. For \( M = 128 \), the kernel width is much less volatile although there is still significant movement in the chosen kernel width as the position changes. A window size of \( M = 1024 \) yields a smoothly increasing kernel width with movement from one position to the next having little effect on the optimised parameters. Of course, if \( M \) were increased to 2048, the parameters would be optimised over the entire set and the approach would reduce down to simple kernel dressing. Thus, as is the case with \( K \) groups kernel dressing, a balance has to be struck between the coverage of the window and the number of ensemble-outcome pairs included within it.

The results of applying fixed window kernel dressing to the ensemble-outcome pairs in experiment 5.A with different values of \( M \) are shown in table 5.4 in which the mean ignorance score over the test set is shown for each along with 95 percent resampling intervals of the mean. As with \( K \) groups kernel dressing, for some window sizes, significant improvement is made over simple kernel dressing. According to the ignorance score, a window size of \( M = 256 \) performs the best out of the tested window sizes. Of course, whilst we only test a small number of window sizes, many other sized windows could be chosen, some of which are likely to perform better than those tested.

Fixed window kernel dressing has a significant advantage over \( K \) groups kernel
Figure 5.13: The kernel width used to dress an ensemble with a given standard deviation for $M = 16$ (blue), $M = 128$ (green) and $M = 1024$ (red) using fixed window kernel dressing with the ensemble outcome pairs defined in experiment 5.A.
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<table>
<thead>
<tr>
<th>M</th>
<th>Relative ignorance</th>
<th>Resampling interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.010</td>
<td>(-0.015,0.041)</td>
</tr>
<tr>
<td>32</td>
<td>-0.022</td>
<td>(-0.046,-0.004)</td>
</tr>
<tr>
<td>64</td>
<td>-0.040</td>
<td>(-0.058,-0.025)</td>
</tr>
<tr>
<td>128</td>
<td>-0.047</td>
<td>(-0.066,-0.032)</td>
</tr>
<tr>
<td>256</td>
<td>-0.049</td>
<td>(-0.066,-0.035)</td>
</tr>
<tr>
<td>512</td>
<td>-0.047</td>
<td>(-0.063,-0.035)</td>
</tr>
<tr>
<td>1024</td>
<td>-0.047</td>
<td>(-0.051,-0.030)</td>
</tr>
<tr>
<td>2048</td>
<td>0</td>
<td>(0,0)</td>
</tr>
</tbody>
</table>

Table 5.4: Mean ignorance scores relative to simple kernel dressing of the forecast densities formed from the test set of experiment 5.A using fixed window kernel dressing for different values of $M$. Also shown are 95 percent resampling intervals of the mean relative ignorance in each case. Since zero does not fall into these intervals, a significant improvement is made over simple kernel dressing for all values of $M$ considered except $M = 16$. The most effective value of $M$ out of those considered appears to be 256.

Fixed window kernel dressing. In the latter, the training set is divided into distinct groups and hence each ensemble-outcome pair can only occur in one. This means that when the ensemble to be dressed lies close to the boundaries of a group in terms of its standard deviation, the optimised parameters are likely to be less relevant than if it lies in the middle. In fixed window kernel dressing, the standard deviation of the ensemble to be dressed usually lies close to the median of the set over which the parameters are optimised and hence the parameters can be expected to be more appropriate.

Like in $K$ groups kernel dressing, choosing the optimal window size is likely to be problematic. If $K$-fold cross validation were used, the parameters would need to be optimised over subsets of each group and would thus fail to give an accurate assessment of the robustness of parameters with each window size. Leave one out cross validation, on the other hand, is computationally intensive.
5.5 Dynamic Kernel Dressing

We have shown that when there is significant variation in the dispersion of ensembles at a given lead time, forecast densities formed using $K$ groups and fixed window kernel dressing can perform significantly better, on average, than those formed using simple kernel dressing. As we have explained, however, both of these methods have significant limitations rendering them impractical in many cases.

We now consider another method which we refer to as dynamic kernel dressing. Under this approach, instead of dividing the training set into subsets, an extra parameter is fitted such that the kernel width is chosen to be a linear function of the ensemble standard deviation. Allowing the kernel width to be a linear function of the ensemble variance was proposed in [22] and thus, although the exact nature of dynamic kernel dressing is new to this thesis, the concept is not.

In dynamic kernel dressing, the kernel width $\sigma_d$ used to dress an ensemble is chosen using the relation

$$\sigma_d = a + bs,$$

where $s$ is the ensemble standard deviation and $a$ and $b$ are parameters to be found. Similarly to simple kernel dressing, the parameters $a$ and $b$, the offset parameter $\nu$ and the blending parameter $\alpha$ are optimised simultaneously with respect to the mean ignorance score over the training set. Positive values of $b$ allow larger kernel widths to be applied to more widely dispersed ensembles whilst, when $b = 0$, this approach reduces down to simple kernel dressing with $\sigma_d = a$. The approach in which the kernel width is chosen to be a function of the standard deviation of a sample is also commonly taken in kernel density estimation. For example, Silverman’s constant [137] is a particular case of this parameterisation with $a = 0, b = 1.06n^{-\frac{1}{5}}$ and
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1.000</td>
</tr>
<tr>
<td>$a$</td>
<td>0.0000</td>
</tr>
<tr>
<td>$b$</td>
<td>0.1995</td>
</tr>
<tr>
<td>Optimal ignorance</td>
<td>-4.383</td>
</tr>
<tr>
<td>over training set</td>
<td></td>
</tr>
<tr>
<td>Mean ignorance</td>
<td>-4.386</td>
</tr>
<tr>
<td>over test set</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: The optimised parameter values, the minimised mean ignorance over the training set and the mean ignorance over the test set obtained from applying dynamic kernel dressing to the ensemble-outcome pairs in experiment 5.A.

$v = 0$. Once again, we demonstrate this approach with the ensemble-outcome pairs in experiment 5.A. The parameter values, the minimised mean ignorance over the training set and the mean ignorance over the test set are shown in table 5.5. Note that, since the model is perfect, we have set the offset parameter $\nu$ to zero.

The large value of the gradient term $b$ implies that the kernel width is heavily dependent on the ensemble standard deviation and thus that the inclusion of this parameter is beneficial. The mean ignorance score achieved using this method is better than that obtained using simple kernel dressing (recall that simple kernel dressing yielded a mean ignorance score of -4.334). In figure 5.5, we showed how simple kernel dressing fails to provide a realistic forecast density from the most highly dispersed ensemble in the test set. The forecast density formed from the same ensemble using dynamic kernel dressing is shown in green in figure 5.14 along with, for comparison, the density obtained using simple kernel dressing which is shown in blue. The former appears to be much more realistic than the latter. This is because the kernel width in dynamic kernel dressing takes account of the large ensemble standard deviation and therefore fits a much larger kernel width allowing more smoothing than simple kernel dressing.

We now consider an example from the opposite extreme in which the ensemble standard deviation is very low compared to the average in the training set. The
Figure 5.14: Forecast densities formed using dynamic (green) and simple (blue) kernel dressing from the ensemble in the test set of experiment 5.A which produces the highest ignorance score when simple kernel dressing is applied (as shown in figure 5.5). The black crosses along the $x$ axis show the positions of the ensemble members and the green circle the position of the outcome. By taking account of the ensemble standard deviation, dynamic kernel dressing is able to apply a larger kernel width and hence yield a more informative forecast density.
forecast densities formed from the ensemble in the test set with the lowest standard deviation using each method are shown in figure 5.15. In this case, the forecast density obtained from simple kernel dressing is wide and covers a large area outside of the range of the ensemble. This suggests that the kernel width is too large and hence that the data are over smoothed. The forecast density obtained from dynamic kernel dressing, on the other hand, takes account of the fact that the standard deviation of the ensemble is small and therefore applies a much smaller kernel width and thus the forecast density retains the shape of the data much better.

Whilst the above two examples appear to show that dynamic kernel dressing yields more consistent forecast densities than simple kernel dressing, we can only draw conclusions about their performance by comparing the forecast skill over many forecast densities. We have already shown that dynamic kernel dressing outperforms simple kernel dressing in this experiment. We now show, however, that the majority of the improvement in skill comes from the ensembles with either very high or very low standard deviation. A scatter plot of the ignorance scores obtained from each method for all of the ensembles in the test set is shown in figure 5.16. Each of the points is coloured according to the ensemble standard deviation with warmer colours denoting the ensembles with the largest standard deviation. Those points that fall above the blue line indicate ensembles in which dynamic kernel dressing yields a better ignorance score than simple kernel dressing whilst the opposite is true for those that fall below it.

The forecasts with the highest ignorance scores in both cases tend to be those derived from the most dispersed ensembles. This is not surprising since the most dispersed ensembles tend to result in wider distributions and so we expect to place less density on the outcomes. For such ensembles, most of the points lie above the blue line and
Figure 5.15: Forecast densities formed using dynamic (green) and simple (blue) kernel dressing from the ensemble in the test set of experiment 5.A with the lowest standard deviation. The black crosses along the \( x \) axis show the positions of the ensemble members and the green circle the position of the outcome. The forecast density formed using simple kernel dressing places a large amount of density outside of the range of the ensemble members suggesting that the kernel width is too large. The kernel width obtained from dynamic kernel dressing, on the other hand, is smaller and hence the resulting forecast density appears to reflect the distribution of the ensemble members better.
Figure 5.16: Scatter plot of the ignorance of forecast densities formed from the test set of experiment 5.A using simple and dynamic kernel dressing. Each point is coloured according to its ensemble standard deviation with warmer colours indicating those with high standard deviation. The blue line indicates the points at which the ignorance of both methods would be equal. It is clear that most of the improvement in skill yielded from dynamic kernel dressing comes from ensembles with relatively low or relatively high standard deviation since these points are much more likely to lie above the blue line.
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hence it is clear that the forecast densities obtained from dynamic kernel dressing tend to perform better than those obtained from simple kernel dressing. In the same way, ensembles with low dispersion tend to result in low ignorance. For these ensembles, again, many of the points lie above the blue line and hence dynamic kernel dressing tends to yield the best forecast densities. Towards the middle of the range, there is little difference between the forecast densities formed using the two approaches. This is because the kernel widths fitted by the two methods are more similar for such cases than for when the ensembles are either very widely or very narrowly dispersed. It appears then that the improvement in the mean ignorance of forecast densities formed using dynamic kernel dressing comes almost entirely from the ensembles with the lowest and the highest standard deviation whilst little difference is made to those in between.

5.5.1 Robustness of dynamic kernel dressing

In all types of kernel dressing, the parameter values are optimised over some training set of ensemble-outcome pairs. As with any form of parameter estimation, however, small training sets can lead to non-robust estimates. We demonstrated the effect of this in section 5.3 in the context of $K$ groups kernel dressing. Here, decreasing the number of ensemble-outcome pairs contained in each group lead to continually improving optimised skill in the training set but eventually lead to a decrease in the skill of the forecasts in the test set.

Dynamic kernel dressing requires the optimisation of an additional parameter over simple kernel dressing. Whenever an additional parameter is required to be optimised, the risk of over fitting [38], in which more parameters are fitted than can be justified given the sample size, is increased. For large training sets, this is un-
likely to be a problem since dynamic kernel dressing only requires the simultaneous optimisation of four parameters. In some applications in practice, however, only a small training set may be available. We have shown that dynamic kernel dressing can be expected to perform at least as well as simple kernel dressing when the training set is large. We now perform an experiment in order to compare the effect of different training set sizes on the performance of each method. Once again, we use the ensemble-outcome pairs formed in experiment 5.A. Since more information is contained in larger ensembles, we may expect a small training set to be less of a hindrance than when the ensemble size is small. We therefore perform the experiment twice, once with a small ensemble size of \( M = 8 \) (in this case, we randomly draw 8 members from each ensemble in experiment 8.A) and again with the larger ensemble size of \( M = 64 \). For each training set size, we randomly draw \( N_{tr} \) ensemble-outcome pairs from the archive of 2048 pairs, optimise the parameter values and apply them to the test set of 2048 pairs. This is repeated 64 times for each training set size to assess the effects of sampling error.

The results for the case in which the ensemble size is 8 are shown in figure 5.17. The solid lines represent the mean over all mean ignorance scores of the forecast densities formed using dynamic (green) and simple (blue) kernel dressing for each training set size. The error bars represent 90 percent bootstrap resampling intervals. The dashed lines show the mean of the optimised mean ignorance scores over the training set for each size. Even when the training set is very small, dynamic kernel dressing provides significantly better forecast densities than simple kernel dressing. This difference is even more significant when the size of the training set is increased. When the training set is small, the optimised ignorance is much lower than the ignorance of the forecast densities in the test set. This is because for small training
sets, parameter values are likely to be found that depend heavily on the nature of the specific ensemble-outcome pairs within them. Larger training sets provide a better representation of the range of ensemble-outcome pairs contained in the test set and thus the ignorance scores are more similar.

The results of the same experiment using an ensemble size of 64 are shown in figure 5.18. This time, for the smallest sized training sets, although the ignorance using dynamic kernel dressing is lower, the bootstrap intervals overlap so there is no significant difference between the methods. For training set sizes of 32 pairs or larger, however, dynamic kernel dressing performs significantly better than simple kernel dressing.

This begs the question of why, for the smallest training set size, dynamic kernel dressing yields a significant improvement over simple kernel dressing when the ensemble is small but not when it is larger. The explanation for this is likely to be that the size of the kernel width has a lower impact on forecast skill when the ensemble is large. This is because the shape of the distribution is affected more strongly by the ensemble members than by the kernel width. Dynamic kernel is thus likely to be most valuable when the ensemble size is small.

5.6 Perfect Forecast Scenario

In probabilistic forecasting, even when the model dynamics are identical to those of the system, unless the initial condition is known precisely, in which case all future states can be predicted with probability one and an ensemble forecast is not required, the ensemble members will not be drawn from the same distribution as the outcome. This is because ensemble formation schemes generally cannot be expected to sample the observational uncertainty at the forecast launch time perfectly. We therefore
Figure 5.17: The mean ignorance of forecast densities formed from 8 member ensembles using simple (blue solid lines) and dynamic (green solid lines) kernel dressing averaged over 64 repeats for each training set size. The error bars represent 90 percent bootstrap resampling intervals. Using the same colour scheme, the dashed lines show the mean optimised mean ignorance for each training set size. For ensembles of this size, dynamic kernel dressing yields a significant improvement in ignorance even when the training set is very small.
Figure 5.18: The mean ignorance of forecast densities formed from 64 member ensembles using simple kernel dressing (blue solid lines) and dynamic kernel dressing (green solid lines) averaged over 64 repeats for each training set size. The error bars represent 90 percent bootstrap intervals. Using the same colour scheme, the dashed lines show the mean optimised ignorance for each training set size. Dynamic kernel dressing yields a significant improvement in forecast skill for training sets consisting of 32 ensemble-outcome pairs and more. For the smallest training set sizes, there is still some improvement but this difference is not significant for this ensemble size.
make a distinction between the scenario in which the underlying system dynamics are known perfectly from that in which the ensemble is drawn from precisely the same distribution as the outcome. In this section, we focus on the latter case, which we refer to as the perfect forecast scenario (PFS). To apply our experiments in the PFS we must know the system density and thus like the PMS, it can only be constructed.

The PFS, although artificial, is useful. Unlike in the PMS and IMS, we can find the ‘optimal’ kernel width that minimises some measure of the difference between the forecast density and the system density. As a result, we can compare the performance of each method in terms of how close it gets to recovering this value. In addition to this, we can compare the resulting forecast densities from each method with the system densities. To contrast the model densities constructed using each kernel dressing method with the system densities, a means of comparison is required. Although many such comparison techniques exist [87, 120, 108], a particularly relevant method is the Kullback-Leibler divergence (KL divergence) [90] due to its relationship with the ignorance score.

5.6.1 Ignorance and Kullback-Leibler Divergence

The Kullback-Leibler Divergence is a measure of the difference between two distributions. For continuous distributions, it is defined by

\[ D_{KL}(p||q) = \int p(x) \log_2 \left( \frac{p(x)}{q(x)} \right) \]  

and can be interpreted as the expected information lost in bits when a true distribution \( p \) is approximated using some distribution \( q \). For our applications in the PFS, the distribution \( p(x) \) is the system density from which both the outcome and
the ensemble are drawn and $q(x)$ is the forecast density constructed using kernel dressing. The relationship between the KL divergence and the ignorance score is outlined below. Applying simple algebra [16] to the formula for the KL divergence yields

$$D_{\text{kl}}(p||q) = \int p(x) \log_2 \left( \frac{p(x)}{q(x)} \right)$$

$$= \int (p(x) \log_2(p(x)) - p(x) \log_2(q(x)))$$

$$= \int p(x) \log_2(p(x)) - \int p(x) \log_2(q(x)),$$

where $\int p(x) \log_2(p(x))$ is the negative of the Shannon entropy [134] of the system density $p(x)$ and $- \int p(x) \log_2(q(x))$ is the expected ignorance using $q(x)$ as a forecast of $p(x)$. The Shannon entropy depends only on $p(x)$ and is thus constant with respect to $q(x)$. Therefore the kernel width that minimises the KL divergence $D_{\text{kl}}(p||q)$ will also minimise the expected ignorance. When $q(x)$ and $p(x)$ are identical, the expected ignorance is equal to the Shannon entropy and thus the KL divergence is 0.

5.6.2 The performance of dynamic and simple kernel dressing in the perfect forecast scenario

In this experiment, we make use of the PFS to compare the performance of simple and dynamic kernel dressing in terms of how close each method gets to recovering both the optimal kernel width $\sigma_{KL}$ and the system density. To create a scenario in which there is a large degree of dispersion in a set of system densities, we make use of the ensembles formed in experiment 5.A. We use them to form the system densities
from which we draw both the ensembles and the outcomes. To do this, as with our climatology, we apply kernel density estimation to each ensemble, finding kernel widths by minimising the mean ignorance using leave one out cross validation. The result is a set of system densities that vary significantly in both shape and dispersion. From each of these densities, we draw both an ensemble and a outcome. In this experiment, both the training set and the test set consist of 2048 ensemble-outcome pairs each drawn from different system densities. We compare the performance of simple and dynamic kernel dressing with a variety of different ensemble sizes using both the ignorance score and the KL divergence between the forecast and system densities.

We present the results of this experiment in two stages. In the first stage, we compare how close each kernel dressing method gets to recovering $\sigma_{KL}$ for the case in which each ensemble consists of 256 members. In the second stage, we compare the performance of each method using a number of different ensemble sizes.

In figure 5.19, for each ensemble, the kernel width fitted using simple (blue crosses) and dynamic kernel dressing (green crosses) and the optimal kernel width $\sigma_{KL}$ (red points) are plotted against the ensemble standard deviation. Here, it is clear that there is strong correlation between the standard deviation of an ensemble and its optimal kernel width. This is not surprising since, as we discussed in section 5.2, more smoothing is required for more dispersed ensembles. Of course, since simple kernel dressing takes no account of the dispersion of an ensemble, the kernel width is constant. The kernel widths obtained from dynamic kernel dressing, on the other hand, much better reflect the relationship between the standard deviation of the ensembles and their optimal kernel widths.

In figure 5.20, the forecast densities formed using simple kernel dressing (blue) and
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Figure 5.19: The kernel width that optimises the KL divergence (red dots), the kernel width fitted using dynamic kernel dressing (green crosses) and the kernel width fitted using simple kernel dressing (blue crosses) for each ensemble against its standard deviation in the perfect forecast scenario. By taking the ensemble standard deviation into account, dynamic kernel dressing gets much closer to recovering the optimal kernel widths.
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dynamic kernel dressing (green) are shown for the ensembles in the test set with the smallest standard deviation (lower panel) and the largest standard deviation (upper panel). For comparison, the system density (black dashed lines) and the forecast density obtained using the optimal kernel widths (red) are shown. In both cases, the forecast density formed using dynamic kernel dressing is similar to that formed using $\sigma_{KL}$ and hence appears to be close to optimality in terms of the KL divergence. Those densities formed using simple kernel dressing, however, do not get close to recovering the system density. This is because, for the most highly dispersed ensemble, the kernel width is far too small, resulting in an undersmoothed forecast density, whilst for the ensemble with the lowest dispersion, the ensemble is over smoothed and hence the resulting forecast density is much wider than the system density.

We now compare the performance of dynamic and simple kernel dressing for a variety of different ensemble sizes. The results are shown in figure 5.21. In the top left panel, the mean ignorance of the forecasts formed using simple (blue) and dynamic (red) kernel dressing are shown along with that obtained using the optimal kernel width (green). In the top right panel, the mean relative ignorance between the forecasts formed using dynamic and simple kernel dressing (green) and between the optimal forecasts and those formed using dynamic kernel dressing (red) are shown. The same two plots are shown in the bottom left and right panels but with the ignorance replaced with the KL divergence. In terms of both the mean ignorance and the mean KL divergence, there is a significant difference between the performance of dynamic and simple kernel dressing. The difference is largest for smaller ensemble sizes providing further evidence to suggest that this is when dynamic kernel dressing is at its most valuable. Notably, there are no significant differences between the
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Figure 5.20: Forecast densities formed from the ensembles in the test set with the largest (upper panel) and smallest (lower panel) standard deviation using simple (blue) and dynamic (green) kernel dressing. Also shown is the forecast density obtained by applying the kernel width that minimises the KL divergence (red). The black dashed line represents the system density from which both the ensemble and outcome are drawn. In both cases, dynamic kernel dressing gets much closer to recovering the system density.
performance of dynamic kernel dressing and the forecasts formed using the optimal kernel widths in terms of mean ignorance although a significant difference is found for all but the largest ensemble sizes when comparing the the mean KL divergence. This suggests that, in this case, there is little difference between the forecasts formed using dynamic kernel dressing and the forecasts formed using the optimal kernel widths. Simple kernel dressing performs poorly, on the other hand, yielding much less skillful forecasts than both dynamic kernel dressing and those formed using the optimal widths.

Here, we can see that dynamic kernel dressing can yield forecasts of the same quality as simple kernel dressing using much smaller ensemble sizes. For example, the forecast densities formed using dynamic kernel dressing with ensembles consisting of 8 members perform better than those formed using simple kernel dressing with both 16 and 32 member ensembles. In large scale weather and climate models, the computational cost of running an extra ensemble member can be extremely high. By changing the kernel dressing method, we could find as much improvement in skill as would be achieved by doubling the ensemble size and retaining simple kernel dressing as our method of building forecast densities.
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Figure 5.21: Top left: the mean ignorance score of forecast densities formed using simple (blue) and dynamic (red) kernel dressing along with that of the forecasts formed using the optimal kernel width (green) as a function of ensemble size. Top right: The mean relative ignorance between forecasts formed using dynamic and simple kernel dressing (green) and of forecasts formed using the optimal kernel widths and dynamic kernel dressing (red). Bottom left: the mean KL divergence of forecast densities formed using simple (blue) and dynamic (red) kernel dressing along with that of the forecasts formed using the optimal kernel width (green) as a function of ensemble size. Top right: The mean difference in KL divergence between forecasts formed using dynamic and simple kernel dressing (green) and of forecasts formed using the optimal kernel widths and dynamic kernel dressing (red).
Chapter 6

Beyond Bayesian Updating of Forecasts

In operational weather forecasting, new ensembles are commonly launched around every 6 or 12 hours with each simulation extending to include lead times a week or more from their launch time [152, 117]. This means that new ensembles are constantly emerging for each given forecast target time. Generally, newly launched ensembles are expected to contain more information than those launched at earlier times and, as a result, to yield more informative forecast densities. In practice, earlier launched ensembles are often disregarded as new ones becomes available. This seems a curious discontinuity in reliance, and would be fundamentally inconsistent with a Bayesian approach were the forecast densities considered to be probabilities.

Assuming that each forecast density is formed using a single ensemble, in which each member is launched at the same point in time, it seems a sensible approach to favour the most recently launched ensemble for this purpose (assuming that all
other factors, such as ensemble size are kept equal). After all, when an event is
closer, there is less time for inaccuracies from initial condition and model error to
take hold and so the ensemble can usually be expected to perform better than any
of those launched previously. It doesn’t necessarily follow, however, that previously
launched ensembles cease to be of any value to a forecaster as soon as a new one
is launched. For example, suppose we wish to make a forecast of the temperature
in exactly 3 days time and so we immediately launch an ensemble. Then, suppose
we launch another ensemble exactly 5 minutes later. It would not make sense to
discard all of the information in the first ensemble in favour of the second simply
because it was launched slightly earlier. Clearly, there are scenarios in which the
launch times of 2 ensembles are so close together that, in practice, their performance
is indistinguishable. Given an arbitrarily small difference between the launch time
of two ensembles, discarding the first ensemble would arguably be throwing away
around half of the information available (assuming the ensembles were of equal size).
An improvement in forecast skill could almost certainly be achieved by combining
the two ensembles into one larger ensemble and using it to construct a forecast
density.

In practice, things are less clear cut since forecasts are rarely launched so close
together in time. If one ensemble is much more informative than the other, a forecast
density formed by combining the ensembles in this way may be less informative than
one constructed using only the most recently launched ensemble. This is because
the importance of the most informative ensemble is reduced to accommodate the
less informative ensemble. The longer the time between ensemble launches, the
less similar the 2 ensembles will be and thus a threshold value must exist above
which this approach is counterproductive. We show that this threshold exists in
We do not suggest the naive approach described above as an efficient way of constructing forecast densities. Nevertheless, we use it to make a very important point: in some circumstances, the most recently launched ensemble can be combined with previously launched ensembles to yield more skillful forecast densities than those constructed solely from the most recently launched. With this encouraging thought, we spend the rest of this chapter in pursuit of more sophisticated techniques aimed at combining forecasts from multiple lead times.

In section 6.2.3, we introduce a more sophisticated approach to the combination of ensembles from multiple lead times called the time-weighted method. The time-weighted method accounts for the different quality of ensembles launched at different times and ensures that the resulting forecast densities are never expected to perform worse, on average, than those formed using only the most recently launched ensemble.

In section 6.3, we take a different approach. Instead of combining the ensembles themselves, we combine forecast densities. We first use a Bayesian updating approach in which the previous forecast density is updated each time a new one becomes available and argue that, whilst Bayesian updating provides an effective approach when a set of forecast densities can be interpreted as probabilities, in practice, the method can fail due to the existence of flaws in the forecasting system, in particular model error.

We then propose a new method called sequential blending which extends the approach of blending described in chapter 2 to the combination of forecast densities formed at different times. This approach is ‘safe’ when there is no useful informa-
6.1 Combining forecasts

The idea of combining forecasts launched at different points in time is not new. A method called lagged forecasting [69, 31, 70], in which a set of point forecasts launched at different times are combined, much like an ensemble forecast, was introduced by Hoffman and Kalnay in 1983 [69]. Since simulations launched earlier in time are expected to have more forecast error, it was proposed in [42] that each simulation should be weighted differently according to forecast performance. More recently, time-lagged ensembles have been used as inputs for multilinear regression to form probabilistic forecasts of weather variables [101] and to model the dispersion of volcano plumes [154].

The idea of combining forecasts from different models, rather than different lead times, has been investigated more thoroughly. In probabilistic forecasting, it is well documented that a weighted average of forecasts obtained from different predictive

<table>
<thead>
<tr>
<th>Method</th>
<th>Origin σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Method</td>
<td>Kernel dressing and blending method introduced in [22]</td>
</tr>
<tr>
<td>Pure Bayes Method</td>
<td>Derived [109] from Bayes Theorem [12].</td>
</tr>
<tr>
<td>Naive method</td>
<td>Introduced in this thesis</td>
</tr>
<tr>
<td>time-weighted method</td>
<td>Introduced in this thesis</td>
</tr>
<tr>
<td>Sequential Blending</td>
<td>Introduced in this thesis</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of the origins of methods used in this chapter.
models can sometimes yield lower mean squared error, than each of the models individually [11]. The idea that weighted averages of multiple models can outperform the individual forecasts has lead to a large body of research investigating ways to choose the weights placed on each model. A common and well known approach to this is Bayesian model averaging [84, 94] in which the weights are placed on each of the models according to the posterior probability that the data were generated from each one given some observed or forecasted information. Another common approach is to weight models by to their performance according to information criteria [155] which score models by favouring those with high likelihood but penalise each additional parameter to attempt to avoid over fitting [6, 133]. Other studies have found using multiple regression to choose the weights can be successful [122, 35] whilst even placing equal weighting [35, 32] on each candidate can yield effective multimodel forecasts.

In addition to the studies aforementioned, the weighting of forecast models is something we have discussed already in section 2.5.8 of this thesis. When we perform kernel dressing, forecast densities derived from ensembles are blended with the climatological distribution and the resulting densities can often be found to outperform both [22]. When blending is performed, the weighting parameters are found by optimising the forecast skill over a training set. Although, so far in this thesis, we have only considered blending a model density with the climatology, it is just as easily extended to the blending of forecast densities obtained from separate models.

In fact, the idea of combining forecasts from different lead times is not dissimilar to that of combining forecasts from different models. In multi-model forecasting, although one of the models will outperform the others when used individually, combining the ‘best’ model with one or more others can yield an improvement in perfor-
6.2 Forecast densities from multiple lead time ensembles

In this section, we introduce the concept of multiple lead time ensembles and suggest ways in which they can be used to build forecast densities. We define a multiple lead time ensemble to be an ensemble that consists of members launched at more than one lead time. Multiple lead time ensembles are formally defined below.

6.2.1 Multiple lead time ensembles

Let \( x_i = x_{i,1}, \ldots, x_{i,n_i} \) denote an ensemble launched at a time \( t_i \) and evolved to a target time \( \tau \) using the model. Similarly let \( x_j = x_{j,1}, \ldots, x_{j,n_j} \) denote another ensemble launched at a time \( t_j > t_i \) also evolved forward to \( \tau \). Let \( h = t_j - t_i \) represent the difference between the launch time of \( x_i \) and \( x_j \). The ensembles \( x_i \) and \( x_j \) can be combined to form a new ensemble \( x_c = x_{c,1}, \ldots, x_{c,n_i+n_j} \). We call \( x_c \) a multiple lead time ensemble.

---

1Although this is often shown using the mean squared error, which is a questionable metric for nonlinear systems, the fact that blending with the climatology can improve the ignorance score suggests that this can be true even when using more suitable measures of performance.
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6.2.2 Naive method of building forecast densities from multiple lead time ensembles

A simple approach to building forecast densities from multiple lead time ensembles is to treat each ensemble member equally and apply simple kernel dressing in precisely the same way as is done with single lead time ensembles. Formally, a forecast density is formed using

\[ p_n(x) = \alpha \left( \frac{1}{n \sigma} \sum_{i=1}^{n} K \left( \frac{x - x_i - \nu}{\sigma} \right) \right) + (1 - \alpha)p_{clim}(x), \]  

where \( x_i \) represents the \( i_{th} \) member of \( x_c \) and \( \alpha, \nu \) and \( \sigma \) are parameters to be found by optimising the mean ignorance score over a training set. We call this approach the naive method and that of applying simple kernel dressing to the most recently launched ensemble as the standard method. We argue that, for sufficiently small differences in the lead times of members of the multiple lead time ensemble, applying the naive approach will almost certainly yield improved skill over the standard method.

To demonstrate the time scales over which our claim is accurate, we make forecasts with a perfect model of the Lorenz ’63 system using the naive method with multiple lead time ensembles consisting of 32 members launched 96 hours ahead and 32 members launched 96 + \( h \) hours ahead. This is repeated for different values of \( h \) so that we can evaluate how the time between launches affects forecast skill. For comparison, we also form forecasts using the standard method in which simple kernel dressing is applied only to those ensemble members launched 96 hours ahead. Since the forecasts are formed using a perfect model, the offset parameter \( \nu \) is set to zero. The rest of the parameters are optimised over a training set consisting of
2048 ensemble-outcome pairs and the performance is measured over a test set of 8192 pairs. Details of the experiment, which we label experiment 6.A, are listed in table B.5.

In figure 6.1, the mean ignorance score of forecast densities formed using the naive method, expressed relative to that of the standard method, are represented with green stars for each value of $h$. The error bars represent 95 percent resampling intervals of the mean relative ignorance. The mean relative ignorance achieved by setting $h = 0$ (i.e. doubling the ensemble size at the shortest lead time) is represented with the dotted line.

For those values of $h$ less than or equal to 54 hours, forecast densities formed using the naive method perform significantly better, on average, than those formed using the standard method. For values of $h$ greater than 78 hours and more, however, the naive method performs significantly worse and is thus counterproductive. We have thus demonstrated that some threshold value of $h$ exists above which the naive approach ceases to be effective. When $h$ exceeds this threshold, one of two things must be true. Either no extra forecast skill can be gained from using members from the earlier launched ensemble or the methodology does not use the information efficiently enough to improve forecast skill.

The naive method, of course, is somewhat simplistic. All members from the multiple lead time ensemble are treated equally regardless of launch time and thus no adjustment is made to account for any differences in performance. Since, in simple kernel dressing, each ensemble member is weighted equally, increasing the size of the ensemble reduces the overall impact of each individual member. This means that moving from the standard method, in which kernel dressing is applied to single lead time ensembles, to the naive method, in which forecast densities are formed from
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Figure 6.1: The mean ignorance score, expressed relative to that of the standard method, of 8192 forecast densities formed using the naive method (green stars) on multiple lead time ensembles where 32 ensemble members were launched at a lead time of 96 hours and another 32 at $96 + h$ hours for different values of $h$. The error bars represent 95 percent resampling intervals of the mean relative ignorance. The dotted line represents the mean relative ignorance achieved by setting $h = 0$ (i.e. doubling the ensemble size 96 hours ahead.) Since zero does not lie within the resampling intervals, when $h$ takes a value of 54 hours or less, there is significant evidence that the naive method of combining forecast densities yields improved skill over the standard method. For larger values of $h$, there is no significant evidence of an improvement in skill whilst, for values of $h$ of 78 hours and longer, there is significant evidence that the forecast densities perform worse on average than the standard method.
larger multiple lead time ensembles, has the effect of reducing the weighting on the most recently launched ensemble members so that equal weighting is placed on earlier launched members which may be significantly less informative. This seems like a suboptimal way of using multiple lead time ensembles and for this reason, we do not advocate the use of the naive method. The results presented above, however, do illustrate an important point: the most recently launched forecast information can sometimes be combined with previously launched forecast information to yield improved forecast skill.

In section 6.2.3, we propose a more sophisticated method of forming forecast densities from multiple lead time ensembles in which the relative performance of ensemble members launched at each lead time is taken into consideration.

6.2.3 A time-weighted approach to building forecast densities from multiple lead time ensembles

In the naive method outlined above, we argued and demonstrated that, whilst for small enough values of $h$, more skillful forecast densities than those obtained from the standard method can usually be found, the opposite is true when $h$ exceeds some threshold value. This is because the naive method treats each ensemble member equally regardless of its launch time. This means that no account is taken of the fact that those launched nearest to the forecasted event can usually be expected to be the most informative. The performance of the naive method is therefore a trade off between the added benefit of increasing the number of ensemble members and the effect of lowering the weighting on the better performing members so that less well performing members can be included. Whilst the former dominates for small values of $h$, the latter dominates when $h$ is large.
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We now introduce a new approach, which we call the time-weighted method, that takes a more considered approach to the construction of forecast densities from multiple lead time ensembles. Forecast densities formed using the time-weighted method take the form

\[ p_w(x) = \alpha \left( \sum_{i=1}^{K} w_i p(x|\mathbf{x}_i, v_i, \sigma_i) \right) + (1 - \alpha) p_{\text{clim}}(x) \]  

(6.2)

where \( \mathbf{x}_i = x_{i,1}, ..., x_{i,n_i} \) is a vector of ensemble members launched at the \( i_{th} \) lead time, \( p(x|\mathbf{x}_i, \sigma_i) = \frac{1}{n\sigma_i} \sum_{j=1}^{n_i} K \left( \frac{x-x_{i,j}-v_i}{\sigma_i} \right) \) and \( \sum_{i=1}^{K} w_i = 1 \). Like earlier in the thesis, we use a Gaussian kernel \( K(u) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}u^2} \). The parameters \( \alpha, \{w_1, ..., w_K\}, \{v_1, ..., v_K\} \) and \( \{\sigma_1, ..., \sigma_K\} \) are found simultaneously by minimising the empirical skill over the training set (which must be sufficiently large). Given the likely existence of multiple minima, care should be taken in the choice of minimisation algorithm. For the results shown in this thesis, we have used simulated annealing due to its efficiency in finding global minima.

The time-weighted method allows different weightings and kernel widths to be placed on ensemble members launched at different times. This, if required, allows more weighting to be placed on the most recently launched ensemble members whilst potentially still making use of the entire multiple lead time ensemble. Moreover, if ensemble members from one or more launch times have no value to add to the forecast, we expect a weighting close to zero to be placed upon them. If the only lead time of value to the forecast is the most recent, the optimal weighting on this lead time is \( w_K = 1 \) and the method reduces down to the standard method. Therefore, forecast densities formed using the time-weighted method are expected to perform at least as well, on average, as those formed using the standard method as long as
the parameter estimates are robust\textsuperscript{2}. It should be noted, however, that this does not imply that individual forecast densities formed using this method will always perform better.

We apply the time-weighted method to the ensembles formed in experiment 6.A defined in section 6.2.2. As with the naive method, since the model is perfect, we set the offset parameters \( \{v_1, \ldots, v_K\} \) to zero. The results are shown in figure 6.2. Here, the red stars represent the mean ignorance relative to the standard method of forecast densities formed using the time-weighted method whilst, as in figure 6.1, the green stars represent the mean ignorance achieved using the naive method. Again, in each case the error bars represent 95 percent resampling intervals of the mean and the dotted line represents the case where \( h = 0 \) and thus where the ensemble size at the shortest lead time is doubled.

In this example, the time-weighted method performs better than the naive method and at least as well as the standard method for all values of \( h \). This is easily explained by considering how the forecasts are formed. For larger values of \( h \), the earlier launched ensemble may be of some value but not enough for it to be given equal weighting. Training the parameters allows us to estimate the most effective weights in terms of maximising forecast skill.

6.3 A Bayesian approach to the combination of forecast densities

In weather forecasting, forecasting centres launch new ensembles at regular intervals of typically 6 or 12 hours [152, 117]. This means that for any given target time, a

\textsuperscript{2}Cross-validation techniques can be used to determine whether this is the case
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Figure 6.2: The same as figure 6.1 with the results of using the time-weighted method added (red stars). Applying this approach results in skillful forecast densities from larger values of \( h \). Unlike those formed using the naive method, forecast densities formed using the time-weighted method are never expected to perform worse than those formed using the standard method.
steady stream of new forecast information is available. If forecast densities can be treated as probabilities, a Bayesian approach, in which the forecasts are updated each time a new ensemble becomes available, is expected, on average, to make optimal use of the information [162] in terms of maximising the likelihood (and thus minimising the ignorance). We show that, whilst this approach can be effective in the perfect model scenario, when the model is imperfect, the resulting posterior densities can perform worse, on average, than the original forecast densities used in the updating procedure. This calls into question the use of a Bayesian approach in this setting and therefore the rationale of treating forecast densities formed from imperfect models as probabilities. To help describe the Bayesian approach, we first define Bayes theorem and give some background on the concepts of Bayesian inference.

6.3.1 Bayes’ Theorem

In probability theory, Bayes’ theorem is an important result concerning the probability of a hypothesis given some knowledge of another related event. Let the events $A_1, ..., A_k$ form a partition of the sample space $S$. The probability of the event $A_i$ given another observed event $B$ is given by the formula

$$p(A_i|B) = \frac{p(B|A_i)p(A_i)}{p(B)}, \quad (6.3)$$

where $p(B|A_i)$ is the probability of $B$ given $A_i$ and $p(A_i)$ and $p(B)$ are the unconditional probabilities of $A_i$ and $B$ respectively. The probability $p(B)$ is found using the law of total probability such that $p(B) = \sum_{i=1}^k p(B|A_i)p(A_i)$. Bayes’ theorem was first suggested by the Reverend Thomas Bayes in his essay of 1763 [12] whilst the modern formulation described above was first described by Pierre-Simon
Laplace in 1812 [92]. In the 20th century, the wide variety of potential applications of Bayes theorem were realised and the foundations of Bayesian inference developed [76]. Today, a large proportion of statistics research is Bayesian in nature.

6.3.2 Bayesian Inference

Bayes theorem naturally leads to Bayesian Inference [160] in which a set of prior probabilities are updated with some new information $X$. This approach is commonly taken when data sets are modelled using parametric distributions. Unlike in the older frequentist approach, in which estimates of parameters are given single values, the parameters in Bayesian inference are represented with probability distributions. The parameters $\theta$ are assigned a distribution reflecting some prior belief which is then updated when new data become available using the relation

$$p(\theta|X, \alpha_h) = \frac{p(X|\theta, \alpha_h)p(\theta)}{p(X, \alpha_h)}, \quad (6.4)$$

where $X$ is a vector of data points, $p(\theta)$ is the distribution of the parameters before any data have been observed which is usually termed the prior and $p(X|\theta)$ is the probability of the data conditional on the parameters, often termed the likelihood. The marginal likelihood $p(X)$ is the distribution of $X$ marginalised over the parameters, that is $p(X, \alpha_h) = \int p(X|\theta, \alpha_h)p(\theta)$. $\alpha_h$ is known as a hyperparameter and represents the parameters of the prior distribution.

6.3.3 Bayesian Updating with Probability Density Functions

Bayesian updating provides a principled approach to updating a prior PDF with some relevant new information. Commonly, the new information takes the form of
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one or more data points. Bayesian updating can, however, be performed in cases in which the new information takes the form of a probability density function. Define a variable of interest $x$, a prior PDF $p_{pr}(x)$ and a probability density function $f_{\text{new}}(x)$, independent of $p_{pr}(x)$, with which to update the prior. Applying Bayes Theorem directly yields the relation

$$p(x|f_{\text{new}}) = kp(f_{\text{new}}|x)p_{pr}(x),$$

(6.5)

where $p(x|f_{\text{new}}(x))$ is the posterior PDF, $p(f_{\text{new}}(x)|x)$ is the likelihood function and $k$ is a normalising constant. In practice, $p(f_{\text{new}}(x)|x)$ is difficult to find. It is shown by Peter A. Morris [109], in the context of combining expert judgements, however, that, given two important assumptions, which we will define shortly, the following simplification

$$p(x|f_{\text{new}}(x)) = cf_c(x)p(x)$$

(6.6)

can be made where $f_c(x) = C(x)f_{\text{new}}(x)$. The function $C(x)$ is called the calibration function which, based on a calibration set of past PDFs $f_1(x), \ldots, f_{N_c}(x)$ and corresponding outcomes $y_1, \ldots, y_{N_c}$ comparable\(^3\) to $f_{\text{new}}(x)$, is used to calibrate the PDF $f_{\text{new}}(x)$. To define the calibration function, we first need to define the performance function. Define the forecast indicator of the $i_{\text{th}}$ forecast to be

$$\phi_i = F_i(y_i),$$

(6.7)

where $F_i(x) = \int_{-\infty}^{x} f_i(t)dt$ is the CDF of the forecast density evaluated at $x$. The performance function $\Phi$ is defined as the frequency distribution of $\phi = \phi_1, \ldots, \phi_{N_c}$ where $N_c$ is the number of past forecasts from which the performance function is

\(^3\)In the context of forecasting, comparable would mean the same forecasting system and lead time.
estimated. The calibration function is then

$$C(x) = \Phi(F_{\text{new}}(x)).$$  \hfill (6.8)

If the forecasts and outcomes in the calibration set are perfect probabilistic forecasts of the outcomes, the set $\phi$ is randomly drawn from a uniform distribution $U(0, 1)$. The two assumptions [109] of this approach are listed below:

1. No information can be gained about the probability of an outcome falling in the tail of $f_{\text{new}}(x)$ by knowing the outcome itself.

2. The dispersion of $f_{\text{new}}(x)$ alone does not provide any information regarding the value of the outcome $x_0$.

We draw upon this approach to Bayesian updating in the next section.

### 6.3.4 Pure Bayes method

We now formally describe a Bayesian approach to the combination of sequentially launched forecast densities of the same target time. We call this approach the *Pure Bayes method*. Let $p_1(x), \ldots, p_K(x)$ be a sequence of independent forecast densities of the same target time but launched at decreasing lead times such that $p_1(x)$ is formed from the ensemble launched first and $p_K(x)$ the ensemble launched last. Define $p_i^c = C_i(x).p_i(x)$ to be the $i_{th}$ calibrated forecast density where $C(x)$ is the calibration function, that is the frequency distribution $\phi$ of forecast indicators over the forecast-outcome pairs in the training set corresponding to the same lead time. Since $C(x)$ is a frequency distribution, it must be estimated using some approach to
density estimation. In this thesis, \( C(x) \) is estimated using kernel density estimation bounded over the range \((0, 1)\).

Before the first forecast density is formed, no model based information is available and hence the unconditional climatology \( p_{\text{clim}}(x) \) can be considered to be the best available information. In the Pure Bayes method, the climatology is thus used as the prior distribution. As the first forecast density \( p_1(x) \) becomes available, it is used to update the climatology to form \( p_1^{\text{bayes}}(x) \) using the relation

\[
p_1^{\text{bayes}}(x) = \frac{p_1(x) p_{\text{clim}}(x)}{\int_{-\infty}^{\infty} p_1(x) p_{\text{clim}}(y) dy}
\]  

(6.9)

As further new forecasts become available, they are used to update the posterior density from the previous lead time. Hence for \( i > 1 \), the \( i \)th posterior distribution is formed using the formula

\[
p_i^{\text{bayes}}(x) = \frac{p_i(x) p_{i-1}^{\text{bayes}}(x)}{\int_{-\infty}^{\infty} p_i(x) p_{i-1}^{\text{bayes}}(y) dy}
\]  

(6.10)

The result is thus a sequence of Bayesian updated forecast densities dependent on all previous forecast information.

We now define a set of experiments in which we test the performance of this approach in both the perfect and imperfect model scenarios.

### 6.3.5 Experimental design

The experiments below are conducted in the following way: \( m \) member ensembles of a system variable at a fixed time in the future are made at each of \( K \) different lead times. As the first ensemble becomes available, it is used to form a forecast density which is then calibrated over the forecast-outcome archive to form \( p_1(x) \).
The first Bayesian updated forecast \( p_{i}^{\text{bayes}}(x) \) is then formed using equation 6.9. Each subsequent new ensemble is then used to form a new forecast density which is then used to update the posterior from the previous step using equation 6.10. To test the effect of applying the Pure Bayes method with different numbers of lead times, we apply the approach \( K \) times, starting the updating process at a different starting point each time. We use the ignorance score to compare the performance of the forecast densities formed using the Pure Bayes method with that of the original forecast densities.

### 6.3.6 Imperfect Model Scenario

First, we test the Pure Bayes method in the IMS using the structurally imperfect model of the Lorenz '63 system defined in section A.2.1 with imperfection parameter \( c = 16 \). At each of 10 different lead times, forecast densities of the \( x \) variable are formed from 64 member inverse noise ensembles using dynamic kernel dressing. The first forecast is launched 8 days ahead of the forecasted event. New forecasts are then launched every day until the target time is one day away after which additional forecasts are launched at 12 and 6 hours ahead. Both the training set and the test set consist of 1024 ensemble-outcome pairs. Details of the experiment, which we label experiment 6.B, are shown in table B.6.

The results of applying the Pure Bayes method are shown in figure 6.3. The mean ignorance scores of the original forecasts, formed using dynamic kernel dressing and blending with climatology, are represented with the black stars for each lead time. The mean ignorance scores of forecast densities formed using the Pure Bayes method are represented with blue lines where the beginning of the line indicates the lead time at which Bayesian updating was first applied. The colour of the points on the
lines indicate whether the mean ignorance of the Pure Bayes method is significantly (at the 5 percent level) worse than (red), better than (green) or not significantly different (yellow) from the mean ignorance of the original forecasts. From these results, it is evident that, in general, in this scenario, the forecast densities formed using the Pure Bayes method perform significantly worse than the original forecast densities. Generally, the earlier the first updating step, the worse the performance of the subsequent forecasts. The exception, however, is at the first updating step, at which the climatology is used as the prior, which tends to yield significantly improved forecast densities. Therefore, it appears that, although in this scenario, the Pure Bayes method tends to be counterproductive, there may be some benefit in issuing posterior forecast densities using the climatology as the prior.

This leads to the question of why the Pure Bayes method does not, on average, yield improved forecast densities. Bayes theorem is a fundamental relationship between a set of probabilities. If the original forecast densities represent probabilities of the system or can be calibrated as such, the Pure Bayes method is expected to make optimal use of the information in terms of maximising the likelihood. The fact that the Pure Bayes method performs worse, on average, than the standard method suggests that the original forecast densities, whilst informative, can not be considered to represent probabilities of the system. We can speculate as to why this may be (though a definitive answer is beyond the scope of this thesis). Since, in the imperfect model scenario, the model dynamics do not perfectly represent the system dynamics, it is unlikely that a forecast density formed in this fashion will provide a good enough representation of the uncertainties in the system for the Pure Bayes method to be effective. It is also unlikely that calibrating the forecast densities will be sufficient to allow them to be considered probabilities of the system. In fact, any
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Figure 6.3: The results of applying the Pure Bayes method in the Lorenz ’63 imperfect model scenario of experiment 6.B. The black stars show the mean ignorance of the original forecasts whilst the blue lines show the mean ignorance using the Pure Bayes method where the starting point of each line indicates where the updating process was first applied. The colour of the points on the blue lines indicate whether the Pure Bayes method performs significantly worse than (red), better than (green) or not significantly different to (yellow) the original forecasts. Although there appears to be some benefit in using the climatology as a prior, in general, the Pure Bayes method appears to be counterproductive in this scenario.
forecasting system will contain uncertainties regardless of how well the model and system dynamics coincide and thus the assumption of optimality is lost.

### 6.3.7 Perfect Model Scenario

We now attempt to ‘fix’ the model such that the forecast densities are more representative of the true uncertainty in the future development of the system. To do this, we replace our imperfect model with a perfect model. If the ensemble members are exchangeable with the outcome, that is drawn from the same distribution, finding a forecast density is simply a case of trying to recover this distribution. In fact, even in the PMS, due to other uncertainties in the forecasting system such as an imperfect ensemble formation scheme, the ensemble and the outcome can not generally be considered to be exchangeable. Nonetheless, in the PMS, estimating the distribution of the ensemble is likely to prove effective in forming forecast densities of the outcome. We therefore form forecast densities using kernel density estimation, selecting the kernel width for each ensemble using leave one out cross validation (rather than dynamic kernel dressing and blending as in the IMS).

The results of the experiment in the PMS are shown in figure 6.4. Here, the Pure Bayes method performs much better than in the IMS in improving the forecasts. In most cases, the Pure Bayes method yields significant improvements to the skill of the forecasts. The clearest improvements appear to be at shorter lead times. By the time the forecasted event is 2 days away, the mean ignorance of the forecast densities formed using the Pure Bayes method is better than that of the original forecasts regardless of when the first updating step was performed. At longer lead times, the improvement is less marked and in some cases there is no significant improvement. Contrary to the IMS, using the climatology as a prior appears, on average, to be
counterproductive yielding forecasts with significantly lower skill.

In contrast to the imperfect model scenario, in the perfect model scenario, we find that the Pure Bayes method is effective, yielding posterior forecast densities that outperform the original forecast densities. In this case, the forecast densities appear to be close enough to representing probabilities of the system such that the Pure Bayes method is effective.

In conclusion, it is clear that the Pure Bayes method can not automatically be considered to be an effective method of combining forecast densities. The implication of this is that forecast densities can not always be considered to represent probabilities of the system. In the IMS, we demonstrated that, in reality, the Pure Bayes method can be counterproductive yielding forecast densities that perform worse than the original densities. Since the assumption of optimality fails, the only way to determine the effectiveness of the Pure Bayes method for a particular forecasting system is to test its performance over past forecast-outcome pairs.

6.4 Sequential blending

In section 6.2.1, we defined multiple lead time ensembles and introduced two approaches to using them to construct forecast densities, the naive and time-weighted methods. We showed that the naive method, though simple and computationally cheap, is only of limited use in practice due to the fact that no account is taken of the relative performance of ensemble members launched at different lead times. We then defined the time-weighted method in which different weightings and kernel widths are placed on ensemble members launched at different times. We showed that this approach can be much more effective than the naive method because it can place smaller weights on less informative ensemble members. Although, in theory,
Figure 6.4: The results of applying the Pure Bayes method in the Lorenz ’63 perfect model scenario of experiment 6.B. The black stars show the mean ignorance of the original forecasts whilst the blue lines show the mean ignorance using the Pure Bayes method where the starting point of each line indicates where the updating process was first applied. The colour of the points on the blue lines indicate whether the Pure Bayes method performs significantly worse than (red), better than (green) or not significantly different to (yellow) the original forecasts. In this scenario, in many cases, the Pure Bayes method yields significantly improved forecasts whilst using the climatology as a prior, on the other hand, appears to be counterproductive.
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This approach can be applied to multiple lead time ensembles consisting of ensemble members from any number of lead times, in practice, the number that can be included is likely to be limited due to the large number of parameters that are required to be optimised simultaneously. For a multiple lead time ensemble consisting of \( K \) different lead times, the optimisation of \( 3K + 1 \) parameters is required. This means that including ensemble members from an extra lead time requires the estimation of 3 extra parameters. As a result, the size of the training set required to find robust parameter estimates is likely to grow quickly with the number of lead times considered. Moreover, there is a significant risk of converging to local minima and, although sophisticated optimisation algorithms exist that increase the chance of convergence to the global minimum, this can never be guaranteed. In practice, it is likely that the multiple lead time ensemble can only consist of ensemble members from a relatively small number of different lead times. This constraint means that, although there may be ensemble members that could, in theory, increase forecast skill, they may need to be excluded.

In section 6.3, we defined a Bayesian approach to combining forecast densities from multiple lead times. The sequential nature of this approach means that it has the desirable property that posterior densities can be a combination of forecast information from any number of lead times. Whilst this method can be shown to improve forecast skill in the PMS, in the more realistic IMS, the method is likely to fail yielding posterior forecast densities far worse than the original forecasts used to form them. This means that, unless the forecast model gets very close to reproducing the system dynamics, this approach is unlikely to be of practical use in the real world.

We now define a different approach to the combination of forecast densities launched at different lead times called *sequential blending*. Like the Pure Bayes method,
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This method can combine forecast information from any number of lead times. We show, however, that sequential blending can be effective even in the IMS when the Pure Bayes method fails. Moreover, sequential blending requires the simultaneous optimisation of significantly fewer parameters than the time-weighted method.

In sequential blending, the blending approach described in chapter 2, in which forecasts are formed using a weighted average of a model based forecast and the climatology, is extended to the combination of forecasts formed at different lead times. Under this approach, forecasts are continually updated by blending the current forecast with new forecasts as they become available. As before, denote the forecast obtained from the $i_{th}$ available ensemble for a particular target time by $p_i(x)$. When the first ensemble is launched, no previous forecast information exists and so the first sequentially blended forecast is given by

$$p_1^s(x) = p_1(x)$$  \hspace{1cm} (6.11)

Subsequent sequentially blended forecasts are then found using the iterative relationship

$$p_i^s(x) = r_ip_i(x) + (1 - r_i)p_{i-1}^s(x),$$  \hspace{1cm} (6.12)

where each of the weights $0 < r_i < 1$ are found sequentially by minimising the empirical skill over the training set. Unlike the Pure Bayes method, as long as robust parameter estimates are found, this method is not expected to perform worse, on average, than the original forecast densities because a low weighting can be placed on densities from lead times that add little or no value to the overall forecast skill.

The results of applying sequential blending to the Lorenz ‘63 perfect model scenario in experiment 6.B are shown in figure 6.5. Here, the blue line represents the mean
Figure 6.5: Mean ignorance scores of sequential blending expressed relative to that of the standard method with 95 percent bootstrap resampling intervals of the mean in the Lorenz ’63 PMS. Since sequential blending yields a lower mean ignorance score and the resampling intervals do not contain zero, there is significant evidence that this approach performs better than the standard method in 8 out of 9 lead times considered.
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<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_i$</td>
<td>0.783</td>
<td>0.775</td>
<td>0.936</td>
<td>0.815</td>
<td>0.696</td>
<td>0.865</td>
<td>1.000</td>
<td>1.000</td>
<td>0.844</td>
</tr>
</tbody>
</table>

Table 6.2: Weighting parameters of sequential blending for the Lorenz ’63 PMS in experiment 6.B.

ignorance of sequential blending expressed relative to that of the standard method as a function of lead time. The error bars represent 95 percent resampling intervals of the mean. At 8 of the 9 lead times considered, the sequentially blended forecasts perform significantly better than the original forecasts. This demonstrates that sequential blending can successfully improve forecast skill. The weighting parameters are shown in table 6.2.

Whilst this approach is successful in improving the skill of the forecast densities in the PMS, we do not necessarily expect it to outperform the Pure Bayes method. This is because, when the forecast densities can be considered to be probabilities, the Pure Bayes method makes optimal use of the information. Although our model densities almost certainly can not be considered to be probabilities even when the model is perfect, the model densities will often be good enough for this approach to be effective. In the IMS, we showed that the Pure Bayes method can perform very poorly. We now show that the sequential blending method can still yield improved forecast skill in this scenario. The results of the experiment using the same imperfect model as in section 6.3 are shown in figure 6.6.

Here, there is significant improvement in forecast skill at all but the shortest lead times considered. This demonstrates that, unlike the Pure Bayes method, sequential blending can still yield improved skill even when the model is imperfect.
Figure 6.6: Mean ignorance scores of sequential blending expressed relative to that of the standard method with 95 percent bootstrap resampling intervals of the mean in the Lorenz '63 IMS. Since sequential blending yields a lower mean ignorance score and the resampling intervals do not contain zero, there is significant evidence that this approach performs better than the standard method in 7 out of 9 lead times considered.
Chapter 7

Evaluating Data Assimilation with Shadowing Ratios

In this chapter, we discuss the comparison of data assimilation techniques and, in section 7.1, argue that shadowing, specifically the comparison of mean shadowing lengths, provides a useful approach to this kind of comparison. Shadowing ratios, introduced in section 4.1, offer an alternative view of the nature of any difference in the mean shadowing length. We use both approaches in three experiments aiming to make comparisons of data assimilation techniques. In section 7.3, we show that, for a perfect model of the Duffing Map, replacing the Jacobian matrix in PDA with some approximation makes little difference to the performance of the algorithm. In section 7.4, we demonstrate how PDA can fail to find shadowing pseudo-orbits when the climatological standard deviation of each of the variables varies significantly. We demonstrate, using the simple correction suggested in [81], that the resulting forecast trajectories perform much better when this correction is applied. Finally, in section 7.5, we compare the performance of PDA and 4DVAR in an increasingly
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nonlinear environment and show that the performance of 4DVAR is much more negatively affected by nonlinearities than PDA.

The new contributions of this chapter are:

1. Comparison of the performance of pseudo-orbit data assimilation (PDA) with and without exact gradient information using shadowing lengths and shadowing ratios.

2. Comparison of the performance of the PDA algorithm with and without using the rescaling approach to PDA suggested in [81] using shadowing lengths and shadowing ratios.

3. Comparison of PDA and 4DVAR in a varyingly nonlinear environment.

7.1 Using Shadowing to Compare Data Assimilation Techniques

In chapter 4, we discussed shadowing and introduced a new method called shadowing ratios as approaches to the comparison of forecasting systems. One particular aspect of the forecasting system that shadowing ratios can be used to assess is the data assimilation scheme. In this section, we perform a number of experiments making comparisons of this type.

Data assimilation has been shown to be invaluable in improving the performance of both deterministic and probabilistic forecasts of nonlinear systems with many different schemes having been proposed over the years [147, 47, 82, 60]. Consequently, there is much discussion surrounding which types of data assimilation schemes give
the best results in each circumstance. Whilst many studies have been performed with the aim of identifying the most effective methods, little research has been undertaken into the best way of comparing such methods.

Generally, there is not much variation in the approach taken to comparing data assimilation schemes. For real life systems, in which the observations provide the only information about the underlying system, comparisons are often made between the point forecasts initialised using the assimilated values and future observed values. This is commonly done by measuring the mean squared error (MSE) between the forecasts and the outcomes at one or more lead times [25, 145, 161]. Another common approach is to compare the distance or the MSE between the analysis and the observations [37] over the assimilation window. Alternatively, techniques are sometimes evaluated by finding the MSE between the analysis and the system states [93, 48]. This, of course, can only be done when the system values are known and hence is only possible for artificial data. These approaches, however, have the potential to be misleading because, as we discussed in chapter 4, MSE can favour imperfect models over perfect models. Shadowing does not have this problem since, all else being equal, a trajectory formed using a perfect model is always expected to shadow longer, on average, than one formed using an imperfect model. Comparing shadowing lengths is thus a simple and intuitive method of comparing data assimilation techniques. Shadowing ratios can be used alongside shadowing lengths to give further information regarding any difference in performance between two different techniques.
7.2 Experimental Design

We now describe the design of the experiments in this chapter. To gain robust results, each assimilation technique is applied to sets of observations deriving from $N$ randomly chosen positions on the system attractor. For each one, a set of observations forming both the assimilation window and the future states are created by adding uncorrelated white noise at a fixed sampling rate. Each assimilation technique is then applied to the observations over the assimilation window and the resulting analyses are used to initialise the model. The shadowing length of each model trajectory is then recorded and shadowing ratios calculated for each technique.

7.3 PDA with estimated gradient information

PDA uses gradient information in the form of the Jacobian matrix to obtain a shadowing pseudo-orbit that approaches a model trajectory with each iteration. For simple low dimensional models, the gradient information is usually easily obtained directly from the model equations. However, for more complex models such as those found in meteorology and climatology this is usually not possible.

It is shown in [82] that the exact Jacobian matrix is not necessarily required to find a shadowing pseudo-orbit in PDA. This is because, whilst the exact gradient information allows us to minimise the cost function $L(x)$ using the path of steepest descent, many other paths exist that also provide a route to a shadowing pseudo-orbit. In fact, in some cases, even the identity matrix can be sufficient in achieving this [82]. Although we don’t necessarily need the exact gradient information, we might expect that making such an approximation would come at some cost to the quality of the
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resulting analysis. In this experiment, we investigate the effect of replacing the exact Jacobian matrix with some approximation. We use the approaches of shadowing and shadowing ratios to compare the performance in each case.

To approximate the Jacobian matrix, we use a simple forward differencing technique. From the first principles of calculus, a derivative \( f'(x) \) of a function \( f(x) \) is defined by the limit

\[
f'(x) = \lim_{\epsilon \to 0} \frac{f(x + \epsilon) - f(x)}{\epsilon}.
\]  

(7.1)

Often this limit cannot be found analytically and so, instead, an approximation can be made by simply using a small finite value of \( \epsilon \). This approach can be extended to partial derivatives and thus can be used to approximate the Jacobian matrix.

To compare the performance of PDA using the exact Jacobian and an approximate one, we perform an experiment in which PDA is applied with a perfect model of the Duffing map defined in appendix A.1.3. The experiment is applied to \( N = 1024 \) repeats and the noise model is Gaussian at the 5 percent level, trimmed at 3 standard deviations. We apply each technique to a number of different length assimilation windows. Details of the experiment, which we label experiment 7.A, are listed in table B.7.

The results of the experiment are shown in figure 7.1. The top panel shows the mean shadowing length of model trajectories formed using PDA with an exact (blue) and an approximate (red) Jacobian matrix as a function of the assimilation window. The error bars represent 95 percent resampling intervals of the mean in each case. Since the shadowing lengths are so similar, it is difficult to distinguish the lines on the plot. In the middle panel, the mean differences between the shadowing lengths for model trajectories formed using the exact and approximate Jacobian are shown with
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Figure 7.1: Top panel: Mean shadowing length of model trajectories formed using PDA with an exact (blue) and an approximate (red) Jacobian as a function of the assimilation window. The error bars represent 95% resampling intervals of the mean in each case. Since the means are so close, it is difficult to distinguish the lines. Middle panel: The mean pairwise difference between the shadowing lengths of model trajectories formed using PDA with an exact and an approximate Jacobian with 95% resampling intervals of the mean difference. Lower panel: Shadowing ratios of model trajectories formed using an exact and approximate Jacobian. The error bars represent 95% resampling intervals of the shadowing ratio. Since the mean difference between the shadowing lengths is not significantly different from zero and the shadowing ratio is not significantly different from 1, both measures suggest a lack of a difference between the performance of each approach.
95% resampling intervals of the mean difference. Since all of the intervals contain zero, there is little evidence of a difference between the two approaches. In the lower panel, shadowing ratios between model trajectories formed using an exact and an approximate Jacobian are shown. The error bars represent resampling intervals of the shadowing ratio. Since 1 always falls within the interval, there is no significant difference in performance in terms of shadowing ratios.

From these results, it is clear that, in this case, there is no significant difference to the performance of PDA between estimating the Jacobian with a forward differencing technique and using the exact Jacobian. Although in this particular case, there appears to be little difference in performance from using an approximate rather than the exact Jacobian, further analysis is needed to check the effect of this approximation in, for example, the imperfect model scenario and in cases in which observations are taken less frequently. This is beyond the scope of this thesis, however.

### 7.4 PDA for systems with large variation in the standard deviation of variables

When PDA is applied to a set of observations, the standard deviation of each variable should be comparable. When this is not the case, shadowing pseudo-orbits are not always found. We now demonstrate how the simple adjustment to PDA suggested by Judd in [81]\(^1\) can improve the chance of finding a shadowing pseudo-orbit in such cases.

In some dynamical systems, the climatological variability of each of the variables is similar given the units in which they are measured. In others, there is much

\(^1\)Here, the author states that ”Ideally, one should either use non-dimensional coordinates, so that all variables are of order one, or a physically and dynamically relevant metric, such as energy”
greater variation. Consider two of the variables commonly featuring in numerical weather prediction models, the atmospheric pressure at sea level and the maximum temperature 2 metres above ground. The former is often measured in millibars and observations tend to lie in between 890mb and 1060mb. The latter is often measured in Celsius and observations rarely fall outside of the range from $-60^{\circ}C$ to $60^{\circ}C$. When the variables are measured in these units, the climatological standard deviations are similar. Atmospheric pressure, however, is sometimes expressed in Pascals, which are equivalent to one hundredth of a millibar. On this scale, the standard deviation is much larger. Consider a set of observations of atmospheric pressure $x = x_1, \ldots, x_n$ measured in Pascals with standard deviation $\sigma$. The observations can be converted into millibars by multiplying them by 100. Therefore the standard deviation of the observations when measured in millibars is $\text{std}(100x) = 100\sigma$, a hundred times larger than when they are measured in Pascals. In fact, it is only the measurement scale that affects the relative standard deviation of the variables in a system. It is thus always possible to convert the scales on which each variable is expressed so that the climatological standard deviations are similar.

Consider the 5 dimensional PST system defined in appendix A.2.4. In this system, the climatological standard deviations of the variables vary significantly. These are shown for each variable in table 7.1. Notably, the standard deviation of the $Z$ variable is much smaller than that of the other variables.

We now demonstrate how the difference in climatological variability can cause PDA to fail to find a shadowing pseudo-orbit if it is not adjusted accordingly. We apply PDA to a long assimilation window consisting of 256 observations sampled every 0.1 units of time using a perfect model with the initial conditions defined in table B.8. The results are shown in figure 7.2 in which the black lines represent the system
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>0.1650</td>
</tr>
<tr>
<td>y</td>
<td>0.1650</td>
</tr>
<tr>
<td>X</td>
<td>0.6006</td>
</tr>
<tr>
<td>Y</td>
<td>0.2978</td>
</tr>
<tr>
<td>Z</td>
<td>0.0220</td>
</tr>
</tbody>
</table>

Table 7.1: Climatological standard deviations of the PST system defined in appendix A.2.4

trajectory for each variable, the red dots represent the observations and the green lines the analysis pseudo-orbit obtained from applying PDA directly to the observations. Whilst the analysis remains close to the observations for the $x$, $y$, $X$ and $Y$ variables, it does not stay close to observations of the $Z$ variable. Given that the model is perfect and a long assimilation window is used, we would expect to be able to obtain a pseudo-orbit that stays close to the observations of all variables. We now show that shadowing pseudo-orbits can indeed be found by adapting PDA to account for the different levels of dispersion in each variable.

7.4.1 **Rescaling the variables**

We now show how shadowing pseudo-orbits can be found by applying the simple adjustment suggested in [81]. Since the choice of the scale of each of the variables is entirely arbitrary, the observations in a system can easily be rescaled so that each one has a similar standard deviation. PDA can then be applied to the rescaled observations and the resulting pseudo-orbit transformed back to its original scale. The procedure is performed as follows.

Define a dynamical system described by a set of ordinary differential equations in
Figure 7.2: The results of assimilating using PDA without rescaling the variables first. For each variable, the black lines are the true trajectory, the red dots the observations and the green lines are the analysis. Although PDA has found a pseudo-orbit that stays close to the observations of the \(x, y, X\) and \(Y\) variables, this is not the case for the \(Z\) variable.
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Let \( \sigma_i \) define the climatological standard deviation of the \( i \)th variable in the system. The observations of each variable can be rescaled by multiplying by a scalar \( w_i \). To account for the rescaling of the observations, the model equations must also be rescaled using the simple transformation

\[
\frac{dZ_1}{dt} = w_1 \frac{dX_1}{dt} = f_1 \left( \frac{x_1}{w_1}, \ldots, \frac{x_n}{w_n} \right),
\]

\[
\vdots
\]

\[
\frac{dZ_n}{dt} = w_n \frac{dX_n}{dt} = f_n \left( \frac{x_1}{w_1}, \ldots, \frac{x_n}{w_n} \right),
\]

where \( w_i \) is the \( i \)th weight which is given by \( w_i = \frac{\max(\sigma_1, \ldots, \sigma_n)}{\sigma_i} \). PDA is applied to the rescaled observations using the transformed system of equations. The analysis for the true system can then be found by transforming it back to the original scale using the relation \( X_i = \frac{Z_i}{w_i} \).

The analysis obtained from the same observations as those in figure 7.2, but adapting PDA using the process described above, is shown in figure 7.3. It is now clear that the analysis shadows the observations of all variables.

In order to test the performance of PDA with and without rescaling, we perform data assimilation 128 times with an assimilation window of 16 observations using the same initial conditions but with different sets of observations in each case and use
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Figure 7.3: The same as figure 7.2 but with the modified version of PDA in which the variables are rescaled. This time, the pseudo-orbit stays close to the observations of all of the variables.
Table 7.2: Results of applying PDA with and without rescaling the observations first. Values in brackets represent 95 percent resampling intervals.

<table>
<thead>
<tr>
<th></th>
<th>Mean shadowing length with rescaling</th>
<th>Mean shadowing length without rescaling</th>
<th>Mean Difference in Shadowing Lengths</th>
<th>Shadowing Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24.27</td>
<td>20.66</td>
<td>3.62 (0.14, 6.48)</td>
<td>1.61 (1.19, 2.16)</td>
</tr>
</tbody>
</table>

Lengths and shadowing ratios to compare the performance of the resulting forecast trajectories. For simplicity, the noise is trimmed at 3 standard deviations. Details of the experiment, which we label experiment 7.B, are listed in table B.9. Table 7.2 shows the mean shadowing length with and without rescaling, the mean pairwise difference between the two with a 95% resampling interval of the mean difference and the shadowing ratio between the two with a 95% resampling interval of the shadowing ratio. Since zero does not fall within the resampling interval of the mean difference in shadowing length, there is significant evidence that rescaling the observations before applying PDA yields model trajectories that shadow longer than when rescaling is not applied. The shadowing ratio of 1.61 implies that forecast trajectories initialised using the analysis from PDA after rescaling shadow longer 1.61 times more often than those formed without rescaling. Since the resampling interval of the shadowing ratio does not contain one, this result is significant. There is thus significant evidence that, for this model, rescaling before applying PDA provides longer shadowing lengths on average than applying PDA without rescaling.

7.5 The effect of nonlinearity on PDA and 4DVAR

In many practical applications of forecasting, the system dynamics are highly nonlinear. In this example, we test the performance of PDA and 4DVAR in an increasingly nonlinear environment. In this example, we show, using shadowing and shadowing ratios, that the performance of PDA is less affected by higher levels of nonlinearity.
(defined below) than 4DVAR providing evidence that PDA may be more suitable in highly nonlinear systems. Below, we describe a practical method of measuring the nonlinearity in a system.

7.5.1 Measure of nonlinearity

To measure the nonlinearity in a system, we apply the test introduced in [54]. This test quantifies the nonlinearity in a system by measuring the average period of time for which a linear approximation of a system is defined to be satisfactory under some criterion. Consider an initial condition of a dynamical system obtained from an analysis \( A(0) \). The analysis initial condition will be displaced from the true initial condition \( x(0) \) by a fixed perturbation \( \delta(0) \) and thus can be expressed in the form \( A(0) = x(0) + \delta(0) \). The trajectory of the perturbed initial condition can then be described by a Taylor expansion of \( x \)

\[
A(t) = x(t) + M(x, t)\delta(0)\delta^T + H(x, t)\delta(0) + ..., \quad (7.2)
\]

where \( M(x, t) \) is the linear propagator, \( H(x, t) \) is the Hessian matrix and so on with increasing order partial derivatives. For sufficiently small values of both the initial perturbation \( |\delta(0)| \) and the time \( t \), the linear relation

\[
A(t) = x(t) + M(x, t)\delta(0) \quad (7.3)
\]

gives an approximation of equation 7.2 in any smooth dynamical system. The linear propagator \( M(x, \tau) \) can be said to govern the linear evolution of a perturbation from \( x \) over the time interval from 0 to \( \tau \). The initial perturbation \( \delta_0 \) can then be said to evolve linearly according to \( \delta(\tau) = M(x, t)\delta(0) \). The error arising from
making the linear approximation is thus $A(t) - (x(t) + \delta(0))$. The quality of the linear approximation can therefore be measured as a function of time. The extent to which the linear approximation reflects the dynamics of the system is called the linear regime. The length of the linear regime is defined to be the period of time for which the approximation of the linear regime is defined to be acceptable. To calculate the length of the linear regime, the test exploits the fact that in a linear environment, initial perturbations of equal magnitude but opposite signs will also evolve over time equally with opposite signs. The importance of the nonlinearities in the system can thus be measured by the extent to which this is not the case.

Consider the initial condition obtained from the analysis $A(0)$. Denote the twin perturbations from $A(0)$ by $\delta^+(0)$ and $\delta^-(0)$ where $\delta^+(0) = -\delta^-(0)$. If error growth is exactly linear the equality $\delta^+(t) = -\delta^-(t)$ holds for all $t$. Scaling by the average magnitude of the evolved perturbations leads to a suitable statistic for evaluating the nonlinearity in a system. The relative nonlinearity of evolution $\Theta$ is given by

$$\Theta(\delta, ||\delta||, t) = \frac{||\delta^+(t) + \delta^-(t)||}{||\delta^+(t)|| ||\delta^-(t)||}.$$  

The value of $\Theta$ corresponds to the proportion of the error resulting from the linear approximation to the system. A truly linear system would have a value of $\Theta = 0$, as long as the analysis initial condition $A(0)$ corresponds to the exact initial condition. A threshold value of $\Theta$ can thus be chosen above which the error resulting from the linear approximation is defined to be too high. In this thesis, we follow [54] in defining the length of the linear regime to be the period of time until the relative nonlinearity exceeds 0.2.

Of course, the length of the linear regime can depend on the position on the system.
The effect of nonlinearity on PDA and 4DVAR

7.5. Attractor from which the initial condition is drawn. Figure 7.4 shows points on the attractor of the Rössler map coloured according to the length of the acceptable linear regime of a trajectory starting at that point. The darker the colour, the shorter the length of the linear regime and hence the higher the level of nonlinearity.

Since there is significant variation in the colours, it is clear that the nonlinearity is state dependent. Note how the nonlinearity tends to be highest for initial conditions lying in positions where there is substantial uncertainty as to whether the system trajectory will continue to move around the base of the attractor or on to the part of the attractor that moves in the $z$ direction (upwards on the figure).

7.5.2 PDA versus 4DVAR in an increasingly nonlinear scenario

In this experiment, we exploit a property of model 1 of the Lorenz '96 system, defined in section A.2.3, to compare the performance of PDA and 4DVAR in a varyingly nonlinear environment. We use the mean length of the linear regime over trajectories initialised randomly on the attractor to measure the nonlinearity in the system for each parameter value. Increasing the parameter $F$ in the Lorenz '96 system applies more forcing to the system variables resulting in a larger degree of nonlinearity. Comparing the performance of the algorithms for different values of $F$ thus allows us to evaluate the performance for different levels of nonlinearity in the system. We apply PDA and 4DVAR with a perfect model of the 5 dimensional Lorenz '96 system with a fixed assimilation window of 32 time steps and 25 percent Gaussian noise trimmed at 3 standard deviations. For each value of $F$, we measure the performance over $N = 512$ repeats of the experiment. Details of the experiment, which we label experiment 7.C, are listed in table B.10.
Figure 7.4: Points on the attractor of the Rössler map coloured according to the length of the linear regime of a trajectory initialised at that point. Darker colours imply a shorter linear regime (as indicated on the colour bar) and hence higher nonlinearity. Note how the nonlinearity tends to be highest for trajectories initialised close to where the attractor splits, either continuing around the base of the attractor or up in the $z$ direction. For trajectories initialised on this part of the attractor, the linear regime tends to be less than 100 time units.
Figure 7.5: Top left panel: the mean length of the linear regime as a function of $F$. Top right: the mean shadowing lengths achieved using PDA (blue), 4DVAR (red) and when no data assimilation is used (orange) as a function of $F$. The error bars represent 95 percent resampling intervals of the mean. Bottom left: the mean difference in shadowing lengths between PDA and 4DVAR (green) and between 4DVAR and when no data assimilation is used (red) as a function of $F$. The error bars represent 95 percent resampling intervals of the mean difference in shadowing length. Bottom right: Shadowing ratios between PDA and 4DVAR (green) and between 4DVAR and the observations (red) as a function of $F$. The error bars represent 95 percent resampling intervals of the shadowing ratio in each case.
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The results of the experiment are shown in figure 7.5. In the top left panel, the mean length of the linear regime is shown as a function of $F$. Putting more forcing into the system decreases the length of the linear regime and thus the level of nonlinearity is increased. In the top right panel, the mean shadowing lengths achieved using PDA (blue), 4DVAR (red) and when no data assimilation is used (orange), i.e. initialising with the observations, are shown as a function of $F$. The error bars represent 95 percent resampling intervals of the mean. In the bottom left panel, the mean difference in shadowing length between PDA and 4DVAR (green) and between 4DVAR and using no data assimilation (red) are shown. In each case, the error bars represent 95 percent resampling intervals of the mean difference. In the bottom right panel, shadowing ratios between trajectories formed using PDA and 4DVAR (green) and between those formed using 4DVAR and using no data assimilation (red) are shown. From these results, it is clear that, although both techniques are affected by increasing the nonlinearity in the system, the effect on PDA is much smaller than it is on 4DVAR. Whilst, for $F = 12$, zero lies within the resampling interval for the mean difference in shadowing length between PDA and 4DVAR and there is thus no significant difference, for larger values of $F$, the difference is significant. The same conclusion can be drawn from the shadowing ratio between trajectories formed using these techniques since 1 lies within the resampling interval for $F = 12$ but not for larger values of $F$. We can also compare the performance of 4DVAR and using no data assimilation. Looking at both the mean difference in shadowing length and the shadowing ratio, as the value of $F$ is increased, the benefit from using 4DVAR appears to fall quickly suggesting that, if there is enough nonlinearity in the system, 4DVAR may eventually have no benefit in terms of increasing the mean shadowing length. Although more investigation would be invaluable as to the effect of the length of the assimilation window, the effect of model imperfection and
the number of variables etc, these encouraging results suggest that PDA can be a much more effective algorithm than 4DVAR when the underlying system is highly nonlinear.

We can speculate as to why PDA outperforms 4DVAR when the nonlinearity in the system is increased. 4DVAR aims to find the maximum likelihood model trajectory over the assimilation window. In theory, increasing the assimilation window increases the information available and thus the maximum likelihood trajectory is expected, when the model is perfect, to be closer to the system trajectory. In practice, a known limitation of 4DVAR is the existence of local minima. As the assimilation window is increased, the number of local minima and thus the probability of finding one also increases [123]. 4DVAR is thus generally most effective when the assimilation window is short. Whilst maximum likelihood model trajectories would likely provide long shadowing lengths, 4DVAR is unlikely to find them in practice. The large difference in performance between PDA and 4DVAR when the nonlinearity is increased may be caused by an increase in the probability of finding a local minimum far from the maximum likelihood trajectory in 4DVAR. Whilst the PDA cost function also has local minima, it can be shown that these minima tend to provide model trajectories closer to the observations than 4DVAR [39].
Chapter 8

Improving Probabilistic Prediction with Imperfect Models

In this chapter, we demonstrate how some of the methods introduced in previous chapters can be used to improve prediction of dynamical systems with imperfect models.

In section 8.1, we return to the topic of constructing forecast densities from ensembles. In chapter 5, we demonstrated how dynamic kernel dressing can outperform simple kernel dressing in both the perfect model scenario, in which the system dynamics are known perfectly, and the perfect forecast scenario, in which the ensemble is drawn from the same distribution as the outcome. In this chapter we show, using two different system-model pairs, that dynamic kernel dressing can outperform simple kernel dressing when the model is structurally imperfect.

We then make use of the boosted probability approach introduced in section 4.3 to compare the performance of ensembles formed using inverse noise and PDA. In both
cases, we also compare the performance of forecast densities formed using simple and dynamic kernel dressing. We conclude that using both PDA ensembles and dynamic kernel dressing can yield improved boosted probability times.

We then revisit the techniques considered in chapter 6 which aim to improve skill by combining forecasts from multiple lead times. We apply these methods to both a perfect and an imperfect model of the Moore-Spiegel system and demonstrate that similar conclusions can be made.

Finally, we show how shadowing can be used to assess the performance of ensembles and to help identify whether skillful forecast densities can be expected to be formed at a given lead time. We use this approach to demonstrate how shortcomings in a forecast density formation scheme can be identified, in particular the simple approach of fitting Gaussian distributions and estimating the parameters from the ensembles. We then show that dynamic kernel dressing yields forecast densities more consistent with the performance of the ensembles.

The new contributions of this chapter are:

1. Comparison of the performance of simple and dynamic kernel dressing in the imperfect model scenario.

2. The use of boosted probability to compare the performance of forecast densities constructed using inverse noise and PDA ensembles with simple and dynamic kernel dressing.

3. Comparison of the performance of the methods described in chapter 6 in the context of both a perfect and an imperfect model of the Moore-Spiegel system.
4. The use of shadowing to compare the performance of sets of ensembles with the skill of forecast densities.

8.1 Improving forecast densities using dynamic kernel dressing

In chapter 5, we described three kernel dressing methods that take the dispersion of individual ensembles into account when fitting kernel widths. Due to its ability to improve forecast skill, its ease of use and the fact that large training sets are not required, we concluded that out of those described, dynamic kernel dressing is likely to be the most effective method. Whilst we tested this method in both the perfect model scenario and the perfect forecast scenario, we have not yet tested its performance in the more realistic imperfect model scenario. In this section, we show how dynamic kernel dressing can improve forecast performance when the model is imperfect. To do this, we use two different system-model pairs, the first, a model of the simple 2 dimensional Henon map and the second, the higher dimensional Lorenz '96 system.

8.1.1 A low dimensional system - Henon Map

In this experiment, which we refer to as experiment 8.A, we compare the performance of forecast densities of the $x$ variable of the Henon map formed using simple and dynamic kernel dressing. Using the imperfect model defined in appendix A.1.2 with imperfection parameter $c = 24$, inverse noise ensembles consisting of 64 members each are used to form forecast densities at 10 lead times ranging from 20 steps to 2 steps ahead. The training set, over which the parameters are optimised, consists
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of 1024 ensemble-outcome pairs whilst the performance of the forecasts is assessed over a test set of the same size. Details of the experiment are listed in table B.11. Similarly to the ensembles formed using the perfect model of the Lorenz ’63 system in experiment 5.A, the standard deviation of the ensembles is highly variable. This is illustrated in figure 8.1 in which the standard deviation of each individual ensemble along with the mean standard deviation are shown for each lead time. Again, whilst, on average, the standard deviation of the ensembles increases with lead time, there is significant variation at each one, suggesting that simple kernel dressing is at risk of yielding uninformative forecast densities in some cases.

The results of the experiment are shown in figure 8.2. The blue and green lines represent the mean ignorance of forecast densities at each lead time formed using simple and dynamic kernel dressing respectively. The error bars represent 95 percent bootstrap resampling intervals of the mean ignorance relative to climatology. At most of the lead times considered, the forecast densities formed using dynamic kernel dressing perform better, on average, than those formed using simple kernel dressing. Dynamic kernel dressing appears to be particularly successful in improving forecast skill at long lead times (14 steps and above) where simple kernel dressing yields very little skill. This suggests that dynamic kernel dressing has the potential to increase the maximum lead time in which forecast skill can be found. Note that the resampling intervals give an indication of whether each method performs significantly better than the climatology rather than an indication of their performance relative to each other. We attempt to determine whether dynamic kernel dressing performs significantly better than simple kernel dressing at the end of section 8.1.2.
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Figure 8.1: The standard deviation (blue points) along with the mean (black solid line) and the median (black dashed line) standard deviation at each lead time of the ensembles in experiment 8.A. Although, on average, the standard deviation of the ensembles increases with lead time, there is significant variation at each one.
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Figure 8.2: The mean ignorance scores of forecast densities formed using simple (blue) and dynamic (green) kernel dressing for the 10 different lead times in experiment 8.A. The error bars represent 95 percent bootstrap resampling intervals of the mean ignorance. At most lead times considered, dynamic kernel dressing yields more skillful forecast densities, on average, than simple kernel dressing.
8.1.2 A higher dimensional experiment: Lorenz ’96

In experiment 8.B, we compare the performance of dynamic and simple kernel dressing using an imperfect model of the higher dimensional Lorenz ’96 system. We define the system to be model 2 with $m = 4$ and $n = 8$, as described in appendix A.2.3, whilst we use model 1 to generate ensembles at 10 different lead times, 1 day apart from each other. Details of the experiment are listed in table B.12. The standard deviation of each 64 member ensemble as well as the mean standard deviation at each lead time are shown in figure 8.3. As in experiment 8.A, there is significant variation in the dispersion of ensembles at each lead time.

The mean ignorance scores for each method are shown in figure 8.4. Again, the blue and green lines represent the mean ignorance of forecast densities formed using simple and dynamic kernel dressing at each lead time whilst the error bars represent 95 percent bootstrap resampling intervals of the mean ignorance relative to climatology. At shorter lead times, dynamic kernel dressing performs better, on average, than simple kernel dressing whilst, beyond 6 days, the value of the slope parameter $b$ in dynamic kernel dressing is very close to zero and hence the forecast densities formed using each method are very similar. At lead times of 3 and 4 days, dynamic kernel dressing appears particularly successful in improving forecast skill. The performance of the forecasts densities at longer lead times demonstrates how, whilst dynamic kernel dressing can often be successful in improving forecast skill, it easily reduces down to simple kernel dressing when there is no value to be added in this way. The results of this experiment demonstrate how dynamic kernel dressing can be used to improve the skill of forecast densities with an imperfect model of a higher dimensional system.
Figure 8.3: The standard deviation (blue points) along with the mean (black solid line) and the median (black dashed line) standard deviation of the ensembles at each lead time in experiment 8.B. Although, on average, the standard deviation of the ensembles increases with lead time, there is significant variation at each one.
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Figure 8.4: The mean ignorance scores of forecast densities formed using simple (blue lines) and dynamic (green lines) kernel dressing for each of 10 different lead times in experiment 8.B. For the shortest lead times, dynamic kernel dressing improves forecast skill whilst for longer lead times, very little improvement is made over simple kernel dressing.
To determine whether the differences in the performance of dynamic and simple kernel dressing are significant, we find bootstrap resampling intervals of the ignorance of the former relative to the latter. These are shown in figure 8.5 for experiments 8.A and 8.B. Shown in blue are the mean relative ignorance scores between the two methods with 95 percent bootstrap resampling intervals for experiment 8.A, in which ensembles are formed using an imperfect model of the Henon map. Here, dynamic kernel dressing performs significantly better than simple kernel dressing at all lead times considered except for 5 and 6 steps ahead. Shown in red is the same but for the imperfect model of the Lorenz ’96 system in experiment 8.B. Here, at lead times of 5 days and shorter, dynamic kernel dressing performs significantly better than simple kernel dressing. At longer lead times, the performance of the two methods is very similar since the value of the parameter $b$ in dynamic kernel dressing is close to zero. Combined, the results of experiments 8.A and 8.B support the argument that dynamic kernel dressing has potential to provide improved forecast densities in real life forecasting scenarios.

8.2 Using Boosted Probability Times to Compare Forecasting Systems

The adoption of ensembles as a forecasting tool has proven to be invaluable in the formation of probabilistic forecast densities [157, 149]. The way in which ensembles are formed, however, can make a large difference to the quality of a set of ensemble members and, consequently, the skill of a forecast density. The quality of the forecast densities also depends strongly on the approach taken to their formation, as we have shown in chapter 4.
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Figure 8.5: Mean ignorance of forecast densities formed using dynamic kernel dressing relative to the ignorance of forecast densities formed using simple kernel dressing as a function of lead time for experiment 8.A (blue), in which ensembles are formed using an imperfect model of the Henon map, and experiment 8.B (red), in which ensembles are formed using an imperfect model of the Lorenz '96 system. The fact that zero does not fall within the resampling bars suggests that dynamic kernel dressing performs significantly better than simple kernel dressing at many of the lead times considered in these two examples.
8.2. Using Boosted Probability Times to Compare Forecasting Systems

In this section, we use the approach of boosted probability, defined in section 4.3, to compare the performance of sets of forecast densities constructed from ensembles generated using two different ensemble formation schemes. In each case, we also compare the performance of two approaches to density formation, resulting in a comparison of 4 forecasting systems in total. The two schemes used to form our ensembles are inverse noise and PDA which are both defined in section 2.4.1 whilst our two approaches to the formation of forecast densities are simple kernel dressing, defined in section 2.5.7 and the dynamic kernel dressing approach defined in section 5.5.

Boosted probability provides a good means of comparison between the different approaches in this case because it allows us to assess the length of time for which our forecast densities remain informative relative to the climatology. The different forecasting systems can thus be compared according to their average useful lifetime in terms of sequences of forecast densities.

In experiment 8.C, we use boosted probability to compare the performance of forecast densities formed using each of the forecasting systems described above. To do this, we randomly select 1024 trajectories from the Lorenz ’63 attractor and form observations every 6 hours in Lorenz time by adding Gaussian noise at the 5 percent level. For each forecasting system, we then use a perfect model to form 32 member ensembles and construct forecast densities every 6 hours. Boosted probability times are calculated by comparing the density placed on the outcomes by the forecasts and the climatology. Details of the experiment are listed in table B.13.

The mean boosted probability times with their standard deviation in brackets are shown in table 8.1 for each forecasting system.
8.3. Combining Multiple Lead Time Forecasts

<table>
<thead>
<tr>
<th></th>
<th>Inverse Noise</th>
<th>PDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple KD</td>
<td>43.4 (27.9)</td>
<td>53.5 (31.5)</td>
</tr>
<tr>
<td>Dynamic KD</td>
<td>45.3 (27.0)</td>
<td>55.5 (30.4)</td>
</tr>
</tbody>
</table>

Table 8.1: Mean boosted probability times using each combination of ensemble formation scheme and kernel dressing method in experiment 8.C. Standard deviations are shown in brackets in each case.

An alternative illustration of the results of experiment 8.C is shown in figure 8.6. Here the proportion of forecast densities that boost probability at each lead time are shown for each of the four forecasting systems. The red lines indicate that ensembles have been formed using PDA whilst blue lines indicate the use of inverse noise ensembles. Where the lines are solid, dynamic kernel dressing has been used whilst dashed lines indicate the use of simple kernel dressing. The error bars represent 95 percent confidence intervals of the proportions in each case (for clarity, these are only shown at a subset of lead times). Here, PDA ensembles result in a significantly larger proportion of forecast densities that boost probability than inverse noise for all but the longest and shortest lead times. Moreover, dynamic kernel dressing yields a significantly larger proportion that boost probability for moderately long lead times.

8.3 Combining Multiple Lead Time Forecasts

In chapter 6, we investigated whether forecasts launched at different lead times can be combined to yield improved forecast skill. We argued that a Bayesian approach, which we called the Pure Bayes method, is effective if forecast densities can be considered to represent probabilities of the system. In practice, we argued that this is unlikely to be the case even when the model is perfect, due to imperfections in other parts of the forecasting system such as the ensemble formation scheme. Nevertheless, we showed in experiment 6.B, using the Lorenz ’63 system, that in
Figure 8.6: Proportion of instances in which probability is boosted as a function of lead time using dynamic (solid lines) and simple (dashed lines) kernel dressing with inverse noise (blue) and PDA ensembles (red) on the ensembles formed from the perfect model of the Lorenz ’63 system in experiment 8.C. The error bars represent 95 percent confidence intervals of each proportion at a subset of lead times.
the perfect model scenario, we can form forecast densities that are close enough to representing probabilities for the Pure Bayes method to be successful in improving forecast skill. We showed, however, that in the more realistic scenario in which the model is imperfect, since it is not possible to calibrate the forecasts perfectly, the Pure Bayes method can lead to significant losses of forecast skill. We also showed that two alternative approaches to the combination of forecasts, namely the time-weighted method and sequential blending, can yield significantly improved skill even when the model is imperfect. In this section, we show that similar results can be found for a perfect and an imperfect model of the Moore-Spiegel system. As with experiment 6.B, we begin by considering an imperfect model.

8.3.1 Moore-Spiegel IMS

We make use of the Moore-Spiegel system-model pair defined in appendix A.2.2 setting the value of \( c \) that defines the level of imperfection in the model to 8. We form 64 member inverse noise ensembles at a total of 10 different lead times, optimising the parameters over a training set consisting of 1024 ensemble-outcome pairs, and test over a set of the same size. Details of the experiment, which we call experiment 8.D, are listed in table B.14. The results are shown in figure 8.7. In the top panel, the black circles represent the mean ignorance of the original forecasts formed using kernel density estimation with the kernel width chosen using leave one out cross validation. The blue lines represent the mean ignorance scores obtained using the Pure Bayes Method where the beginning of the lines indicate where Pure Bayes was first applied. The red crosses represent the mean ignorance of the time weighted method and the light blue diagonal crosses represent the mean ignorance of sequential blending. In the bottom left panel, the mean ignorance of the Pure Bayes Method is shown again but with the addition of coloured dots indicating whether
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the mean ignorance relative to that of the original forecasts is significantly better than (green), worse than (red) or not significantly different from (yellow) the standard method where significance is tested using 95% resampling intervals of the mean difference. In the bottom right panel, the mean relative ignorance scores between sequential blending and the original forecasts (blue), the time weighted method and the original forecasts (red) and the time weighted method and sequential blending (orange) are shown with 95% resampling intervals of the mean difference. As for the Lorenz ’63 case, demonstrated in chapter 6, the Pure Bayes Method appears to be counterproductive, in general, yielding significantly less skillful forecast densities on average. Both the time-weighted method and sequential blending, on the other hand, yield significantly improved forecast densities at a number of lead times. Out of the time-weighted method and sequential blending, neither appears to be consistently better than the other.

8.3.2 Moore-Spiegel PMS

We now show that, as in experiment 6.B, replacing the imperfect model with a perfect model can make the forecasting system perform well enough for the Pure Bayes method to yield improved forecast densities at some lead times. We perform the same experiment as in the previous section but with a perfect model. The results are shown in figure 8.8 which is the same as figure 8.7 but with the imperfect model replaced with the perfect model. Here, as suspected, there is a large improvement in the performance of the Pure Bayes method. At the shortest lead times, the forecasts formed using this approach outperform, on average, the original forecasts whilst this is not the case at longer lead times. The reason there is not consistent improvement at longer lead times is likely due to other imperfections in the forecast system, such as the ensemble formation scheme, which tend to be magnified over time. Both the
8.3. Combining Multiple Lead Time Forecasts

Figure 8.7: Top: The mean ignorance scores obtained by applying the Pure Bayes method (blue lines), the time-weighted method (red crosses) and sequential blending (cyan diagonal crosses) for the imperfect model of the Moore-Spiegel system in experiment 8.D. The black circles represent the mean ignorance scores of the original forecast densities. Bottom left: The mean ignorance scores of the Pure Bayes method with coloured dots indicating whether the forecasts are significantly than (better), worse than (red) or not significantly different (yellow) from the original forecasts. Bottom right: Mean relative ignorance scores between sequential blending and the original forecasts (blue), the time weighted method and the original forecasts (red) and the time weighted method and sequential blending (orange) with 95% resampling intervals of the mean difference. Whilst the Pure Bayes method tends to yield forecast densities that are significantly worse than the original forecasts, the time-weighted method and sequential blending yield improved forecast densities in around half of the lead times considered.
time-weighted method and sequential blending, as in the imperfect model scenario, yield improved forecast densities at all but the two shortest lead times.

8.4 Linking shadowing and forecast skill

In our forecasting framework, forecast densities are formed by evolving forward an ensemble of initial conditions and converting them into density functions. The skill of the forecast densities, therefore, depends both on the quality of the ensembles and the methodology used to convert the ensembles into densities. If we can differentiate between these two factors, we can identify whether there is room for improvement in the way in which forecast densities are formed. This requires us to evaluate the quality of our ensembles separately from our forecast densities.

For a model trajectory to give a reliable prediction, we would hope for it to stay close to all observations up to the forecast target time. Shadowing is a useful indication of whether this is the case. The proportion of ensemble members that shadow thus gives an indication (though not a necessary condition) of whether the ensembles contain useful information at a given lead time.

In this experiment, we demonstrate how we can identify shortcomings in our methodology by evaluating the performance of the raw ensembles. Using the imperfect model of the Ikeda map defined in appendix A.1.4 with imperfection parameter $c = 8$, we form 1024 member ensembles using inverse noise at lead times ranging from 1 to 24 time steps ahead. We form forecast densities by using the simple approach described in section 2.4.4 of fitting Gaussian distributions in the form $N(m(x), v(x))$ where $m(x)$ and $v(x)$ are the ensemble mean and variance respectively. To evaluate the performance of the ensembles, we find the mean proportion
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Figure 8.8: Top: The mean ignorance scores obtained by applying the Pure Bayes method (blue lines), the time-weighted method (red crosses) and sequential blending (cyan diagonal crosses) for the perfect model of the Moore-Spiegel system in experiment 8.D. The black circles represent the mean ignorance scores of the original forecast densities. Bottom left: The mean ignorance scores of the Pure Bayes method with coloured dots indicating whether the forecasts are significantly than (better), worse than (red) or not significantly different from (yellow) the original forecasts. Bottom right: Mean relative ignorance scores between sequential blending and the original forecasts (blue), the time weighted method and the original forecasts (red) and the time weighted method and sequential blending (orange) with 95% resampling intervals of the mean difference. In this case, for shorter lead times, the Pure Bayes method tends to yield forecast densities that are significantly better than the original forecasts whilst at longer lead times they tend to be worse. Both the time weighted method and sequential blending are able to yield significantly improved forecasts for all but the two shortest lead times.
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of members that shadow at each forecast lead time. Details of the experiment, which we call experiment 8.E, are listed in table B.15.

The results of the experiment are shown in figure 8.9. The blue line, corresponding to values on the left hand y axis, shows the mean proportion of ensemble members that shadow the observations, whilst the red line, corresponding to the values on the right hand y axis, shows the mean ignorance of the forecast densities, each as a function of forecast lead time. The error bars represent 95% resampling intervals of the mean ignorance. At short lead times, up to 6 steps ahead, the forecast densities perform better, on average, than climatology whilst for all lead times longer than this, they perform worse, albeit not generally significantly. Looking at the performance of the ensembles, however, it appears that, at some lead times, the ensembles contain useful information yet this is not reflected in the skill of the forecast densities. For example, over 20 percent of ensemble members shadow the observations up to 7 time steps ahead, yet our forecast densities perform worse than climatology at this lead time. This suggests that there is room for improvement in the way the forecast densities are constructed.

In building forecast densities, our aim is very different to that of estimating the underlying distribution of a set of data points. This is because, due to model error and other imperfections in the forecasting system, the ensemble and the outcome cannot be considered to be drawn from the same distribution. This means that some allowance should be made to account for these imperfections. Throughout this thesis, up to now, we have followed [22] in that we always blend our forecasts with climatology. We now show how this approach can improve our forecast densities. The mean ignorance scores of the Gaussian forecast densities blended with climatology are shown in magenta in figure 8.10 along with those of the original
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Figure 8.9: The mean proportion of ensemble members that shadow the observations (blue line, left axis) and the mean ignorance score obtained by fitting Gaussian distributions (red starred line, right axis) to the ensemble members as a function of forecast lead time for the ensembles in experiment 8.E. The error bars represent 95% resampling intervals of the mean ignorance. Points that lie below the dashed line indicate forecast skill with respect to climatology. For lead times greater than 6 time steps, a large proportion of ensemble members shadow whilst the forecast densities formed using this approach perform worse, though not generally significantly, than climatology. This suggests that a better approach to forecast density formation could be taken.
Gaussian forecasts, which, as in figure 8.9, are shown in red. Here, the maximum lead time at which we can build informative forecast densities increases from 6 to 13 time steps. This appears to be much more in line with the level of predictability suggested by the performance of the ensembles.

In fact, with the methods used throughout this thesis, we can improve our forecast densities further. In nonlinear systems, we do not expect our forecast densities to be well represented with Gaussian distributions. Kernel dressing makes no assumption about the underlying distribution and can therefore be expected to perform better. The mean ignorance scores obtained using the dynamic kernel dressing method described in section 5.5 are shown in green in figure 8.11 along with the ignorance scores for the blended and unblended Gaussian forecasts which are shown in magenta and red respectively. Here, whilst the maximum lead time at which our forecasts are informative does not increase, the skill of the forecast densities improves for lead times between 3 and 12 time steps. Note how kernel dressing fails to improve the skill of the forecasts at the very shortest lead times. This is easily explained by the approach taken to ensemble formation. Since the noise model is Gaussian, inverse noise ensembles are sampled from a Gaussian distribution centred around the observation. The distributions of the ensemble members are thus reasonably well represented with Gaussian distributions for several time steps until the nonlinear dynamics cause them to deviate from this distribution.

A similar experiment, using the imperfect model of the Henon map defined in appendix A.1.2 with imperfection parameter $c = 12$, is shown in figure 8.12. Details of the experiment, which we call experiment 8.F, are shown in table B.16. Here, again, the mean proportion of ensemble members that shadow the observations gives a measure of the potential predictability of forecast densities. Whilst applying the
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Figure 8.10: The mean proportion of ensemble members that shadow the observations (blue line, left axis) and the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending as a function of forecast lead time. The error bars represent 95% resampling intervals of the mean ignorance. Forecasts formed without blending only yield significant skill with respect to climatology up to 6 steps ahead whilst blending increases this time to 13 steps.
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Figure 8.11: The mean proportion of ensemble members that shadow the observations (blue line, left axis), the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending and the mean ignorance score obtained using dynamic kernel dressing (green starred line, right axis) as a function of forecast lead time in experiment 8.E. The error bars represent 95% resampling intervals of the mean ignorance. Dynamic kernel dressing makes no assumption about the underlying distribution and thus yields better forecast skill than the Gaussian approach.
Gaussian approach without blending yields informative forecast densities up to 10 steps ahead, on average, a small proportion of ensemble members still shadow at this time and beyond. This suggests that it might be possible to find informative forecast densities beyond this lead time. This is confirmed by the performance of dynamic kernel dressing which provides informative forecast densities up to 15 steps ahead.

In these experiments, we demonstrated how calculating shadowing lengths of ensemble members can help to identify shortcomings in the methodology used to form forecast densities. This is potentially very useful in deciding where to allocate resources in order to improve the skill of a set of forecast densities. Moreover, we have shown how great care should be taken in the formation of forecast densities so that the best use is made of the information contained in the ensembles.
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Figure 8.12: The mean proportion of ensemble members that shadow the observations (blue line, left axis), the mean ignorance score obtained by fitting Gaussian distributions with (magenta starred line, right axis) and without (red starred line, right axis) blending and the mean ignorance score obtained using dynamic kernel dressing (green starred line, right axis) as a function of forecast lead time in experiment 8.F. The error bars represent 95% resampling intervals of the mean ignorance. For the first 9 lead times, the approach of fitting Gaussian distributions without blending yields forecast densities that perform significantly better than climatology. The fact that a small proportion of ensemble members shadow longer than this time suggests that informative forecast densities may be found. This is confirmed by the performance of the forecasts formed using dynamic kernel dressing which yield better skill than the climatology up to 15 steps ahead.
Chapter 9

Conclusion

In this chapter, we discuss the implications of the most important contributions in this thesis.

The quality of probabilistic forecasts in the imperfect model scenario (in which all real life applications fall) depends, not only on the quality of the model, but on other aspects such as the ensemble formation scheme, the size of the ensemble and the quality of the density formation scheme. It is therefore important to evaluate the entire forecasting system. Not only have we shown how to improve many aspects of a forecasting system, we have described new approaches to evaluating forecasts.

Evaluating point forecasts is fraught with difficulties since, when the underlying system is nonlinear, many traditional metrics fail in that they cannot be expected to favour a perfect model over an imperfect one. Shadowing is a logical and intuitive method of comparing the performance of forecast trajectories. Shadowing ratios, introduced in this thesis, give a different perspective on the shadowing lengths of two forecasting systems. These approaches have potentially far reaching benefits in
the evaluation of both point forecasts and individual components of the probabilistic forecasting framework. Moving forward, it would be interesting to use shadowing and shadowing ratios to compare the performance of forecasts of real life dynamical systems such as the weather.

A shortcoming of simple kernel dressing is that the dispersion of an individual ensemble is not accounted for when the kernel width is fitted. We introduced two new approaches to kernel dressing and described another that take the ensemble standard deviation into account and showed that each one can improve forecast skill. These results have important implications for the building of forecast densities. Some measure of the dispersion of an ensemble should always be taken into account. We thus suggest that dynamic kernel dressing should routinely be considered as a method of building forecast densities. Many real world systems exhibit nonlinear properties and hence ensembles are likely to vary in their dispersion. It would thus be interesting to assess the performance of dynamic kernel dressing with ensembles formed using models of such systems.

We showed in two different imperfect model scenarios that a Bayesian approach, in which forecast densities formed at different lead times are combined, is not successful in improving forecast skill. This has important implications for the way in which we treat forecast densities. Were our forecast densities able to be treated as probabilities, a Bayesian approach would be expected to make optimal use of the information in terms of maximising the likelihood and thus minimising the ignorance and would thus be expected to outperform all other approaches with the same information available to them. The fact that better performing forecasts can be obtained by not treating the original forecast densities as probabilities calls into question the entire probability calculus. This has implications for the way in which forecast densities
should be interpreted. Probabilities derived from a forecast density, whilst useful in terms of information, can not, in general, be considered to represent probabilities of the system.
Nomenclature

$\alpha$  Blending parameter that governs the weighting placed on model based forecast information and the climatology

$\alpha_h$ Hyperparameter in Bayesian inference

$\alpha_i$ Blending parameter of the $i_{th}$ group in $K$ groups kernel dressing

$\theta$ Parameter vector

$\delta$ Euler step size in PDA

$\eta$ Ensemble Shadowing Ratio

$s_t$ observation of true state at time $t$

$x_c$ Multiple lead time ensemble

$\phi$ Shadowing Ratio

$\sigma$ Kernel width in simple kernel dressing

$\sigma_d$ Kernel width in dynamic kernel dressing

$\sigma_i$ Kernel width parameter of the $i_{th}$ group in $K$ groups kernel dressing
\( \sigma_{KL} \)  Kernel width that minimises the KL divergence between the model and system densities

\( \tau_{i,\text{new}} \)  \( i \)th shadowing length formed using a 'new' method in shadowing ratios

\( \tau_{i,\text{ref}} \)  \( i \)th shadowing length formed using a 'reference' method in shadowing ratios

\( \tilde{\tau}_{i,\text{new}} \)  \( i \)th shadowing time of a 'new' forecasting system in ensemble shadowing ratios

\( \tilde{\tau}_{i,\text{ref}} \)  \( i \)th shadowing time of a reference forecasting system in ensemble shadowing ratios

\( \tilde{F} \)  System Dynamics

\( \tilde{F} \)  System dynamics

\( \tilde{p} \)  Ensemble shadowing proportion

\( \tilde{x}_t \)  Point forecast calibrated using linear regression

\( v_i \)  Offset parameter of the \( i \)th group in \( K \) groups kernel dressing

\( a \)  Intercept term in dynamic kernel dressing

\( A(\mathbf{u}) \)  Adjoint matrix

\( b \)  Gradient term in dynamic kernel dressing

\( B_p \)  Boosted Probability Time

\( d \)  Dimension of a system

\( F \)  Model dynamics

\( G_i \)  \( i \)th group in \( K \) groups kernel dressing
$K$  Number of groups in $K$ groups kernel dressing

$K(.)$  Kernel Function

$l$  lead time

$L(u)$  PDA mismatch cost function

$M$  Number of ensemble-outcome pairs selected from the training set in fixed window kernel dressing

$m$  number of ensemble members

$m(.)$  ensemble mean

$N_i$  Size of the $i_{th}$ group in $K$ groups kernel dressing

$N_{tr}$  Number of ensemble-outcome pairs in a training set

$p_{clim}(.)$  Density of the climatological distribution at $x$

$p_{bayes}^i(.)$  Forecast density formed using the Bayesian approach to combining forecast densities at the $i_{th}$ lead time.

$p^i(.)$  Sequentially blended forecast at the $i_{th}$ lead time.

$P_{win}$  Subset of training set used to optimise parameters in fixed window kernel dressing

$p_w(.)$  Forecast density formed using the time-weighted method

$q$  System density

$r_i$  Weighting placed on the forecast density launched at the $i_{th}$ lead time in sequential blending.
\( S \)  Scoring rule

\( t \)  time

\( v(\cdot) \)  ensemble variance

\( w_i \)  Weighting on the forecast launched at the \( i_{th} \) lead time in the time-weighted method

\( Y \)  Forecast outcome

\( s \)  standard deviation of a sample or ensemble
Appendix A

Dynamical Systems

A.1 Maps

A.1.1 Logistic Map

The logistic map is a one dimensional map introduced in [104] as a simple model of changing animal populations. Each system state lies on the range [0,1] and represents the existing size of a population as a proportion of the maximum possible population size. The behaviour of the system states is described by the difference equation

$$x_{i+1} = \lambda x_i (1 - x_i)$$

(A.1)

where $\lambda$ is a system parameter. The logistic map is chaotic for most values of $\lambda$ on the range $[3.57, 4]$. The logistic map is often used as a demonstration of how simple nonlinear equations can show chaotic behaviour.
A.1.2 Henon map

The Henon map [73] is a two dimensional discrete time map originally introduced as a simplified model of the Lorenz ‘63 system. It is defined by the difference equations

\begin{align}
X_{n+1} &= 1 - aX_n^2 + Y_n \\
Y_{n+1} &= bX_n
\end{align}

(A.2)

where \(a\) and \(b\) are parameter values. The parameter values are commonly set to \(a = 1.4\) and \(b = 0.3\) for which the system shows chaotic behaviour. The system attractor for these parameter values is shown in figure A.1.

Figure A.1: The Henon map attractor with parameter values \(a = 1.4\) and \(b = 0.3\).
Imperfect Model

We form an imperfect model of the Henon map by replacing $x$ in equation A.2 with $x' = c \sin(\frac{x}{c})$ where the parameter $c$ governs the level of imperfection in the model.

A.1.3 Duffing Map

The Duffing map is a 2 dimensional map, originally used to model the motion of a damped oscillator, described by the equations

\begin{align*}
X_{n+1} &= y_n \\
Y_{n+1} &= -bx_n + ay_n - y_n^3
\end{align*}

(A.3)

where $a$ and $b$ are parameters. The Duffing map can be shown to exhibit chaotic behaviour when the parameters are set to $a = 2.75$ and $b = 0.2$. The attractor for these parameter values is shown in figure A.2.
Figure A.2: The Duffing map attractor with parameter values $a = 2.75$ and $b = 0.2$.

**Imperfect Model**

We form an imperfect model of the Duffing map by replacing $x$ in equation A.3 with $x' = c \sin(\frac{x}{c})$ where the parameter $c$ governs the level of imperfection in the model.

**A.1.4 Ikeda map**

The Ikeda map [74] is a two dimensional discrete dynamical system originally designed as a model of light going around a nonlinear optical cavity. The equations
are given by

\[ x_{n+1} = \gamma + u(x_n \cos \phi - y_n \sin \phi) \]  \hspace{1cm} (A.4)

\[ y_{n+1} = u(x_n \sin \phi + y_n \cos \phi) \]  \hspace{1cm} (A.5)

where \( \phi = \beta - \alpha/(1 + x_n^2 + y_n^2) \) In this thesis, the parameter values used are \( \alpha = 6, \beta = 0.4, \gamma = 1 \) and \( u = 0.83 \) for which the system is chaotic. The attractor for these parameter values is shown in figure A.3.

Figure A.3: The Ikeda map attractor with parameter values \( \alpha = 6, \beta = 0.4, \gamma = 1 \) and \( u = 0.83 \).
Imperfect Model

An imperfect model of the Ikeda map is formed by replacing the $x$ variable in the system equations with $x' = c \sin(\frac{x}{c})$ where the parameter $c$ governs the level of imperfection in the model.

A.2 Flows

A.2.1 Lorenz ’63

The Lorenz ’63 system [99] is a 3 dimensional system of ordinary differential equations proposed by Lorenz in 1963 as a simplified model of atmospheric convection. The equations, often known as the Lorenz equations, are

$$\begin{align*}
\frac{dx}{dt} &= \sigma(y - x) \\
\frac{dy}{dt} &= x(\rho - z) - y \\
\frac{dz}{dt} &= xy - \beta z
\end{align*}$$

(A.6)

In this thesis, we use the parameter values $\rho = 28$, $\sigma = 10$ and $\beta = \frac{\pi}{3}$ for which the system is chaotic. The Lorenz ’63 attractor for these parameter values is shown in figure A.4. Since the doubling time (the average time taken for initial condition error to double in magnitude) for this system is approximately one unit and the doubling time of state of the art weather models is around 5 days, 0.2 units of time in the Lorenz ’63 system can be considered to be represent one day in real time.
A.2. Flows

Imperfect Model

To form an imperfect model of the Lorenz ’63 system, we replace the $x$ in the system equations with $x' = c \sin(\frac{x}{c})$ where $c$ is a parameter that governs the level of imperfection in the model.

A.2.2 Moore-Spiegel system

The Moore-Spiegel system [107] is a 3 dimensional system, originally proposed to model the height of ionised gas in the atmosphere of a star, defined by the differential
equations

\[ \frac{dx}{dt} = y \]
\[ \frac{dy}{dt} = z \]
\[ \frac{dz}{dt} = -x - (T - R + Rx^2)y - Tx \]  

In this thesis, we use the parameter values \( R = 100 \) and \( T = 35 \) for which the system is chaotic.

Figure A.5: The Moore Spiegel attractor with parameter values \( R = 100 \) and \( T = 35 \).
Imperfect Model

To form an imperfect model of the Moore-Spiegel system, we replace the $x$ variable in the system equations with $x' = c \sin(\xi)$ where $c$ is a parameter that governs the level of imperfection in the model.

A.2.3 Lorenz ’96

With the aim of obtaining a dynamical system analogous to climatic variables spatially distributed around the Earth, Lorenz [98] introduced 2 sets of nonlinear ODEs in 1995 calling them model 1 and model 2. The Lorenz ’96 system is designed so that model 2 consists of $m$ ‘slow’ large scale observed variables coupled to $m \times n$ ‘fast’ small scale unobserved variables. Model 1 is then used to approximate the system dynamics of model 2.

Model 1

Consisting of $m$ variables $x_1, \ldots, x_m$ which have cyclical boundary conditions (i.e. $x_{m+1} = x_1$) The equations are

\[
\frac{dx_i}{dt} = -x_{i-2}x_{i-1} + x_{i-1}x_{i+1} - x_i + F
\]  

(A.8)

for $i = 1, \ldots, m$ where the parameter $F$ is a forcing parameter. For $F = 8$, the doubling time is around one unit and hence Lorenz considered 0.2 time units to be roughly equivalent to one day in real time for this parameter value.

Model 2

In model 2, each of the variables $x_1, \ldots, x_m$ are coupled to another set of variables $y_{1,i}, \ldots, y_{n,i}$ which also have cyclical boundary conditions (i.e. $y_{j+1,i} = y_{1,i}$). The
A.2. Flows

ODE’s for model 2 are

\[
\frac{dx_i}{dt} = -x_{i-2}x_{i-1} + x_{i-1}x_{i+1} - x_i + F - \frac{h_x c}{b} \sum_{j=1}^{n} y_{j,i} \tag{A.9}
\]

\[
\frac{dy_{j,i}}{dt} = cby_{j+1,i}(y_{j-1,i} - y_{j+2,i}) - cy_{j,i} - \frac{h_y c}{b} x_i \tag{A.10}
\]

In this thesis, the constants \(b\) and \(c\) are set to 10 so that the \(x\) variables are 10 times as fast as the \(y\) variables. The coupling coefficients \(h_x\) and \(h_y\) are both set to 1.

A.2.4 PST system

The PST system is a 5 dimensional model developed by Platt, Spiegel and Tresser [124] which qualitatively resembles the behaviour of solar cycles. The equations are given by

\[
\frac{dx}{dt} = \beta_0(X - x_0)x - wy - (x^2 + y^2)x
\]

\[
\frac{dy}{dt} = wx + \beta_0(X - x_0)y - (x^2 + y^2)xy
\]

\[
\frac{dX}{dt} = Y \tag{A.11}
\]

\[
\frac{dY}{dt} = aX - X^3 - bY + Z + qx^2
\]

\[
\frac{dZ}{dt} = -\delta(Z - cX(X^2 - 1))
\]

The \(x\) and \(y\) variables represent a dynamo process in the Tachocline whilst the \(X\), \(Y\) and \(Z\) represent a chaotic system of the solar convection zone. In this thesis, the parameter values are set to the values \(a = 0.7, b = 0, c = -0.38, d = 0.03, q = 0, w = 2, x_0\) and \(\beta_0 = 1.1\) used in [124].
A.2.5 Rössler Map

The Rössler Map [128] is a 3 dimensional system of equations, originally intended to exhibit similar behaviour to the Lorenz ’63 system whilst being easier to study analytically. The system equations are given by

\[
\begin{align*}
\frac{dx}{dt} &= -y - z \\
\frac{dy}{dt} &= x + ay \\
\frac{dz}{dt} &= b + z(x - c)
\end{align*}
\]

Lorenz (A.12)

In this thesis, we set the parameters to the commonly used values \(a = 0.1\) and \(b = 0.1\) and \(c = 14\). The system attractor with these parameter values is shown in figure A.6.
Figure A.6: The Rössler attractor with parameter values $a = 0.1$ and $b = 0.1$ and $c = 14$. 
Appendix B

Details of Experiments

<table>
<thead>
<tr>
<th>System</th>
<th>Lorenz ’63</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Noise model</td>
<td>$3 \sigma$ trimmed Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>10 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>2048</td>
</tr>
<tr>
<td>$N$</td>
<td>2048</td>
</tr>
<tr>
<td>Sample rate</td>
<td>6 hours</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>none</td>
</tr>
</tbody>
</table>

Table B.1: Details of experiment 4.A
### Table B.2: Details of experiment 4.B

<table>
<thead>
<tr>
<th>System</th>
<th>Duffing Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise model</td>
<td>$3\sigma$ trimmed Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1024</td>
</tr>
<tr>
<td>N</td>
<td>1024</td>
</tr>
<tr>
<td>Sample rate</td>
<td>6 hours</td>
</tr>
<tr>
<td>PDA stopping criterion</td>
<td>0.001</td>
</tr>
</tbody>
</table>

### Table B.3: Details of experiment 4.C

<table>
<thead>
<tr>
<th>System</th>
<th>Lorenz ’63</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Lorenz ’63 imperfect with $c = 8$</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>10 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>2048</td>
</tr>
<tr>
<td>N</td>
<td>2048</td>
</tr>
<tr>
<td>Sample rate</td>
<td>6 hours</td>
</tr>
<tr>
<td>Data assimilation</td>
<td>none</td>
</tr>
<tr>
<td>System</td>
<td>Lorenz ’63</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>2048</td>
</tr>
<tr>
<td>$N$</td>
<td>2048</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>64</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>PDA</td>
</tr>
<tr>
<td>Assimilation window</td>
<td>1.6 days</td>
</tr>
<tr>
<td>PDA stopping criterion</td>
<td>0.00001</td>
</tr>
<tr>
<td>Sample rate</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.4: Details of experiment 5.A
<table>
<thead>
<tr>
<th>System</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Perfect</td>
</tr>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Sample rate</td>
<td>5</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>2048</td>
</tr>
<tr>
<td>$N$</td>
<td>2048</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>64</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.5: Details of experiment 6.A

<table>
<thead>
<tr>
<th>System</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Sample rate</td>
<td>5</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1024</td>
</tr>
<tr>
<td>$N$</td>
<td>1024</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>64</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.6: Details of experiment 6.B
Table B.7: Details of experiment 7.A

<table>
<thead>
<tr>
<th>System</th>
<th>Duffing map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise model</td>
<td>3 ( \sigma ) trimmed Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>( N_{tr} )</td>
<td>1024</td>
</tr>
<tr>
<td>( N )</td>
<td>1024</td>
</tr>
<tr>
<td>PDA stopping criterion</td>
<td>0.0001</td>
</tr>
<tr>
<td>Sample rate</td>
<td>2</td>
</tr>
</tbody>
</table>

Table B.8: Initial conditions for the system trajectory in experiment 7.B shown in figure 7.2 and 7.3.

\[
\begin{array}{c|c}
 x & 0.9614 \\
 y & 0.5235 \\
 X & 0.9292 \\
 Y & -0.4947 \\
 Z & 0.0079 \\
\end{array}
\]

Table B.9: Details of experiment 7.B

<table>
<thead>
<tr>
<th>System</th>
<th>PST system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>10 percent</td>
</tr>
<tr>
<td>( N )</td>
<td>1024</td>
</tr>
<tr>
<td>Number of PDA iterations</td>
<td>100</td>
</tr>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Sample rate</td>
<td>10</td>
</tr>
<tr>
<td>System</td>
<td>Duffing map</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>25 percent</td>
</tr>
<tr>
<td>( N )</td>
<td>1024</td>
</tr>
<tr>
<td>Number of PDA iterations</td>
<td>100</td>
</tr>
<tr>
<td>Sample rate</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.10: Details of experiment 7.C

<table>
<thead>
<tr>
<th>System</th>
<th>Henon Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>1 percent</td>
</tr>
<tr>
<td>( N_{tr} )</td>
<td>512</td>
</tr>
<tr>
<td>( N )</td>
<td>512</td>
</tr>
<tr>
<td>Sample rate</td>
<td>1</td>
</tr>
<tr>
<td>Ensemble scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>64</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.11: Details of experiment 8.A
<table>
<thead>
<tr>
<th>System</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Model</td>
</tr>
<tr>
<td>Noise model</td>
<td>Noise model</td>
</tr>
<tr>
<td>Noise level</td>
<td>Noise level</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>$N_{tr}$</td>
</tr>
<tr>
<td>$N$</td>
<td>$N$</td>
</tr>
<tr>
<td>Step size</td>
<td>Step size</td>
</tr>
<tr>
<td>Sample rate</td>
<td>Sample rate</td>
</tr>
<tr>
<td>Ensemble scheme</td>
<td>Ensemble scheme</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>Ensemble size</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>Data assimilation scheme</td>
</tr>
</tbody>
</table>

Table B.12: Details of experiment 8.B

<table>
<thead>
<tr>
<th>System</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Model</td>
</tr>
<tr>
<td>Noise model</td>
<td>Noise model</td>
</tr>
<tr>
<td>Noise level</td>
<td>Noise level</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>$N_{tr}$</td>
</tr>
<tr>
<td>$N$</td>
<td>$N$</td>
</tr>
<tr>
<td>Step size</td>
<td>Step size</td>
</tr>
<tr>
<td>Sample rate</td>
<td>Sample rate</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>Ensemble size</td>
</tr>
<tr>
<td>Mismatch limit</td>
<td>Mismatch limit</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>Data assimilation scheme</td>
</tr>
</tbody>
</table>

Table B.13: Details of experiment 8.C
<table>
<thead>
<tr>
<th>System</th>
<th>Moore-Spiegel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>5 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1024</td>
</tr>
<tr>
<td>N</td>
<td>1024</td>
</tr>
<tr>
<td>Step size</td>
<td>0.01</td>
</tr>
<tr>
<td>Sample rate</td>
<td>5</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>64</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.14: Details of experiment 8.D

<table>
<thead>
<tr>
<th>System</th>
<th>Ikeda Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Ikeda imperfect with $c = 8$</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>1 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1024</td>
</tr>
<tr>
<td>N</td>
<td>1024</td>
</tr>
<tr>
<td>Sample rate</td>
<td>1</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>1024</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.15: Details of experiment 8.E
<table>
<thead>
<tr>
<th>System</th>
<th>Henon Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Henon imperfect with $c = 12$</td>
</tr>
<tr>
<td>Noise model</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Noise level</td>
<td>1 percent</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1024</td>
</tr>
<tr>
<td>$N$</td>
<td>1024</td>
</tr>
<tr>
<td>Sample rate</td>
<td>1</td>
</tr>
<tr>
<td>Ensemble formation scheme</td>
<td>Inverse noise</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>1024</td>
</tr>
<tr>
<td>Data assimilation scheme</td>
<td>None</td>
</tr>
</tbody>
</table>

Table B.16: Details of experiment 8.F
Appendix C

Details of Logarithmic Spiral

C.1 Logarithmic Spiral

A logarithmic-spiral can be described by the equations

\[
\begin{align*}
x(t) &= ae^{bt} \sin(\theta) \\
y(t) &= ae^{bt} \cos(\theta)
\end{align*}
\]  \hspace{1cm} (C.1)

where \( a, b \) and \( \theta \) are parameters that govern its behaviour. A set of 16 point forecasts \( x_1, ..., x_{16} \) and corresponding verifications \( y_1, ..., y_{16} \) are derived from a logarithmic-spiral with parameters \( a = 1 \) and \( b = \frac{\pi}{18} \), sampling on the range \( \theta \in (-16\pi + \frac{\pi}{4}, 7\pi - \frac{\pi}{4}) \) at intervals of \( \frac{3\pi}{2} \).
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