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Abstract

This thesis consists of three chapters, which are works during my
PhD study. In the first two chapters, I investigate the estimation of
nonparametric and semiparametric econometric models widely used
in empirical studies when the data is mismeasured. In the last chap-
ter, my attention moves to the estimation of the effects of the social

interactions.

In Chapter 1, I study the estimation of the nonparametric additive
model in the presence of a mismeasured covariate. In such a situa-
tion, the conventional method may cause severe bias. Therefore, I
propose a new estimator. The estimation procedure is divided into
two stages. In the first stage, to adept to the additive structure, I use a
series method. And to deal with the ill-posedness brought by the mis-
measurement, I introduce a ridge parameter. The convergence rate is
then derived for the first stage estimator. For the distributional results
required for inference, based on the first stage estimator, I implement
the one-step back-fitting with a deconvolution kernel. Asymptotic
normality is derived for the second stage estimator.

Chapter 2 investigates the sharp regression-discontinuity (SRD)
design when there is a continuously distributed measurement error
in the running variable. In such a situation, the discontinuity at the
cut-off disappear completely, and using the conventional SRD method
cause severe bias. To overcome this, I develop a new estimator of the
average treatment effect at the cut-off. Two separate cases character-
ized by the observability of the treatment status are considered. In

the case of observed treatment status, the proposed estimator is the
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difference between the deconvolution local linear estimators based on
treated and control groups. In the case of unobserved treatment status,
the observed running variable cannot be used to divide the sample
due to the presence of measurement errors. So, the one-sided kernel
functions are implemented, and an additional ridging parameter is
introduced for regularization. Asymptotic properties of proposed

estimators are derived for both cases.

Chapter 3 develops a new method to estimate the spillover effects

using the factor structure of the variables generating the spillovers.

Specifically, we find that such a factor structure implies constraints
on the spillovers, which can be utilized to improve the performance
of the existing estimator, like LASSO, by adding the factor-induced

constraints. The L, error bound is derived for the proposed estimator.

Compared with the unconstrained case, the proposed estimator is
more accurate in the sense that it has approximately sharper error

bound. Simulation results demonstrate our findings.
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Chapter 1

Nonparametric Estimation of Additive

Model with Errors-in-Variables

1.1 Introduction

This chapter investigates the nonparametric estimation of the additive model with a

mismeasured covariate as follows.

Y:y—i—g(X*)+m1(Zl)+"~+mD(ZD)+U, (1.1.1)

where Y is a response variable, Z = (Z1,...,Zp) are observable covariates, U is an
error term, and X* is an error-free but unobservable covariate. Instead of X*, we

observe a mismeasured covariate
X =X"+e¢, (1.1.2)

where € is a measurement error. As in the literature of nonparametric deconvolution
methods!, we assume that € is independent from X*, i.e. € is a classical measurement
error, and the density of € is known to the researcher. We wish to estimate the un-
known functions g, mj, ..., mp and intercept y by the observables (Y, X, Z).

1See Meister (2009) for the review.
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If X* is observable, it is a standard nonparametric additive model with the identity
link function, which has been well studied in the literature; see, e.g., Stone (1985),
Stone (1986), Buja et al. (1989), Linton and Nielsen (1995), Linton and Héardle (1996),
Opsomer and Ruppert (1997), Fan et al. (1998), Opsomer (2000), and Horowitz and
Mammen (2004). However, when X* is mismeasured, these conventional estimators
are in general inconsistent. To the best of our knowledge, there has not been any esti-
mation method for the nonparametric additive model in the presence of measurement

errors in covariates.

In this chapter, we develop a nonparametric estimator for the unknown functions
g,my, ..., mp and intercept u by extending the two-stage approach of Horowitz and
Mammen (2004) to deal with the measurement error based on the deconvolution
technique. In the first stage, Horowitz and Mammen (2004) estimated the unknown
functions by a series approximation method. In the presence of measurement error, the
coefficients in the series approximation are estimated by the ridge-based regularized
estimator as in Hall and Meister (2007). In the second stage, Horowitz and Mammen
(2004) implemented the one-step backfitting based on local linear regression to achieve
asymptotic normality of the estimator. In our case, this stage is implemented by non-

parametric deconvolution kernel regression.

There are extensive literature on nonparametric estimation of additive models; see
the papers cited above. This chapter contributes to this literature by extending the
model and estimation method to the errors-in-variables case. This chapter also con-
tributes to the literature of nonparametric deconvolution methods for measurement
error models. In particular, we employ the ridge-based regularization method by Hall
and Meister (2007) to estimate moments involving error-free unobservable covatiates.
Also for the second stage backfitting, we apply the nonparametric deconvolution
kernel regression; see, e.g., Stefanski and Carroll (1990), Carroll and Hall (1988), Fan
(1991a), Fan (1991b), Fan and Masry (1992), Fan and Truong (1993), Delaigle et al.
(2008), and Hall and Lahiri (2008).

This chapter is organized as follows. Section 1.2 introduces the basic setup and
develops our two-stage estimator. Section 1.3 presents main results. In Section 1.3.1, we

derive the convergence rate of the first stage estimator. In Section 1.3.2, we establish the
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limiting distribution of the second stage estimator. Section 1.4 concludes the chapter.

All proofs are contained in Section 1.5.

1.2 Setup and Estimators

Before presenting our estimator, we first show that the functions g, m;, ..., mp and in-
tercept p can be identified from the observables (Y, X, Z). In this chapter, we consider
the following setup.

Assumption 1.
(1) e is independent of (X*,Z,U).

(2) The distribution of (e, X*,Z) is absolutely continuous with respect to the Lebesgue
measure.

(3) fe is known.

(4) fx+ 7 is bounded away from zero on T x [—1,1]P, where T is a known compact subset of

the support of X* and [—1,1] is the support of Z; ford =1,...,D.
(5) E[U|X*,Z] =0.

(6) g,my,..., mp are normalized as

/8(w)dw=/1m1(w)dw= Z/lmp(w)dwzo.
z —1

-1

Assumption 1 (1) claims that the measurement error discussed in this chapter is
classical. Assumption 1 (2) is to guarantee the existence of densities on which the
following discussions rely. Assumption 1 (3) is commonly made in the literature of
nonparametric estimation with a measurement error, and it can be relaxed by using
the auxiliary information such as the repeated measurements, but we will focus on the
known error distribution case in this chapter to keep things simple. Assumption 1 (5)
and (6) are the normalization for the identification purpose, which are standard in the

estimation of nonparametric additive model; see, e.g., Horowitz and Mammen (2004).
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Assumption 1 (4) requires all the covariates to be continuously distributed on their
support. Since we estimate infinite dimensional objects, it is necessary to work with
continuous variables. As in Horowitz and Mammen (2004), we assume that observable
covariates Z are supported on [—1,1]P. This is an innocuous assumption because we
can always carry out some invertible transformation to achieve this and work with
the transformed variables. However, this argument fails when X* is unobservable.
Indeed, such a transformation does not preserve the additive structure in (1.1.2) except
when it is linear. Thus, even though the distribution of € is known, it is difficult to
recover the distribution of X* from the transformation of X through deconvolution.
Given these considerations, we do not impose any condition on the support of X, X*,
and €, but focus on the estimation of the function g over some known compact set Z of
interest. It is assumed that the density of X* is bounded away from zero on 7 so that

the conditional expectation function is well defined.

Under this assumption, all unknown objects in the model (1.1.1) are identified, and

this result is summarized in Theorem 1 as follows.

Theorem 1. Under Assumption 1, u, g, and my, . .., mp are identified.

This theorem follows by an application of the marginal integration argument for
the nonparametric additive model combined with the identification of the joint density
of (Y, X*,Z) based on the deconvolution technique. Details of the proof are left to
Section 1.5.

We now introduce our estimation strategy. For the expository purpose, we ten-
tatively assume that the error-free covariate X* is observed. To estimate y, m; over
[—1,1], and g over the subset Z under the normalization in (??), the first stage estima-

tion of Horowitz and Mammen (2004) is implemented by minimizing

D «x 2

HXr ey [Vi—pu— Y pe(X0)00 — Y Y a(Zaj)og | (1.2.1)
=1 k=1 d—1k=1

J

with respect to 6 = (y,@?,. . .,62,9},...,0%,. . .,91D,. ..,0P), where I{-} is the indi-
cator function, {p;};>, and {g;};>, are basis functions supported on 7 and [-1,1],
respectively, and « is a tunning parameter characterizing the accuracy of the series
approximation. The trimming term ]I{X]* € 7} appears because we are interested in
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estimating g over 7.

If X* is mismeasured, this method is obviously infeasible because X* is unobserv-
able. Also the least square estimation for the above criterion by replacing X7 with
observable X; would yield inconsistent estimates in general. In fact, implementing the
least square estimation for (1.2.1) by ignoring the measurement error cannot provide
the coefficients to construct the estimator of the unknown functions g, m, ..., mp, but

a weighted version of them, where the weight is the conditional density fx«|x z-

To estimate 0 in (1.2.1), we consider the population counterpart of (1.2.1), that is
E[I{X* € T}Y?] + 6'E[P.P.]6 — 2E[YP/]6,

where Py = (po(X*), p1(X*), ..., px(X*),q01(Z1), ..., q0¢(Z1), - .., q01(ZD), . . ., qox(ZD))’
with po(X*) = I{X* € I} and qu(Z4) = po(X*)qx(Zy) fork = 1,...,x and d =
1,...,D. Thus, once we have estimators for E[P,P] and E[YP.], denoted by E[P,P]
and E[YP/] respectively, # can be estimated by

0 = (Re E[PcP.]) Re E[YP]], (1.2.2)

where Re {-} denotes the real part of a complex-valued matrix or vector, and the
inverse here may be the Moore-Penrose inverse. Based on this, the first stage estimators
of gand my ford =1, ..., D are separately given by

Z xNOY, g(za) = Y ai(za)6f- (1.2.3)
k=1 =1

To implement the estimator in (1.2.3) based on (1.2.2), we need to estimate the ex-
pectations E[PP/] and E[YP,]. Any moments that do not involve X* can be estimated
by the method of moments. For the moments depending on X*, we need to employ a
deconvolution technique. For example, consider E[Ypy(X*)] that appears in E[Y P;].

To prepare for the discussion, we introduce the following notations. Let ||f]]2 =
([1f(w lzdw)l/z be the Lo,-norm of a functionf :R—C, Ly(R) = {f : [|fll2 < o0}
be the Ly-space, and (f1, f2) = [ fi(w) fo(w)dw be the inner product in Ly(R), where
¢ denotes the complex conjugate of ¢ € C. Also leti = +/—Tand fft(t) = [ f(x)e!**dx



Nonparametric Estimation of Additive Model with Errors-in-Variables 6

be the Fourier transform of f. By the Plancherel’s isometry (see Lemma 1 (1) in Section

1.5.2), this moment is written as

ENp(X)] = (mfx, pi)
= o (Imfelf pf)

_ 1 ix PR (1)
_ 27T/E[Ye eyt

where m(x*) = E[Y|X* = x*|, the last equality follows by the law of iterated expecta-

tions and independence of € and (Y, X*). A naive estimator of this moment may be
itX;
]

given by replacing E[Ye!*X] by its sample analogue n ! 2;7:1 Y;e" . However, it is well
known that this estimator is not well-behaved due to the fact that ff(t) — 0 as |t| — co.
Intuitively, the estimation error of the sample analogue can be exceptionally amplified
in tails, so that the integration transformation is not continuous. Regularization is
always required in such a situation. Here we employ the ridge approach in Hall and

Meister (2007) and suggest to estimate E[Yp(X*)] by

3 * 1 L& x| RO DI
Ol o | (5]; e X) ROty

where r > 0 is a tunning parameter to control the smoothness of the integrand and n ¢
with { > 0is a ridge term to keep the denominator away from zero. Similarly, the mo-
ments E[pr(X*)q0/(Z4)] and E[px(X*)p;(X*)] appearing in E[PP;] can be estimated

by

n . ft@_ o) £RE( g\ | £RE1) |7
tnc el = g | (3 Bt ) PR

no. fr(_ 4\ fft_ ft (1) |7
Bl (X)) = (%j)_:leuxf) s OO,

By applying these estimators to each element in (1.2.2), we can implement the first

stage estimator (1.2.3).

To conduct statistical inference, we construct the second stage estimator. If X* is
observable, we can implement the one-step backfitting as in Horowitz and Mammen

(2004). The second stage estimator of g is given by the nonparametric kernel or local
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polynomial fitting from the residuals Y; — 1 — Y2 g ( Z;;) by the first stage estimates
on the covariate X;. When X" is mismeasured and unobservable, we modify this
second stage estimation by applying the deconvolution kernel regression. In particular,
let

1 [ K (th

be the deconvolution kernel, where K is a kernel function and # is the bandwidth. The
second stage estimator of g, denoted as g, is defined as

~(x*) _ 27:1 ]Kh(x* - X]) [Y] - :ﬁ - ZE:l md(zd,j)}
§ K — X))

The second stage estimator of m;, however, cannot be a direct practice of the
deconvolution kernel regression because the unobservable X* now shows up in the
dependent variable Y; — fI — g(X]*) -yh g Mgy <Zd/,]') instead of the covariate in a
non-linear way. One immediate thought could be to first estimate g(x*) + m;(zy)
by the deconvolution kernel regression of Y; — fi — Y5 2T (Zaj) on (X]*, Z4,;) then
deduct ¢(x*). This, however, would make the estimator of m,; depend on the choice
of x*, which is unpleasant in practice. Alternatively, we consider the standard kernel
regression of Y; — I — Zg#d iy (Zy ;) on Zg ; and deduct the estimator of E[g(X*)|Z,].
The later is a conditional moment of a function of the mismeasured covariate, and can
be estimated based on estimates of ¢ and the joint density of X* and Z;. For the joint
density of X* and Z;, we use the deconvolution density estimator. For the unknown
function g, it is natural to consider its first stage estimator ¢. However, it is worthy to
note that §(x*) is a valid estimator of ¢(x*) only when x* € Z, which is also reflected
by the choice of the series in the first stage. This insight implies that the second stage

estimation of m; should be conditional on X* € Z. In particular, we have

md(zd) = E|:Y —U —g(X*) — Z md/(Zd/)|Zd = zd,X* € .Z]
d'#d

_ fI E [Y — U - g(X*) — Zd’;ﬁd md/(Zd/)]Zd = Z4, X* = x*}fzd,x* (Zd/ x*)dx*
fIde,X* (Zd/ x*)dx*

4
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which suggests the following second stage estimator of m,.

Y Jr Kn(x* = X)) [V — = §(x*) — Larra it (Zr j) |4 Ky (24 — Za )
i Jr K (x* — X;)dx*Ky(zq — Zy )

g(zq) =

1.3 Asymptotic Properties

1.3.1 First Stage Estimator

We now study the asymptotic properties of the first stage estimator in (1.2.3). Let
|A|| = [trace(AtA)]'/? be the Frobenius norm of a complex matrix A, and A' be
A’s conjugate transpose. Let Amax(A) and Anpin(A) separately denote the largest
and the smallest eigenvalue of a Hermitian positive semi-definite matrix A. Let
Fue = {f € La(R) : [|fH(#)]?(1 + |t|?)*dt < c} denote the Sobolev class of order
«>0andc >0 2. Let &y be the Kronecker delta, which equals to 0 if k # k’ and
equals to 1if k = k’. Based on these notations, we impose the following assumptions.

Assumption 2.
(1) {Y], X]', Zj};lzl is 1.1.d.
(2) E[Y?|X*,Z] < c0.

@) fX*’ fX*|Zd:Zd’ fX*|Zd:Zerd/:Zd/ ’ E[Y’X*]fX*/ E[Y’X* = Zd = Zd]fX*|Zd=Zd belong
to fa,csobfor alld,d" =1,...,Dand zy,zy € [—1, 1]_

(4) {pr}i, is a series of basis functions on I such that [; py(w)dw = 0 for all k and
7 pr(w) pro(w)dw = Sy g for all k, k'.

(5) {qi}32, is a series of basis functions on [—1,1] such that f_11 gr(w)dw = 0 for all k and
Y, qe(w) g (w)dw = Sy for all k, K.

(6) Amin(E[PcPL]) > A > 0 forall x.

2Even though it looks somewhat different, the Sobolev condition imposed here is essentially equivalent
to the one used in (2.30) of Melster (2009), which using our notations requires [ | ff(#)[?|t|** < c.
First, it is easy to see [ [ff(#)|?(1 + |t[*)* < c implies [ |ff(t)[?|t|** < c. For the other direction,
we have [ |ff(£)2(1 + [t|?)%dt < 2% [l |FRe(E) [2dt + 2% [ |ffe(8)[2[¢[24dt < ¢, where the first
inequality follows by 2*|¢>* > (1 + |t|?)* < |t| > 1 and the second inequality follows by f € Ly(R)
and (2.30) of Meister (2009).
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(7) SUP (g yez  [ro 1P 2)]| = O(1/2) as k= co.

(8) There exists 6g = (po,60,65, - . .,08) such that

sup |g(x") = PLo(x*)06| = O(x2),

x*el

sup | ma(za) = Ply(z)68| = O(x7),
ZdG[—l,l]

where Po(x*) = (p1(x”), ..., px(x*)) and Py a(zq) = (q1(2a), - - -, 4x(2za)) for d =
1,...,D.

Assumption 2 (3) is the Sobolev condition for various densities and regression
functions, which is about the smoothness of the underlying objects, and is imposed to
control the size of the bias terms in the estimation. Assumption 2 (4) and (5) contain
the conditions about the basis functions {p;}> ; and {gi} ;- ;. Similar conditions are
adopted by Horowitz and Mammen (2004) for the first-stage estimator with observed
X*. Assumption 2 (6)-(8) are commonly used assumptions for series-based estimation,
e.g. Assumption 2 and 3 of Newey (1997).

It is known in the literature that the rate of convergence of a deconvolution-based
estimator depends on the smoothness of the error density. Intuitively, since the
deconvolution-based estimators always have an error characteristic function in the
denominator, the estimation error in the numerator would be greatly amplified in
both tails where the error characteristic function is close to zero. Since the smoother
the error density corresponds to an error characteristic function decays to zero faster
in tails, the smoother the error distribution is, the slower the convergence rate of the
estimator will be. Therefore, for the measurement error density f., we consider the
two categories that are commonly employed in the deconvolution literature in the
following discussion.

fe is said to be ordinary smooth of order B, if there exist some constants cos1 >
Cos,0 > 0 and B > 0 such that

Cos,0(1+ |t|)_ﬁ < |f£t(t)| < Cosa(1+ |t‘|)_/S forall t € R.
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fe is said to be supersmooth of order f, if there exist some constants cgs1 > cgs5,0 > 0,
Bo > 0, and B > 0 such that

cssloexp(—160|t]/3) < |f£t(t)\ < Cgs1 exp(—ﬁ0|t|/3) forall t € R.

In particular, the characteristic function of an ordinary smooth error distribution
decays at a polynomial rate, while the characteristic function of a supersmooth er-
ror distribution decays at an exponential rate. Typical examples of ordinary smooth
densities are the Laplace and gamma densities, and typical examples of supersmooth
densities are the normal and Cauchy densities. To facilitate the discussion of the
convergence rate of the first stage estimator, we impose the following assumptions to

specify the smoothness of the error distribution.
Assumption 3. f. is ordinary smooth of order p > 1/2.
Assumption 4. f. is supersmooth of order f > 0.
Under these assumptions, the convergence rate of the first-stage estimator is pre-
sented as follows.
Theorem 2. Suppose that Assumption 1 and 2 hold true.

(1) Under Assumption 3, we have

A £ 1 14
16 — 60| = Op (Kn€+2ﬁ 2 4 xin P -I—K_z) .

(2) Under Assumption 4, we have

o

16 — 60|l = O, (K%aogn)‘ﬁ + K*Z) .

Theorem 3. Suppose that Assumption 1 and 2 hold true.

(1) Under Assumption 3, we have

£ 1 _ag
sup [§(+') = ()] = O (b 5d o F et
x*el
L1 _ag
sup |1g(zq) — ma(zq)| = Op <K§n6+2ﬁ b n +K_%) ’
Zde[_lll]
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ford=1,...,D.

(2) Under Assumption 4, we have

14

sup [3(x*) — g(x*)| = Oy (x(logm) F +x73),

x*el

sup |g(zq) — ma(zq)| = Op (K(logn)_% + K*%) ,
ZdE[fl,l]

ford=1,...,D.

1.3.2 Second Stage Estimator

For the distributional results of the second stage estimator ¢, we impose further as-
sumptions as follows.
Assumption 5.

(1) fx~ is twice continuously differentiable, || fx|lco < 00, and g is three times continuously
differentiable.

(2) sup, E[|U|*"|X = x] < oo for some constant 1 > 0.

KH]| oo < o0, |[KH||os < co.

(3) [wK(w)dw =0, [ w?K(w)dw < oo,
(4) h—0asn— oo.

Assumption 5 states the regularity conditions used to derive the asymptotic distri-
bution of 11. Assumption 5 (1) is the smoothness condition about the density fx+ and
the regression function g, which is used for the bias reduction in the proof. Assump-
tion 5 (2) is the common assumption used for the Lyapunov central limit theorem.
Assumption 5 (3) requires the kernel function K to be symmetric and the second-order
moment to exist, which is also commonly used for the bias reduction in the nonpara-

metric estimation problem.

Assumption 6.
(1) E[|g(X*)+U — g(x*) |2|X = x| as a function of x is continuous for any x* € Z.

2) Iff o < o0, |s|P|fE(s)| — ce, and |s|FH1| f' (s)| — Bee for some constant cc > 0 as
|s| — oo.
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3) [|s|P[|K™(s)| + ]Kft/(s)Hds < oo, [ |s\2ﬁ‘Kft(s)‘2ds < oo,
(4) nh?P*+1 = 0o as n — 0.

Assumption 6 (1) is a technical assumption, which would be satisfied if all densities
are continuous. Assumption 6 (2) is commonly used in the deconvolution problem
with an ordinary smooth error. It goes further than Assumption 3, as Assumption 6
(2) characterizes the exact limit, not the upper and lower bounds, of the error charac-
teristic function and its derivative in tails. Assumption 6 (3) requires the smoothness
of the kernel function K to be adapt to that of the measurement error. Assumption 6
(4) requires the bandwith & to decay to zero no faster than n_ﬁ, which is due to the
large variance brought by the measurement error.

Assumption 7.
(1) K is supported on [—1,1].
(2) nhe=2P"P 5 00 as n — oo,
(3) E|Gyu1|*nZih 2z e=2P0h " — 00 as n — oo, where Gy ,, 1 is defined as in Section 1.5.1.

Rather than adapting smoothness of the kernel function to the smoothness of mea-
surement error density as in the ordinary smoothness case, Assumption 7 (1) directly
assumes the kernel function K is infinite order smooth. Assumption 7 (2) requires
the bandwidth / to decay at most in a logarithm rate, which is due to the fact that
the error characteristic function in the denominator decays in an exponential rate
and is commonly observed in the deconvolution problem with a supersmooth error.
Assumption 7 (3) is a technical assumption used to verify the Lyapunov condition
(see the proof of Theorem 4 for details), and more primitive conditions, like Condition
3.1 of Fan and Masry (1992), could certainly be imposed here. To keep the simplest
notations, following Delaigle et al. (2009), we stick to the current version throughout

this chapter.

Theorem 4. Suppose that Assumption 1, 2, and 5 hold true.

(1) Under Assumption 3 and 6, we have

§7) = g(x") — Bins {3()} 4 (o )
Varlg(e)] ’
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(2) Under Assumption 4 and 7, we have

§(x') —g(x") — Biss {F(x")} a4 g 4y,
Var[g(x*)] ’

To conduct statistical inference, the variance of ¢ should be estimated. To this end,
we just need to estimate E|Gy ,, 1 |> where G1,n,1 is defined in the proof of Theorem 4, for
which we can consider % Z;?:l Gi,n,j and substitute the y, my, ..., mp, and g by their
corresponding estimators.

1.4 Conclusion

In this chapter, we develop a new estimator for the nonparametric additive model
in the presence of the mismeasured covariate. The estimation procedure is divided
into two stages. In the first stage, to adept to the additive structure, we use a series
method, together with a ridge approach to deal with the ill-posedness brought by
the mismeasurement. Convergence rate for the first stage estimator is derived. To
establish the limiting distribution, we consider the second stage estimator obtained by
the one-step backfitting with a deconvolution kernel based on the first stage estimator.
The asymptotic normality of the regression function corresponding to the mismea-
sured covariate is derived.

Further research is needed to explore the asymptotic normality of the proposed
second stage estimator for the regression function corresponding to the accurately
measured covariates, and the extensions to the case of multiple mismeasured covari-
ates, non-identity link function, and the case when the error distribution is unknown

but auxiliary information such as the repeated measurements are available.
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1.5 Appendix

1.5.1 Proofs of Main Results
Proof of Theorem 1: Let z = (z1,...,2p), z_4 = (21,--.,24-1,2441,-- -, 2D), A(Z) be

the length of the set Z, and {/t,X,Z (v, 2)(t) = [ frxz(y, x, z)e*dx. By Assumption 1
and Lemma 1(2), we have

dt.

L[ nal )0

frxez(y,x*,z) = = 0

27
Since the joint density fy x- 7 is identified, the conditional mean E[Y|X*, Z] is also
identified. Therefore, by Assumption 1, u, g, my, ..., mp are identified as

u = 27PA@ / E[Y|X* = x*,Z = z]dx"dz,
(x*,z)€L x [-1,1]P

g(x*) = 2D / E[Y|X* =x",Z =z]dz — y,

[-1,1]P
my(zg) = 27(P7D / EY|X*=x",Z=2z]dz_;—pn—g(x"),
[~1,1]P-1
ford =1,...,D. Thus, the conclusion is obtained. [

Proof of Theorem 2: Let M, = ReE[PP.], Cx = ReE[YP!], M, = E[P.P!], Cx =
E[P.Y], 0" = M !Cx, and r, = E[Y|X*, Z] — P.8,. First, we have

10 —6%|> = [IM'Cx — MGl
= || M (G — C) + M N (M, — M) 0¥ |2
< 2N NGy — Co P + 2| | M (M — ML) 6% ||?
< 2 max (M) {[[Cc = Gl + | M — Mic|[*[[67 )1},

where the first inequality follows by the Jensen’s inequality, and the second inequality
follows by Amax(A) = sup5_; 6'Ad and Amax(A’A) < | A|%.
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Note | My — M|* < ||E[PcP!] — M]||? and ||Cx — Ci||> < ||E[PcY] — Cx||* Then,
the orders of || My — M||? and ||C — Cx||? follows by Lemma 4 in Section 1.5.2. We
also note that Amax (M 2) = A2 (M), and Apin(A) = inf|5=1 ' Ad. Thus, the upper

N min
bound of Amax (M, ?) follows by
H §|I|If1 8’ M6 > || }ﬁlfl 8 (M — My)é + Amin(My),
1 2 ” 2 P
(|§ﬁ1f1(5 (ML — MK)5> < ||V — Mi|? B0,

and Amin(Myx) > A > 0. Moreover, we note C, = E[P<E[Y|X¥, Z]| and

6% CeM, *Cx
Amax (M HCEMC,
ATE[E[YIXF, Z)?]

o0

AN CIN N

4

where the first inequality follows by the property of the maximum eigenvalue, and
the second inequality follows by Theorem 1 of Tripathi (1999) and the last inequality is
due to the fact that g, my, - - - , mp are all bounded and are supported on Z and [—1, 1]
respectively. Combining these results, we have
2 20+5-1 208 .
16— 6| = Op | xkn™ " F ~+xn P ), under Assumption 3
Op (K(log n)7%> , under Assumption 4

Since 6* = 0y + M, ' E[Pcri], we have

16* — 6] E[P}r¢] My 2E[Pery]
Amax (M V) E[PLri] M YE[Pery]
AT'E[rg]

O(x™),

IAINA

where the last equality follows by Assumption 2 (8). Therefore, the convergence rate
of || — 6y|| follows by the triangle inequality. [
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Proof of Theorem 3: Let § = (ﬁ, 60,61, ..., 6P ), where 0 is the vector of estimated
coefficients corresponding to P, o, and 8 is the vector of estimated coefficients cor-
responding to P4 ford = 1,...,D. Let roo(x*) = g(x*) — P, 60 and rycm,(2z4) =
my(zg) — Példﬁg.

Note sup,. e | Peo (X)) | < sup (e 1)o7 « —1,10 |1 Pe(x™, 2)[[, sup, e_q 1) | Pea(za) | <
Sup(x*,z)eIx [-1,1)P HPK(X*,Z)H, ||90 - 98” < ||9 - 90“/ and ||9d - 93” < ||9 - 90” for
d=1,...,D. Then, for the uniform convergence rate of ¢, we have

sup |¢(x") — g(x™)

x*el

< sup | Peo(x*) (0% — 60)| + sup |reo(x")]
x*el x*el

< sup || P (x*)[[[16° — 65| + O(x2)
x*el

3 441 s 3 .
Op(x2n” "2 2+xn F +x 2|, under Assumption 3

4

Op (K(log n)_% + K’%> , under Assumption 4

where the last inequality is obtained by using the Cauchy-Schwartz inequality and
Assumption 2 (8), and the last equality follows by Assumption 2 (7) and Theorem 2.
Similarly, the uniform convergence rate of 7iz; ford = 1,..., D follows by

sup ] ‘md(zd) - md(zd)‘

Zde[*l,l

< sup [Pea(za) (07 = 0§) |+ sup [rim(za)]
ZdE[—l,l] Zde[—].,l]

< sup |[|Pealza)[I[|107 - 6511] +O(x?)
Zdé[—l,l]

7

3 45— _% 3 .
Op (x2n” "2 2 +xn P +x 2], under Assumption 3
Oy (K(log n)_% + K_%> , under Assumption 4

where the last inequality is obtained by using the Cauchy-Schwartz inequality and
Assumption 2 (8), and the last equality follows by Assumption 2 (7) and Theorem 2.
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Proof of Theorem 4: To simplify notations, we intentionally suppress the depen-
dence on x* in the following discussion, at which the function g is valued. Let
a = fx-(x*) [ K(w)dw. Also, let A, = 1 -1 Ky (x* — Xj) and B, = %27:1 K (x* —
Xj) [Y] —p-Y2, ﬁzd(Zd,j)} ,then § = %. Also, we note

SIH

n
-5

Where Gn,]- e Gl,l’l,j + G2,1’l,j + G3/n/j + G4,1’1,]' and

1 it —x) K (th) D «
Gl,n,j = % e ( ]) ft(t) [Y] — ]/l — dgl md(Zd,]') — g(x )]dt,

A;l —ail —it(x*— Kt th D *
G2,n,j:g/€ £ ) ( )[ j—y—Zmd(Zd,]-)—g(x )]dt,

fo(t )
1 it —x) K (th) =
— > e ( ]) gt(t) [ —+ Z mgy Zd] ; mgy Zd] :|

Al —a! it — Kfth . .
Gapnj = g/‘f 1= Xj) ((t)) [Pl + Z my(Zg;) — i — Z md(zd,j)}dt-
i=1

The rest of the proof is then divided into three steps.

Step 1:

" Gy,i—nE[G
Yi—1Ginj [G1,n1] i)N(O,l) (1.5.1)
nVar|Gy 1]

By Lyapunov central limit theorem, for (1.5.1), it is suffice to show

247
lim E|Grn] —0, (1.5.2)

n— 00 /2 [E|G1,n,1 |2} (2+1)/2

for some constant 77 > 0.
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Let pigoip(x) = E[|g(X*) + U — g(x*)|*"|X = x]fx(x) for the constant 1 > 0.
Then using the law of iterated expectation, we can write E|Gy ;1 ‘2+;7 as

2+1

E[Gun[" = [

X

o ft
1 /e—lt(x —x)K (th)dt

2ma Tt (t) Mgy (x)dx. (1.5.3)
t

If 7 > 0, we have

n
24y h (B g1 [ K" (th)]
E|G <———— | h dt
Gl = Gy 7E®)]
2
h2h+1 e KEE(th) (1.5.4)
X = / /e it(x*—x) 0 dt| pgqy(x)dx
x|t
—-0 (h—(ﬁ+1)(17+2)+1) )
where the equality follows by Lemma 5 and Lemma 7. If # = 0, we have
(2p+1) [ 7,2p+1 f ?
2 WP [ gt it ) KIE(ER)
E‘Gl,l’l,l = p P / /e it(x*—x) eft(t) dt ]/lgl2+;7(X)dx
x (1.5.5)

@B+ (x*
_ Ha(x )/|5|2ﬁ‘1<ft(s)‘2ds (1+0p(1)),

2.2
27accs

where the second equality follows by Lemma 7. Thus, (1.5.4) and (1.5.5) together imply
that (1.5.1) hold true if nh — co as n — oo.

Step 2:

Y1 Gapnj—nE[Gs il 2y

1.5.6
nVar|Gy ;1] ( )

For the numerator, we note

]

< 2
Gsnj — nE[Gsn1] = Op ( nE|Gz 1| ) , (1.5.7)
=1
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and
2 D
E|Ga il :/ ‘pH—Zmd Zi1) — Z i(Z1) ‘ X =x
. t
x / gt & (th)dt Fx(x) dx
/ 0
D 2
< (Iﬁ—u|+ Y. sup |n7ld(zd)—md(zd)‘> (1.5.8)
d=1z4€[~11]
2
Kh2p+1 o Kft( h)
21— (2p+1) —it(x*—x)
x 47t°h 12 / /e 0 dt| fx(x)dx
x |t

=0y <K3n2€+/§s—1h—(zﬁ+1) + Kzn—%h—(zﬁﬂ) + K—3h—(2ﬁ+1)) )

where the last equality follows by Theorem 3 and Lemma 7. For the denominator, we
note

CE[G1na) = 5 [ ¢ K (eh) (B[ g(X")] — B[ Jg(x")}
= E[K (" = X")g(X")] ~ EK(x" = X")]g(x")
~ [ K" —w)g() i (w)dw = g(+) [ K(x" = ) fc (w)
=o(m),

where the last equality follows by the second order differentiability of fx-, the third

(1.5.9)

order differentiability of g, the symmetry of K, [ K(w)w?dw < o, and the following
fact

[ Kl = wiglao)fe (@it = g(x°) [ K" = w) - (w)do
— e (x)g" () / K(w)w?dw 12 + o (12).

And (1.5.9) together with (1.5.5) imply that Var|[Gy ;1] is strictly dominated by
E|Gyn1|? for large n. Then by (1.5.5), we have

1
. (2p+1)
VarlCr] o) (h ) : (1.5.10)
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&g 3

L1 _
Therefore, (1.5.6) holding true if 3T 2 fkn P k3 > 0asn— o0, i.e. the

tirst stage estimator is uniformly consistent.

Step 3:

Y*  Gini—nE|G
j=1 Ginj ~MELGkntl (1.5.11)
nVar[Gy 1)

fork =2,4.

First, we note Gy, j = (%) Gipjand Gy, j = (%) Gs,,j- Also note

ft
An —F [i K (th) e—it(x*—X)dt]

2 ) ()

1 (KA e ox) g,

1172 (1.5.12)
[ Spenenal| ).

—|—Op n-1/2 {E

. 2
where E ‘% i %e’”(x ’X)dt‘ =0 (h’(zﬁﬂ)) follows by Lemma 7 and

1 Kft(th) —it(x*—X) _ 1 —itx* At ft
E lﬂ/ e dt| = E/e K (th) £, (£)dt
. . (1.5.13)
= E[Kp(x" — X")]
=a+ O(h).
Hence, we have
Ay —a=O0(h)+0p(n 12~ B+1/2)), (1.5.14)

which implies that (1.5.11) follows by (1.5.1) and (1.5.6) if & — 0 and nh**! — co.

Combining (1.5.1), (1.5.6), and (1.5.11), we have

') ~ ()~ B () 4y
VEH’[GLn,l] o
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where Bias {{(x*)} = E[G,,1]. To conclude for the case of ordinary smooth f,, note
Var[g(x*)] = 1Var[ Y}_, Gy ,1]. Then by Cauchy-Schwartz inequality, the covariance
terms are dominated by the variance terms, then for Var[3(x*)]/Var[Gy ;1] 51, it
is sufficient to show Var[Gy 1]/ Var[Gin] 50 for k = 2,3,4, which immediately
follows by (1.5.8), (1.5.10), and (1.5.14).

The proof for the case of supersmooth f. follows a similar route as the proof for the
case of ordinary smooth f.. So I only state the difference as follows. First, we update
the upper bound results. In step 1 of the proof for the ordinary smooth case, to verify
the Lyapunov condition (1.5.2), by (1.5.3), parallel to (1.5.4), for 7 > 0, we have

Kft n
E|G1,n,1]2+’7 SUPp, flg.2+y (X ( / ‘ th >

(27ta)>+n
2
y / /e_it(x*_x)K“(th) i i (1.5.15)
&)
X t

e (h*(lw)eﬁo(zw)hfﬁ) ’

where the last equality follows by Lemma 8 and sup, p421,(x) < co. For the latter, we
note ||g]|e < cg for some cg > 0 and

(X)) + U — g(x*) |7 < (lg(X*)| + [U| + |g(x*)])**"
< (2cq + U])**

for constants ¢; = 217(2¢)? " and ¢, = 217, Hence, sup, jig21y(x) < oo follows by
| fxllo < o0 and sup, E[|U>™|X = x] < co.

By a similar argument as in (1.5.15), we have

2 2

f
/e—it(x*—x)K t( h) dt

/t (D)

X

N
fx(x)dx < ||fX||oo/ /@_lt(x _x)Keft((t:;)dt

X

(1.5.16)
=0 <h’16250h_ﬁ ) )
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where the equality follows by || fx||« < o0 and Lemma 8. Therefore, for the parallel
result to (1.5.8), using (1.5.16), we have

[ - _2af - _
E|G3,n,1]2 =0y (K3n2€+ﬁ 11260 ~F + 120 B h 1Pl f + x3p1e2Poh ﬁ) ,

(1.5.17)

For the parallel result to (1.5.14), using (1.5.16), we have
A, —a=0(h)+0, (n*l/thl/zeﬁoh"g ) , (15.18)

which implies that (1.5.11) still hold if # — 0 and nhe=2PohF s 0.

To verity the Lyapunov condition (1.5.2), besides (1.5.15), we also need the parallel
result to (1.5.5). There is, however, no parallel result to Lemma 7 in the case of
supersmooth fe. Therefore, the lower bound of E|Gy 1 ]2 is commonly derived to
verify (1.5.2). Primitive conditions, like Condition 3.1 of Fan and Masry (1992), can be
imposed to this end. In this chapter, however, to avoid the unnecessary complication,
we directly assume the lower bound of E } Gin1 |2 in Assumption 7 (3). Hence, under
Assumption 7 (3), the Lyapunov condition (1.5.2) holds true, and the conclusion
follows.
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1.5.2 Proofs of Lemmas

For{ > 0,let Ge,; = {t € R : |ff(t)] < n™¢} characterize the region over which
the riding regularization is implemented, and Gg’n, ;= IR\Ge,n,g- First, we introduce
Lemma 1, Lemma 2, and Lemma 3 to prepare for the proof of Lemma 4, which is used

in the proof of Theorem 2.

Lemma 1. For f1, fo, f € L1(R) N Ly(R) and ¢ € R, we have
D (fi, f2) = 2= (AL,
@ (f filw- w'>f2<w'>dw’)“<t> = FiE) ),
3) (fif2)"(t) = 2 [ A1 {(s)ds,
(@) fi(t—s) = {f(w)e—iSW}ftm,
(5) fli(ct) = [f(-/)/c]"(8).

Lemma 1 (1) is known as the Plancherel’s isometry and its proof can be found at
Theorem A.4. of Meister (2009). One of its useful special case is when f| = f, = f,
which gives ||f||3 = || f%||3 and this is known as the Parseval’s identity. Lemma
1 (2) is known as the convolution theorem and its proof can be found at Theorem
A.5. of Meister (2009). Lemma 1 (3) can be understood as the convolution theorem
with respect to the inverse Fourier transform, which will be used in the following
discussion, and its proof is attached as follows. Lemma 1 (4) immediately follows by
the definition of the Fourier transform. Lemma 1 (5) is known as the linear stretching
property of the Fourier transform, and its proof can be found in Lemma A.1(e) of
Meister (2009).

Proof of Lemma 1 (3): Let §(w) be the Dirac delta function. Then, we have

in/flft(t—s) ft(s)ds = //fl i(t= Swdw/fz )e*V duw'ds
- / fu(w)e™ / o | Vs (e o
- / fu(w)e / W - w) (')

- / f1(w) folw)e " dw,
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where the third equality follows by §(w) = 5= [ €l“dt and the last equality follows by
the property of Dirac delta function, thatis [ d(w’ — w) f(w')dw’ = f(w). [

Lemma 2. Suppose Assumption 2 holds true.

(1) If fe is ordinary smooth of order B > 0, we have

| wora-o(s).

eng
ft 20, _ -~
sup |f *|Zd=zd(t)‘ dt=01|n F ),
ZdG[fl,l]
en,g
2
f 2 B
/ |ft*\Zd ded/ Zd/( )| dt O( P ) .
zdzdle[ 11
en§

(2) If fe is supersmooth of order B > 0, we have

/|ff2 ()Pt =0 ((1ogn)"F),

en@
_2u
sup [ |ff 7, (D12t = O ((logn) 7 ),
ZdG[fl,l]
en,g
_ 2
sup / £ 2z sy (Dt = O ((togm) ).
Zd,Zd/E[—l 1]G
en,g

Proof of Lemma 2: If f; is ordinary smooth of order B, cos0(1 -+ |t]) P < |f(t)| for t €
R, and it follows (1 + |t|) 7P < c;sfon*@ fort € G ,,¢. Note that Jensen’s inequality (1 +
1t]) < V2(1+ |t2)!/? implies (1 + £2)™* < 2%(1 + |¢])~2*, and it follows (1 + )™ <

20 2u

2"‘6(:5’/811_7. Also note that meg FE (21 + )%t < [|fRE (521 + £2)*dt < coop
by fx+ € Fuc,,,- Then, we have
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/|ff2 (t)|?dt = /|f“* (1 + £2)%(1 + £2) %4t

enZ eng

oso" / ()P (1 + £2)dt (1.5.19)

6n§
_ 28
:O(n /5).

By a similar argument, using fX*|Zd:z . € Fac,,, and fX*|Zd:z wZy=zy € Facos
separately for any z4,zy € [—1,1], we have

ft 2 -~
sup [ 1 @R =0 (w T ),
ZdE[—l,].]G
en,g
_ 2
ft 2 B
sup /\f% vz, (DPE = ( ﬁ).
ZdZd/E 11
eng

If f. is supersmooth of order B, cssoexp(—pBolt|P) < n~¢ fort € Geng, and it
2«
implies that there exists some constant C > 0 such that (1 + t?)=* < C(logn)” ¢ for
t € Ge,n,g, which follows by

css0exp(—polt|’) < n~*
= exp([30|t|/3) > Css,ong
ﬁo|f|ﬁ > log(css,0) + ¢ log(n)
|t|l3 > /351 [log(CSS,O) + Clog(n)]
_2
1+t >1+ Bo P [log(css,o) + ¢ log(n)]

L+ )™ < (1+ ﬁ(; [log(css,0) + Clog(n)]

< 50F [log(css,o) + élog(n)} F

20 9y 2
<Py & F(logn) 7

™IN

¢4l

) —
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Then, similar to the previous ordinary smooth case, we have

/|fff* t)[2dt = /|fft* 2(1 4+ £2)%(1 + £2)~%dt

6n§ en§

< C(logn)~ / IR ()21 + 12)%dt (1.5.20)
eng

=0 ((logn)_%> :

Again, by a similar argument, using fy:z,—., € Face, a0d fxs|z,=2,7,=2, €
Fucoy, Separately for any z4,zy € [—1,1], we have

2
sup [ 1ff ., (0Pt =0 ((logn) 7 ),
ZdE[fl,l}
en,g
o
sup / |fft*|Zd:zd,Zd/:zd,(t)|2dt =0 ((log n) ﬂ) )
Zd,Zdle[—].,].]G .

Lemma 3. Suppose Assumption F holds true.

(1) If fe is ordinary smooth of order p with B > 1/2(r + 1), we have

|2r+2 7(2B+1)
/{If rvné}wdt:O(” ' )

(2) If fe is supersmooth of order B > 0, we have

|2r+2 ) )
[ ey eyt =0 ().

Proof of Lemma 3: By the definition of G, 7, we have

2r+2
/{If |\/|n g}M _27(r+2) /|f (1) 22t + / TR dt.  (1.5.21)

Geng en@
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If f is ordinary smooth of order B, cos0(1 + [t])™F < |fEH(t)| < cost(1+ |t]) 7P
fort € R. Fort € Gz, we have coso(1+ [t]) 7P < [fE(t)] < n~¢, which implies

(1+t)F < c;s}on_‘:. Thus, there exists some constant 0 < 17 < 28(r 4+ 1) — 1 such
0170 g(2p(r+1)-1-1)

that (1+ [¢]) 2600+ < ¢ 0 P P fort € Geng if/S > 1/2(r +1).

Also note fG (1+ |t|)~1""dt — 0 as n — oo because 1 + [t| > cosonl3 fort € Gy
and [(1+ |t| "1 dt < oo for any 5 > 0. Thus, we have the following result.

[ 1twpa < &, [ e ar

Ge,ng Geng
< [ Q)L )y
Geng (1.5.22)
SBERNTAT gpri 1)
<Coicma T b [l

Ge,n,é
_ CB(r+1)—1—y)
=0|(n B )

Fort € G¢, - | fE(#)] 2 < n?¢. Moreover, if f. is ordinary smooth of order g > 0,

iz
Cos1(1+ |t) P > |fft(t)| > n=Cfor t € G¢ , 7> which implies |t| < C’ss,lnﬁ. Then, it
follows

5 2 Z(2p+1) Z(2p+1)
/ fR (1) 72dt < n / dt < 20051” P =0(n ¢ . (1.5.23)
GC

€n§ en,g

Then, by choosing a sequence of 77 converges to 0, (1.5.21), (1.5.22), and (1.5.23)

fft |27+2 7(2B+1)
[t =0 (")

Fort e G, |fft(£)| > n~¢, which implies |fft(t)] 7% ~* < n%(+2), Then, we have

together implies

2r+2
/ {175( |v|n €}2r+4dt§”2§(r+2) / TAGIRaR" (1.5.24)
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If fe is supersmooth of order B > 0, we have

—+o0

[P <2 [exp (= @raplf)a, 1529
0

where the inequality follows by the smoothness of f. and the symmetry of the integra-
tion. Note 2 exp(—(2r + 2)Bo|t|f) — 0 as t — co, due to the strict monotonicity of

and exp( (27 + 2)Bo|t|P), there exists an constant § such that exp( (2r +2)Bo|t|P) > 2
for any t > 6. Then, we have

+o0 1) 400
/exp(—(2r+2)ﬁo|t|5)dt:/+/exp(—(2r+2)ﬁo|t|ﬁ)dt
0 0 0
too (1.5.26)
§(5+/t_2dt
0
=0+6 ! < o0

Then, put (1.5.24), (1.5.25), and (1.5.26) together, we have

|2r+2 20 (r+2
/{|f vt = 0 ().

Let Zp, = {(p, Q) : E[p(X*)Q] is an element of M} be the index set characteriz-
ing the components of M, where p is a product of {po, p1, ..., px} and Q is a product
of {1, ql(Zl)/ ey QK(ZD)}

Lemma 4. Suppose Assumption 1 and 2 hold true.

(1) Under Assumption 3, we have
N [ _ 2l
[E[PcP) — My|* = O, (Kznzﬁﬁ " kn ) ,

A &_ _ 2§
E[PY] - Ci> = O, (x#“ﬁ "n ﬂ).
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(2) Under Assumption 4 withr > 0and 0 < { < 5 32y We have

r—|—2

20

E[PP] = M2 = O, (x(logn) 7 ),

E[PY] - G2 = O, ((1ogn)*%“) .

Proof of Lemma 4: Since the proof is similar, we focus on the proof for |E[P,P.] —
Mq|*. Let B, o = E{E[p(X*)Q]} — E[p(X*)Q] be the bias of the proposed estima-
tor of the element of M, characterized by p and Q. And let V, o = E[p(X*)Q] —
E{E[p(X*)Q]}, and V, o ; be its component associated with the jth observation, i.e.

LY,

First, we note

. 1 &
EERR M = 5 0 E[(Bp,gw /) Bra Vo)
'=1(p,Q)€Z,
1 2
= Z IBp,QI +o ), ElVpo
(p.Q)ELpmy (p.Q)ETnmy
= B+V,

where the second equality follows by Assumption F (1).

For the bias term B, note

Elp(x)Q) = (E[QIX"Ifx-,p)
= o [ B (ot

where the second equality follows by Lemma 1 (1) and the law of iterated expectation,

and
N § 1 1 2 1tX ft —t fft ’r ft( )
E{E[p(X")Q]} = T E; {‘fft ()| Vn-t)r+2 dt
_ L [ 1tX*] |f t)|r+2 ft )
2 {If&®)vn- g}”2
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Then, the bias term B can be written as

2
: / |f£t(t)|r+2 itX* ) ft
o 27 ~1| E[Q¢! —t)dt
(p,Q)ZeIMK 2 <{|f€“(t)| V{2 [ Jp"(=t)
= By+---+By,

where By, ..., By are summations of the terms whose (p, Q) has the form (po, 1), (px, 1),

(pxp1, 1), (po,ax(Za)), (Pro91(Za)), (Po,9x(Za)q1(Za)), (po,q9x(Z4)q1(Zy)) separately
fork,l=1,...,xandd,d =1,...,D withd # d'.

Since the proof is similar for By, By, and B3, we focus on the proof of B3. For B3, we

have
_ o 0T : P
By = k,lzzl E/ ({lfgt(t” vty 1) % (O (pep) " (— )t
¥ £ (02 vgegt]
- k,lZ:1 471—2 // <{|fft | \ n— Q}H-Z 1) ( )pk( t— S)p{ (S)det
- k,zZ:1 4717. <{|fft (u—ov | \/n 0yr+2 1) % (u = 0)pi (—u)pf' (v) dudo

IN

—v)["*? ft
{|fftu—v|\/n Cyr+2 —1) fxlu =) p )

167r4 {i } Z |p |2d'0

< (1) 2at
< o / 40
eng
24
(K]’l P ) under Assumption 3

7

( (logn) ) , under Assumption 4

where the second equality follows by Lemma 1 (2), the third equality follows by the
change of variables (u,v) = (t+s,s), the last equality follows by Lemma 2, and
the last inequality follows by Lemma 1 (1), the orthonormality of {p;}}_,, and the
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following fact

2
- |fé'(u — o) |2 fi ft
—1 «(u—0),
L <({|f“ ofvatpe 1| felemehre))
. 2
= 477° 2 hy(w)e ™%, pr(w)
bl )

2

< 47? th(w)eﬂm" ‘2
2
fEBI*2 f
<2 -1 < (¢
= <{|feft(t)| vty ) e
=27 / IFE (1) %dt,
Ge,n,g
where h; denotes the Fourier inverse of (% — 1) fE (t), the first equality

follows by Lemma 1 (1) and (4), the first inequality follows by the orthonormality of

{pk}¥_,, the second inequality follows by |e7”%| = 1 and Lemma 1 (1), and the last
equality follows by the definition of G, ¢.

By similar arguments, we have

2

1 ()2 o
_/<{!fft()|\/n§}r+z_1> X (H)ph (—t)dt

< ft* 2 2
< 47T2/|f Pt [ 196 Pt

eng

= 2D [ opar
G

eng

2
O (n P ) , under Assumption 3

@) ((log n)_%x) , under Assumption 4

where the inequality follows by Cauchy-Schwartz inequality, the second equality fol-
lows by Lemma 1 (1) and the definition of pg, and the last equality follows by Lemma 2.
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X 2

ft r+2
B 2) o | ({|fft|(f>\(tv)lq—é}f+2_l> w Op

Z hl/ Pk

2Hh1||z

1 t
= [ o

Gs,n,é

IA

IN

@) (nﬁ> , under Assumption 3

7

@] <(log n)_%> , under Assumption 4

where the inequality follows by Lemma 1 (1) and the orthonormality of {py}f_,, and
the equality follows by Lemma 2.

Since the proof is similar for By and Bs, we focus on the proof of Bs. For Bs, we

have
o2 s fAore oxe i
=2l ) <{|feft(f)|\/n‘5}’+2 1) Ela(Zoe k(=
D « ft r+2 . 2
O o P )
D K 2
= %Z / Z /fft*|zd 2, (1) f2,(2a)q1(z4)dz4 }dt
d:1Ge,ng =1

{/lfftﬂzd ., (1)] !fzd(zd)lzdzd}dt

IN
Qe
™o
o
—

N
5
o
X

su vy (B)]Pdt
T de{l,- D}Zde[ﬁl}c fx 2=z ()]

eng

@) (n5> , under Assumption 3

@) ((log n) _%&) , under Assumption 4
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where the first inequality follows by

: A0l ey ) [
: — 1| Elqi(Za)e"™™ |, pr ()
L\ \ T ey 7 Says
- 2
=47 ) |(ha,a, i) |
k=1
< 47| hy 1113
=27 / |Elq1(Za)e"™") at,
Ge,n,@
where h;; ; denotes the Fourier inverse of (%—)wa - 1) Elq:(Z;)e"X"], and
Elqi(Za)e"™] = //eitx*ql(zd)fX*,Zd(x*rzd)dx*dzd
Z4 x*
-/ { / eitx*fx*zdzd(X*)dX*} Fauznza)dzg
Z4 x*

N /fft*|zd—zd (1) fz,(za)91(za)dz4,

the second inequality follows by the orthnomality of {g;})_,, the third inequality fol-
lows by that f7, is supported on [—1,1] and maxge s, py SUP, e_11] 1f7,(2a)| < 20,
and the last equality follows by Lemma 2.
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34

By a similar argument, we have

ft r+2
: / <{|f§t|(]tc€)|(f/)|n—é}r+z - 1) Elq(Zq)e™ Ipfi (—t)dt
r+2 .
<<{|f |f)|(\/)|nt€}r+2 - 1) E[qx(Za)e"™ ],Pg(f)}>

2
}dt

2

D
By = 2)

2

t

%o 12,22, (D f 24 (2a)ax(2a)d24

IA
:I>
:‘ S
o
—
—N—

IA
d
Mo

{/'fft*lzd —, (1) |de(Zd)|2dZd}dt

IA
=
o
b
n
c
L5

- T & ; dt
AR . [ 17 OF

e n,g
20l
O (n /3) , under Assumption 3
o

(logn) %) , under Assumption 4

‘fft(t)|r+2
{If&(8)] v e}tz

o £

S’IH
—
//

- 1) Elqk(Za)q1(Zg)e™ | pi(—t)dt

d=1k]
A(T) 8 . 2
< 2—73,; / klZ—:1 < %*IZd—zd(t)de(Zd)qk(zd)'ql(zd)>zd o

: {/ |fft*|Zd_zd(t)de(Zd)qk(zd)|2dzd} it

VAN
ol =
2
Mo
Q
\

A(I)C%D/ it 2 ) v 2
< ADEGD [ s IF () / e(za) Pdzg b at
e gt (B
en,g
2A(Z)c2 Dk ’

A€l D}z e[-11]

eng

_2
O (Kn P ) , under Assumption 3

7

@) (K(log n) _%> , under Assumption 4

2
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where the first inequality follows by the Cauchy-Schwarz inequality and

Eln(Zon(Z)e™ ) = [ [ e auzadm(za) fre 2, z)dx dzy

Zq x*

-/ { / eifx*fx*zdzd<x*>dx*} fru(z)dza

Zg x*

- /fft*IZd—zd(t)de(Zd)Qk(Zd)m(zd)dzd,

the second inequality follows by the orthonormality of {g;}}_;, third inequality follows
by maxye(y,... py SUp, (11 |f2,(z4)| < cz, the second equality follows by the unity
of gx, and the last equality follows by Lemma 2.

For By, we have

i i 1 |feft(t)|r+2 [ ( ) ( ) ’tX*] ft( ) ’
B = _/ = 1| Elgi(Za)q1(Zg)e" ™ |pg (—t)dt
da—1kim1 |27 {If&(t)| vn=E}r+2 0
( 2
AT) ¢ - f
S 2— 2 2 f *\Zd:zd,Zd/:zd/(t)fzdzzd/(Zd/Zd’)qk(Zd)ql(Zd’)dzddzd’ dt
Toad= K=l
end L dr2q!
4
AT) & )
S 2(71') Z / / ‘fft*|zd:Zd,Zd/:Zd/(t)fzdlzd/ (Zdl Zd/)} dzddZd/ dt
dd'=1 e iz
2A(Z)c2,D? f ,
< T / Lo max | sup X 2y 7 mey (D]
A'E{L, D} 7,2 e[-1,1]

Ge,n,g

7

2a(
O (n P ) , under Assumption 3
o
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where the first inequality follows by the Cauchy-Schwarz inequality and

Elqe(Za)q1(Zg)e'™ ] = / / & g (za) @1 (zar) fxe 202, (X° ) 20, 200 ) A dzgdzg

Zd,Zd/ x*

= / { elitx fX*ZddeZd/Zd/(X*)dx*}de,Zd/(Zd’Zd/)dzddzd/
x*

Zd,zd/

— | P esyey O, Gz oz G ez,

Zd,zd/

the second inequality follows by the orthonormality of {qi};_,, the third inequality
follows by max, ¢ q1,... p} SUP, - e[-11] \fz4,2,(2a,za)| < czp, and the last equality
follows by Lemma 2.

Combining the results so far, we obtain

20

@) (Kn5> , under Assumption 3
B = .

@) <K(10g n) _%> , under Assumption 4

We now consider the variance term V. Similarly as the bias term, we have

Vo<

(erI
= Vi+---+V,

SRR pt—p |
/QeX {|fft \Vn 2

where Vj, ..., V; are summations of non-central second moments terms with (p, Q)

in the forms of (po,1), (pi, 1), (prpi, 1), (Po,9k(Za)), (P 91(Za)), (po, Gi(Za)qi(Za)),
(po,9x(Z4)q1(Zy)) separately fork, I =1,...,kand d,d =1,...,D withd # d’.
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Since the proof is similar, we focus on the proof of V3. For V3, we have

K

1
V3 — EZ

k1=

RO O (pep) (=) |
a [ SIGINEE T

K ft r
N 4ﬂ2 Z // 1tX{|f€ |\/n(§)}|r+2pk( —5)p;' (s)dsdt

k1=

2
1 & u+v u—no)|"
— yp=m Z: E|l— // u— vX{e|](cft u"; v))||f\/(n g}r4)r|2 P ( )pl( v)dudv
U—0v)x e( M—G—U)‘f (U_U)V t
: Tor //{ < {75 — o) V- é}f+2’p§‘<”)>u
<

|2r+2
dt
47-[2 /{|f |\/n §}2r+4
20+6-1 )
O (Kn P ) , under Assumption 3

7

O (ang(’”“z)_l) , under Assumption 4

where the second equality follows by Lemma 1 (2), the third equality follows by the
change of variables (u,v) = (t +s,s), the last equality follows by Lemma 3, and the
last inequality follows by Lemma 1 (1), the unity of {p;}]_,, and the following fact

2
= i(u—v)x e( u—|—v)|f (u_v)|r ft
k:zl <e {If&(u—o)|vn~ 5}’+2'Pk(u)>u
K . 2
=47 <h3,x(w)e_ww, pr(w) >w)
1

< 47| hs  (w )fi”w\l2

|2r+2
=21 [ Gt

where h3 , denotes the Fourier inversion of ¢!/ m% with respect to f for every
x in the support of X, the first equality follows by Lemma 1 (1) and (4), the inequality

follows by the orthnormality of {p;}f_,, the second equality follows by |e="%| = 1,

2
}fx(x)dxlz |pi'(0)[Pdo
=1
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le!**| = 1, and Lemma 1 (1). By a similar argument, we have

[
O <n2€+5 1) , under Assumption 3
Vl/ V2 — .

@) (nzé(”z)_l) , under Assumption 4

Since the proof is similar for V; and V5, we focus on the proof of V5. For V5, we
have

K

V5:2 ZE

P A GOl GO
- [ nzae {|fft<>|vn oy

=1kIl=1
2
~ e Zuzl/ / 1z4) k1< {rfg>|)v’fn(€)}’r+z’pk()> foux e )iz

- c,, 1DK fft ‘21’—&-2 i
- {lfft ’\/T’l §}2r+4

O (KnZHﬂ' ) , under Assumption 3

O (ang(r+2)—1> , under Assumption 4

By a similar argument, we have

[
O (anﬁﬁ' 1) , under Assumption 3
Vi =

4

@) <Kn25(’+2)_1) , under Assumption 4
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For Vi, we have

D 1 o S DIty [
Vo = dg Z:: E E/‘ik(zd)ql(z X {|ffe(t)| v n—0}r+2 dt‘

D K itx ‘f ()|r
_ y 3 ’fe {\f“ (t)[vn~ é}f“po tdt‘ dxdz,

nais ki=17 X |k (za)q1(za)1* fz, x (24, )

| fft ) ‘27+2

_ A(I)i i /{ It ot ) }dxdzd

Wk(zd)ql(zd)\ fz,x(z4,x

IN

CZ ZDK / |21’+2 ”
Y {|f |vn Ty
@) (K nzHﬁ_l) , under Assumption 3

O (Kznzg(wz)fl) , under Assumption 4

For V;, we have

2
Do 1/ (=t &) pl(—t)
Vo = E|l— Z Zy et X 2E dt
7= 2 LBl [ aZala 2o S ey
ft r
1 D K feltx —t)|fe ()V| P t)dt
= 47n Y X / ’ {|f JIvnmejrez 0 ‘ dxdzgd;

ad=1kI=1, 2 \qk(Zd)qz(de)! f24,2.,x(24, 24, X)

) ‘2r+2

D K
— /21(1) Z Z / { f{|ff (B)vn~ gV’Hdt }dxdzddzd/
T ga=1k1=1, i U X akza)q(za) Pfz,, 2, x (24, 2, %)

Cz 2DZ 2 / ’f |2r+2 "
27N {‘fft | vV n— §}2r+4

@) (K nzgﬂil) , under Assumption 3

IN

O <K2n2§(7+2)_1> , under Assumption 4
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Combining these results, we obtain

O (K2n2€+ﬁ_1) , under Assumption 3

@) (Kznzé(”z)_l) , under Assumption 4

2«
Under Assumption 4, « can only diverge in a logarithm rate so that x(logn) #
2
converges to zero. Therefore k2n2¢("+2)-1 « x(logn) # for 0 < { < 2(r1—+2) and n

large enough. Combining these results, the conclusion follows. |

Lemma 5. Suppose Assumption 3 and 6 hold true. There exist a function ¢ € L1(IR) such
that

‘Kft(s)‘
ﬁm < y(s),

which implies that there exist constants ¢ > 0 such that

K (th)|
s / Wdt <c.

sup h
n

Proof of Lemma 5: Since lim;| _, o, P ] JAIG) | = ce, there exists a constant cr such that
t1P|f&(t)| > ce/2 forall t > cp. Then, for constants ¢; > 0 such that ¢; > hf and
cp > 0suchthatcy > cphforalln =1,2,..., we have

ft ft
ﬁ& ;zmax|s|§cph\1< (S)I]1 <o
EG/m] =" ming e (RGOS
ft B
b RO (1 > eri)

(Is|/h)P|fl(s/h)]
< c1c5g0(1+ cp)P K| {[s| < c2}
2 Kft B
L 2Kl
Ce

= ¢(s),

where the integrability of (s) follows by ||Kf|, < oo, the ordinary smoothness of
fe,and [ |Kf(s)||s|Pds < co. And the second statement immediately follows by the
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change of variable t = s/h. [ |
Lemma 6. Suppose K, is a sequence of Borel functions satisfying

Ky (x) = K(x) and sup |K,(x)| < K*(x),

n

where K* satisfies

/K (x)dx < coand Jim [xK"(x)] = 0.
If c is a continuity point of f, then for any sequence h — 0 as n — oo,

/ K (e — %) ) f(x)dx = £(c) / K(x)dx + o(1).

Proof of Lemma 6: See Lemma 2.1 of Fan (1991a). |

Lemma 7. Suppose f is continuous at x*, f. is ordinary smooth of order B, || f& || < oo,
[sIP|fE(s)] = ce, and [s|FF1|FE (5)] = Bee, K™ loo < 00, [[K¥ oo < 00, [ [s[F|K™(s)|ds <
oo, and [ |s|P|K™ (s)|ds < co. Then, we have

2
ft . *
K (th) —it( f(x) dx = .%xcg) / ‘Slzﬁ‘Kﬁ(S)lzdS

x*fx)dt
(1)

tim 127 [

n— 00 4772
x

Proof of Lemma 7: First, we note

W[ K%(s)
nve 2 | fH(s/h)
Lo KRSl
weo 2t | (Is[/m)PfE(s /)

RN R SO
B E/{nlgnoo(’S|/h)ﬁf€ft(s/h)]l{‘5| > crh} p e ¥%ds
- L/ K (s)[s|P e~*%ds,

27TCe

e—lS.XdS

e—lSXdS
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where the second equality follows by the dominant convergence theorem and Lemma
5. And it follows

hF Kft(s) isx ft i 2
—i B ,—isx
a2 || s/ e "rds| — 2 /K (s)|s|P e *ds| . (1.5.27)
Moreover, by the integration by parts, we have
ft _ ft/ _
KE(S) gy o 1 [ K i
(s/h) v ] fRGs/n)
(1.5.28)
1 / K s)FE (s/1) o
+ ds
iwh ] g (s /)
Since |s|P|ff(s)| — cc and |s|FT1 ‘fft (s)| — Bce as s — oo, there exists an constant

cr > 0 be a constant such that [s|f|ff(s)| > cc/2 and |s
s satisfying |s| > cfp. Then, we have

€ ( )| < 5Bce/4 for any

l Kft/(s) —isx
FiX(s/h)
K (s)]
— 74
= \x| i (s/m)|
i ZCFmax‘S|§CFh|Kft/(S)| —i—hiﬁ |Kft/(5)||5|ﬁ ds (1.5.29)
X[\ min <, [f5(s)] A S E/WPIAG/m)

IN

*,B ) .
pr2eredy (eI ot T (2) [ 1K )lsps

=0 (nP1x™),
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and

1 (K, [K*(s) £ (s/h)|
| fE(s/h) ‘S Ix|/ e~
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Thus, Lemma 5, (1.5.28), (1.5.29), and (1.5.30) imply that there are a pair of constants
c1,¢2 > 0 such that
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Therefore, the conclusion follows by
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where the first equality follows by the change of variable s = th, the second equality fol-

2
lows by Lemma 6 with K, (x) = 122 i fﬁﬁ _lsde‘ and K*(x) = min{cy, cp|x[ 2},

A
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and the third equality follows by Lemma 1 (1). u

Lemma 8. Suppose Assumption 4 and 7 hold true. There exists a constant ¢ > 0 such that

he—ﬁohﬁ/Mdt <c

|2 (1)]
. 2
t
he_z‘BOhﬁ/ /e_if(x*—X)K (th) dt dx < .
wp ) S
x|t
Proof of Lemma 8: The first statement follows by
/ |Kft th / Kft
fft ‘fft S/h
< o / |Kft(s){e/30(|s|/h)5ds
ls|<1

=0 (b,
where the first equality follows by the change of variable s = th, the inequality follows

by the supersmoothness of f. and the fact that K™ is supported on [—1, 1], and the last
equality uses ||K™||c < oo.

The second statement follows by

f
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where the first equality follows by Lemma 1 (1), the second equality follows by the
change of variable s = th, the inequality follows by the supersmoothness of f. and the
fact that K™ is supported on [—1, 1], and the last equality uses || K[| < oco. |



Chapter 2

Sharp Regression-Discontinuity

Design with a Mismeasured Running
Variable

2.1 Introduction

Regression discontinuity (RD) design is a method using non-experimental data to
estimate the causal effect of exogenous policy intervention. Compared with other
non-experimental approaches, it exploits discreteness in the rules used to assign indi-
viduals to receive a treatment. Specifically, in the RD design, the treatment is assigned
based on an observed variable, known as the running variable in the literature, while
the probability of receiving treatment changes abruptly at a known cut-off point in
the support of the running variable. Since the late 1990s, RD design has been widely
applied to research questions in various fields of economics and other social sciences.
Van der Klaauw (2008), Imbens and Lemieux (2008), Lee and Lemieuxa (2010), and
DiNardo and Lee (2011) provide reviews of related works. An appealing feature
of RD design is that its identification assumptions are relatively weaker than other

non-experimental designs.

The validity of the RD estimate critically depends on the accuracy of the running
variable. Empirical works utilizing the RD design mainly assume that the running vari-
able is error-free. Such an assumption, however, is driven more by convenience than

by reality, especially when survey data is in use. In fact, the measurement problem of

45
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the running variable has been recognized in practice, for example by Battistin et al.
(2009) and Hullegie and Klein (2010). Battistin et al. (2009) studied the causal effect
of retirement on consumption using the RD approach. They found that a significant
number of respondents were reported to be retired while they were still ineligible.
Likewise, Hullegie and Klein (2010) studied the causal effect of private medical insur-
ance on health and medical usage. They found that a sizable number of observations
were reported to be privately insured while they were ineligible according to their
reported income. The mismeasured running variable in RD design also has attracted
the attention of econometricians, and there has been a recent wave of theoretical works
on this topic. Dong (2015) examined the rounding error in the running variable, Pei
and Shen (2016) studied the case where both the true underlying running variable
and the measurement error were discrete, and Davezies and Le Barbanchon (2017)

considered a continuous measurement error in the running variable.

In this chapter, I consider a classical measurement error in the running variable,
where both the true underlying running variable and the measurement error are con-
tinuous, thus making Davezies and Le Barbanchon (2017) the most relevant work.
Davezies and Le Barbanchon (2017)’s identification strategy requires the design to be
two-sided fuzzy, in that the probability of receiving treatment is strictly positive on
both side of the cut-off point. Distinct from their work, I study the sharp RD (SRD)
design in this chapter, which is a special case of the RD design where the probability
of receiving treatment changes from zero to one at the cut-off point. The SRD design
is the simplest example of RD design when there is no measurement error. In the
presence of measurement error, however, the treatment status may be unobservable
together with the true underlying running variable, which could bring extra difficulty
to the estimation. Even though I focus on the SRD design throughout this chapter,
the proposed method could be easily extended to the RD design with other types of
discreteness that was not covered by Davezies and Le Barbanchon (2017), for example
the one-sided fuzzy design and the kink design.

Nonparametric methods are commonly used in the theoretical literature of RD
analysis to allow for flexible functional forms, which take the parametric approach as
a special case !. For the error-free RD design, Hahn et al. (2001) and Porter (2003) pro-

The linear regression using observations nearby the cut-off point, which is known as the parametric
RD approach in practice, is in fact the same as the local linear regression using the rectangular kernel
and a specific bandwidth.
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posed a nonparametric estimator for the average treatment effect (ATE) at the cut-off.
Specifically, the ATE at the assignment threshold could be estimated by the difference
between the nonparametric estimates of regression functions based on observations
on each side of the cut-off.

The nonparametric estimation of a regression function in the presence of a classical
measurement error in a regressor is studied in the deconvolution literature. This
literature began with early works on the kernel density estimation with known error
distribution, which include Carroll and Hall (1988), Stefanski and Carroll (1990), Fan
(1991b), and Fan (1991a). Several subsequent works relaxed the known error distribu-
tion assumption, including Diggle and Hall (1993), Horowitz and Markatou (1996),
Neumann and Hossjer (1997), Efromovich (1997), Li and Vuong (1998), Delaigle et al.
(2008), Johannes (2009), and Comte and Lacour (2011). Following the kernel density
estimation, earlier works on the estimation of regression function in the presence of
measurement error in regressors also focused on the case of known error distribution,
including Fan and Truong (1993), Fan and Masry (1992), Delaigle and Meister (2007),
Delaigle et al. (2009), Delaigle et al. (2015). Delaigle et al. (2009) specifically proposed
a local polynomial estimator when the error distribution is known. For the case of
unknown error distribution, Schennach (2004) substituted the estimated error char-
acteristic function in the deconvolution local constant estimator by Fan and Truong

(1993) and derived its asymptotic distribution.

Estimators of the ATE at the cut-off in an SRD design with a continuous mea-
surement error in the running variable are developed in this chapter. Two separate
cases characterized by the observability of the treatment status are considered for this
study. In the case of observed treatment, the sample can be divided into two groups
according to the treatment staus. The proposed estimator is then the difference of
the deconvolution local linear estimators by Delaigle et al. (2009) based on observa-
tions of each group. In the case of unobserved treatment, the sample can no longer
be divided explicitly. To reflect the one-sided property of the estimation problem, I
adjust the standard deconvolution local linear estimator by using one-sided kernel
functions. The Fourier transform of kernel function is usually required to be compactly
supported in the deconvolution estimation due to the ill-poseness of the problem; see
Horowitz (2014). Since the Fourier transform of the one-sided kernel function cannot
be compactly supported except when the original kernel function is constantly zero,
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an additional ridge parameter is introduced for the regularization purpose.

The remainder of this chapter is organized as follows. Section 2.2 introduces
the error-free SRD design framework and the measurement error in the running
variable, shows the failure of the classical identification strategy, and provides the
identification results with a contaminated sample. In Section 2.3, the construction of
the estimators is discussed for two separate cases characterized by the observability
of the treatment status. Section 2.4 derives the asymptotic properties of the proposed
estimators, and Section 2.5 investigates the finite sample performance of proposed
estimators by simulation. In Section 2.6, as an application, the proposed estimators are
used to estimate the causal effects of being eligible for Medicaid and CHIP with an
income threshold using a two-year (2012-13) longitudinal file released by the Current
Population Survey (CPS).

2.2 Setup and Identification

2.2.1 Sharp Regression-Discontinuity Design

Let D € {0,1} be the indicator of treatment status, where D = 1 if the treatment is
received and D = 0 otherwise, and Y, be the potential outcome corresponding to
the treatment status d € {0,1}. Then, the observed outcome Y = Yp. Let R* be the
true underlying running variable which determines the treatment assignment with
a known cut-off point rg. Throughout this chapter, let o = 0 2. In the SRD design,
the treatment status sharply changes at the cut-off without uncertainty, which implies
D = 1{R* > 0}. The object of interest is the ATE at the cut-off

6 = E[Y; — Yo|R* = 0].

In the error-free case, R* is observed. Then, under Assumption 8 (see Assumption
A1-2 of Hahn et al. (2001)) below, 0 can be identified by

E[Y|R* = 0+] — E[Y|R* = 0—]. (2.2.1)

21f rq is known, setting ro = 0 does not lose generality because the normalized variable R* — rq can be
used as the running variable rather than R*.
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Assumption 8. fr+(0) > 0and E[Y;|R* = r] is continuous at r = 0 ford = 0, 1.

2.2.2 Mismeasured Running Variable

In the presence of a measurement error in running variable, instead of R*, researchers

observe
R = R* +¢,

where € is the measurement error. In this chapter, € is assumed to be independent of
the true underlying running variable R* and the observed outcome Y, and both R*

and € are continuous. These are summarized in Assumption 9 below.

Assumption 9. R* and € are continuous, and € 1L (Y, R*).

Similar to Proposition 1 of Davezies and Le Barbanchon (2017), I have Proposition
1 as follows.

Proposition 1. Under Assumption 9, if the density of € is continuous, E[Y|R] is continuous
on the interior of the support of R.

Proposition 1 implies that E[Y|R = 0—| = E[Y|R = 0+] if the measurement error
has a continuous density and 0 is an interior point of the support of R. Then, ignoring
a continuous measurement error in the running variable fails the identification strat-
egy (2.2.1) in general. The proof of Proposition 1 is an application of the dominant
convergence theorem, and is left to Section 2.8.1.

Figure 2.1 visualizes the effect of a continuous measurement error in the running
variable using datasets generated by process (a) in Section 2.5 with different signal-to-
noise ratios. In Figure 2.1 (A) and (B), the black points depict a sample of the error-free
case, where R* is observed; the green points depict a sample of the contaminated case,
where only R is observed; the black and green curves are corresponding local linear
fittings by Fan and Gijbels (1996). Figure 2.1 (A) implies that E[Y|R = r] is continuous
atr = 0and E[Y|R* = 0+] — E[Y|R* = 0+] = 5. A comparison between Figure 2.1(A)
and Figure 2.1(B) shows that this continuity of E[Y|R = r] at the cut-off does not

depend on the magnitude of measurement error, i.e. even a small measurement error
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Figure 2.1: SRD Design with a Continuous Error in Running Variable.
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in the running variable is enough to clear any discontinuity of regression function at
the cut-off. Figure 2.1 (C) and (D) provide further evidences by simulation.

As shown in Figure 2.1, the contaminated sample is a random shift of the error-
free sample. So a measurement error in the running variable seems to make an SRD
design fuzzy around the cut-off point. However, it is worthy to note that the SRD
design with a continuous measurement error in running variable cannot be treated as
a fuzzy design without measurement error in general. There are two key differences
between an SRD design with a continuous measurement error in running variable
and an error-free fuzzy RD design: (1) the identification of a fuzzy RD design re-
quires an observed treatment status, while the treatment status could be unobservable
in an SRD design with a mismeasured running variable; (2) even if the treatment
status is observed, a continuous measurement error in the running variable implies
E[D|R = 0—] = E[D|R = 0+] (see Proposition 1 of Davezies and Le Barbanchon
(2017)), while the identification of a fuzzy RD design requires the discontinuity of the
probability of receiving treatment at the cut-off.

2.2.3 Identification

Leti= v/ —1and ¢¢(t) = [ e ¢(x) dx be the Fourier transform of a function f. For a
random variable X, let fx denote its density function, and ¢x(f) denote its characteris-

tic function.

If fe is known, under Assumption 9, the identification of 0 follows by (2.2.1) and

TRt eplind o2
: . 222
S ep(-ina

E[Y|R* = 1] =

and its proof is left to Section 2.8.1.

Even though it is often assumed in the deconvolution literature, the known error
distribution assumption may still be restrictive in practice and cause severe misspeci-

fication bias. To identify f., auxiliary information is needed in general. Let an extra
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noisy measure of R* be
Ry =R* + ¢

where €, is the corresponding measurement error.

Given a pair of noisy measures, there are two typical methods used in the literature
to identify the error distribution. One assumes that the densities of both measurement

errors are identical and symmetric around zero. Specifically, it requires the following.
Assumption 10.
(1) (R*, €, €p) are mutually independent.

(2) (e, €p) are identically distributed and f. is symmetric around zero.

Under Assumption 10, the identification of f. follows by

e(t) = [pror, (1)]"2. (22.3)

The other method based on the Kotlarski’s identity requires weaker assumptions,
and allows for cases of non-identical and asymmetric error distributions. However, the
corresponding estimation procedure is more technically involved than that of (2.2.3).
Further details can be found in Li and Vuong (1998) and Schennach (2004).

2.3 Estimation

For the expository purpose, the true running variable R* is tentatively assumed to
be observable. To estimate 6 in this error-free case, it is common to apply some non-
parametric techniques, such as Hahn et al. (2001) and Porter (2003). For instance,
E[Y|R* = 0—] and E[Y|R* = 0+] can be estimated by the local linear estimators fi;
and fi, , which are defined as solutions to minimization problems (2.3.1) with respect
to by.
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n 2
min ) (Y]- by — blR;‘> Ky(R))D*, (2.3.1)
bo,b1 ]:1

where D* = D, D~ =1 — D, K is the kernel function, / is the smoothing bandwidth,
and K, (x) = K(x/h)/h. The identification result (2.2.1) thus implies that 6 can be
estimated as follows

bo=ng —ny. (23.2)

To construct the estimator for the contaminated case when R is observed instead of
R*, Lintroduce the following notations. Let K, x(x) = (x/h)¥Kj,(x) for k = 0,1,2. Let
the unit step functions (also known as the heaviside functions) be u™ (x) = 1{x > 0}
and 1~ (x) = 1{x < 0}. For a generic function f(x),let f* (x) = f(x)u™ (x).

2.3.1 Case of Observed Treatment

Let us begin with the simplest contaminated case, in which the treatment status D is
observed. In this case, the sample can still be divided into two groups according to
the value of D as in the error-free case. The deconvolution techniques, as in Delaigle
et al. (2009), can be employed to estimate E[Y|R* = 0—] and E[Y|R* = 0+]. The
identification result (2.2.1) hence implies that 6 can be estimated by

A

One =Nye—fige (2.3.3)

where
+ + + +
An,2]Bn,0 - An,l ]Bn,l

2/
BBy — [Ag]

+
de

>

(k)
1& 1 ¢r’ (th) .
==Y K —itR;)D*
AL 3 27rik/ e exp(—itR;) 7 dt,

L& 1 [edh)
BE = — K —itR;)Y;D* dt.
) ng 27Tik/ o (—1) exp(—itR;)Y; [ dt
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To understand 9,1,5, notice that the local linear estimator in the error-free case can

be expressed as

+ pt + p+
. An,ZBn,O - An,l Bn,l

— 3
AnpAno = [A53]

~x
Ho

where A;fk =1 i Kh,k(R;.‘)DjjE and Br?,:k =1 Y Kh,k(R;‘)YjD].jE . Heuristically, at a
constant bandwidth h, the probability limit of A~ is E[K,x(R*)D *]. The Plancherel’s
isometry (see Lemma 1 (1)) then implies

E [Ki(R)D*] = [ Kiu()fit (x)ax

1
=5 / Pk, ()P (—t)dt (2.3.4)

(k)
1 ¢y (th) . +
= 27Tik/ o Elexp(—itR)D * ] dt,

where the last equality follows by ¢x, () = [ MK (x)et*dx = i’k(])}(k) (th), which is
an immediate result by using Lemma 1 (5) and Lemma 12. Notice E[exp(—itR)D *]
is a moment of the observables only and can be estimated by its sample analogue
1 Y1 exp(—itR;)D ].i . A rfk is then obtained by replacing E[exp(—itR)D*] on the
right hand side of (2.3.4) by + Y1 exp(—itR;)D ].i . Similar argument can be extended
to motivate B ni,k from B ni’k.

An additional concern arises when using A ni,k and B ni,k as estimators of E [Kj, x(R*)D *]
and E [Kj,x(R*)YD*]: the error characteristic function ¢c(—t) in the denominator
would be close to zero when |¢| is large. Intuitively, estimation errors of the sample
analogues of E[exp(—itR)D*] and E[exp(—itR)YD*] would be exceptionally ampli-
tied when ¢ is close to zero in tails, as shown in Figure 2.3 (A). Rigorously, it makes
the identifying mapping discontinuous in a way that prevents consistent estimation of
the parameter of interest by replacing the population distribution of the data with a
consistent sample analogue, and the estimation problem is thus known as ill-posed
according to Horowitz (2014). An ill-posed estimation problem thus should always
employ certain regularization method. In the present case when D is observed, K could
be chosen such that the support of (p1(<k ) is compact. Then, the compactly supported
¢I(<k) can be used to truncate the ill-behaved part of the integrands in tails.
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2.3.2 Case of Unobserved Treatment

A more challenging case comes when D is unobserved. In this case, the sample cannot
be divided explicitly by the treatment status. Then how to estimate E[Y|R* = 0+ |
separately is not clear. To overcome this problem, notice D* are known functions of
R* in an SRD design. Specifically, at the current setting, D* = u* (R*), which imply
Kix(R*)D* = K5 (R*) and K, x(R*)YD* = K, (R*)Y. As an alternative of (2.3.4),

the Plancherel’s isometry implies

E [Kyx(R*)D*] = / Kt (x) fr- (x)dx

1
=5 / P, (g (—t)dt (2.3.5)
1 [ g (th)

T 2mik | e(—t) Elexp(—itR)]dt.

E[exp(—itR)] is a moment of R only, and can be estimated by 1 27:1 exp(—ifR;).
E [Ky,x(R*)D*] can then be estimated by replacing E[exp(—itR)] in (2.3.5) by its sam-
ple analogue X Lji—1 exp(—itR;). Similar argument can be extended for E [Kj, x(R*)YD +].
Notice that the estimation of E[exp(—itR)] does not require any knowledge of D. Then,
the one-sided property of the estimation problem can be reflected by using a pair of

truncated or one-sided kernel functions K *.

Similar to the case of observed D, regularization is required as the estimation
problem is ill-posed. Different from the case of observed D when I can choose K
with compactly supported Fourier transform to truncate the ill-behaved parts of the
integrand in tails, ¢x+ can never be compactly supported despite the choice of K,
except for the trivial case when K is constantly zero. This result is summarized in

Proposition 2, and the proof is left to Section 2.8.1.

Proposition 2. If ¢+ is compactly supported, K = 0.

As an example, I consider the kernel function K with Fourier transform ¢g(t) =
(1 —#2)*1{|t| < 1}, and compare 4>I(<k) with 4>I(<k+) and 4)I(<k,) for k = 0,1,2. As shown
in Figure 2.2, even when (p§<k) is supported on [—1, 1], the imaginary part of qu(<k l do
not vanish everywhere. The real part of qbékl and ([)}f_) equal to one half of ¢I(<k ). The
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Figure 2.2: Fourier Transform of One-sided Kernel Functions
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imaginary part of gb1(<k+) is opposite to 4)I(<k_)

Therefore, the one-sided kernel function can not be used for regularization. Hall
and Meister (2007) introduced a kernel-free deconvolution estimator for the density
estimation 3 using a ridge-parameter approach. Following their paper, I introduce
an additional ridge parameter { > 0 to regularize the behaviors of the integrands.
Different from their paper, however, I still have kernel functions in my estimators,
because the one-sided kernel function is still needed to reflect the one-sided property

of the estimation problem when the explicitly division is not available.

If fe is known, I suggest the estimator of 6 as follows

A

=0 — e, (2.3.6)

where

ST —SETH
S585 — 5:5])°

S L A X0
nk = p = 27tk { |¢€(t)| V n*C}z

. :12 L[ ogl(th) ge(t)
nk " p 4 27T1k {|¢€(t)|\/n,§}2

Aj::

exp(—itR;)dt,

exp(—itR;)Y;dt.

To see the effectiveness of the ridge-parameter approach I compare the perfor-

mance of two estimates of ¢ (—t): 1 7 i1 % and 1 7 i1 W Both
estimates are based on ¢r+(—t) = ‘(’;R (( )) The former is obtained by replacing ¢r(—t)

by its sample analogue and the latter adds an extra ridging term in the denominator.
The data is generated by the process (a) in Section 2.5 with n = 1000 and { = 0.25. As
shown in Figure 2.3 (A), the ill-posedness is reflected by the horrendous performance
of the estimate in tails. Choosing the kernel function with a compactly supported

Fourier transform can solve the problem by restricting the integration to the central

3Hall and Meister (2007) also proposed an estimator of the regression function in their paper without
deriving the asymptotic property. Their estimator was a Nadaraya-Watson type estimator, which is
known to suffer from a bias problem when the point of interest is at the boundary. In this chapter, I
focus on the deconvolution variant of the local linear estimator.



Sharp Regression-Discontinuity Design with a Mismeasured Running Variable 58

Figure 2.3: Ill-posedness and Regularization by Ridging

(A) Before Ridge, Repeat 30 Times (B) After Ridge, Repeat 30 Times

Characteristic Function of R’
Characteristic Function of R

0 5 5 )
t t

== True ™= Estimated = True === Estimated

part, which makes it the natural option for the regularization when D is observed.
Figure 2.3 (B) shows that the ridging term 7 ¢ iron out the ill-behaved parts in tails.
By Proposition 2, the ridge-parameter approach is the automatic option for the regu-
larization when D is unobserved.

2.4 Theoretical Properties

This section discusses the asymptotic properties of the proposed estimators. The
estimators based on different regularization methods have different properties. The
discussion is thus divided into two parts. First, I derive the asymptotic distribution of
the estimators when the treatment D is observed, where the regularization is fulfilled
by the kernel function whose fourier transform is compactly supported. I then derive
the rate of convergence of the estimators when the treatment D is unobserved, where

the one-sided kernel is used and the regularization is fulfilled by the ridge parameter.

Tuse [[v]| = Vv'vand [|o]e = sup; [vj| to denote the L-norm and the Le-norm

of a vector v respectively, and ||A]| = /Amax(ATA) and |A||p = +/trace(ATA) to
denote the spectral norm and the Frobenius norm of a complex matrix A, where
AT is A’s conjugate transpose. Let Amax(A) and Apin(A) separately denote the
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largest the smallest eigenvalue of a Hermitian positive semi-definite matrix A. Let
m(x) = E[Y|R* = x] — 01{x > 0} denote the continuous part of the regression func-
tion E[Y|R* = x]. Let Ny denote the interior of a compact interval containing 0. For
the asymptotic distribution of éd,er the estimator of 6 when D is observed and f, is
known, I impose Assumption 11 as follows.

Assumption 11.

(1) {Y;, R;-‘,e]'}]r-l:1 areiid., e L (Y,R*), fe is known.

(k)
(2) [ |pr+(£)]dt < oo, pe(t) # Oforallt € R, cpg{) is not identically zero, and [ ‘%‘dt <
oo forallh > 0and k =0,1,2.

(3) For x € Ny, fr+(x) is twice continuously differentiable and bounded away from zero,
m(x) is twice continuously differentiable for x € No\{0}, and m(x) is continuous at
x = 0 with finite right and left-hand derivatives to order 2.

(4) Kis a real and symmetric kernel such that [ K(x)dx = 1 and has finite moments of order
3.

Assumption 11 (1) is common in the literature of classical measurement error.
Assumption 11 (2) is standard in deconvolution literature. Assumption 11 (3) is As-
sumption 2 (a) in Porter (2003) when the order of smoothness is 2, which imposes the
Holder type smoothness restrictions on fr+ and m for bias reduction. Assumption
11 (4) assumes the existence of moments of kernel functions which is standard in the

nonparametric literature.

It is known in the deconvolution literature that the asymptotic properties of a de-
convolution estimator depend on the smoothness of the error distribution. Following
the literature, I consider two separate cases characterized by the smoothness of the
measurement error distribution: ordinary smooth and supersmooth. f, is said to be

ordinary smooth of order f if
Cos,0(1+ [t)) P < [Pe(t)] < cos1 (14 |t]) P forall t € R, (2.4.1)

for some constants c,51 > cos0 > 0 and B > 1. Specifically, the characteristic function
of an ordinary smooth distribution decays in tails to zero at a polynomial rate. Typical

examples of ordinary smooth densities are the Laplace and gamma density. Different
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conditions on K and ¢, are needed for measurement error with different smoothness.

In the case of ordinary smooth f., I impose the following assumption.

Assumption 12.
(1) fe is ordinary smooth of order p with p > 1/2.
2) [|98[|eo < 00, 1imy s 0 [#Ppe (F) = cc and limy , co [HEH 9L () = —ccp.

3) 190 < 00, [ [IE1F + [£F=1] [¢F) (£)|dt < o0, and [ [£128|p{F) (1) || (£)]dt < oo
fork, k' =0,1,2.

Assumption 12 (1) requires the measurement error to be ordinary smooth of order
B > 1/2. In the literature, f > 0 is usually required for an ordinary smooth error,
which is sufficient to derive the result, such as Theorem 5, when D is observed. How-
ever, when D is unobserved, the ridge-parameter approach has further requirement
on the smoothness order of the measurement error. To make this assumption to be
adaptable for both cases, I require B > 1/2. Assumption 12 (2) is a further restriction
on tail behaviors of ¢¢(t) required for asymptotic normality, see Fan (1991a). Rather
than setting bounds, specific limits of ¢¢ () and 4)5;1) (t) are required as t — co. Assump-
tion 12 (3) provides extra conditions needed for an ordinary smooth f,, which would
be automatically satisfied if <p§<k) is compactly supported. Let pg = f0+°° uFK (u)du,
Gep = 513 [ 112001 (D9 (B)dt, and ve(x) = [ VarlY|R* = ul fie (u) fe(x — u) du.

2
27tce

Theorem 5. Under Assumption 8,9, 11 and 12, if nh®#*1 — co as n — oo,

0, — 6 — Bias[f
d,é' ’\las[ d,e] i) N(O,l),
Var[@dle]

where

A 2 @+(0) — m@—(0
Bias[0,.] = (P‘K,z VK,lVK,3)[m (0) —m (0)] h2+o(h2),

2 (P‘K,OVK,z - ﬂ%m)

. 00.0U% » + 01 112 1 )ve(0
Var[fy.] = (00,01x 2 + 01,115 1)0e(0) n ( 1 )

(M otk 2 — 1) - (0)n?P 1 nh2+1
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fe is said to be supersmooth of order g if
Css,0 exp(—PBolt]P) < Pe(t)] < css1exp(—Polt/F) forall t € R, (24.2)

for some constants csg1 > c550 > 0, Bo > 0, and B > 0. Specifically, the characteristic
function of an supersmooth distribution decays in tails to zero at an exponential rate.
Typical examples of supersmooth densities are the Cauchy and Gaussian densities. In

the case of supersmooth f¢, I impose the following assumption.

Assumption 13.
(1) fe is supersmooth of order B with B > 0.
(2) ¢ is supported on [—1,1] and ||q>§<k)||oo < oofork=0,1,2.
(3) E|P1j51’1 lzn%h%eﬂﬁoh*ﬁ — 00 as n — oo, where Plj,fa,l is defined as in Section 2.8.1.

Assumption 13 (1) requires the measurement error to be supersmooth of order
B > 0, which is standard in the deconvolution literature. Assumption 13 (2) is im-
posed to make A ;;I,Ek and B ;,:k well-defined and meanwhile allow the smoothness of
the kernel function K to adapt to that of the measurement error density. Assumption
13 (3) is a refined version of the Lyapounov condition, and it imposes a lower bound
on the speed of the bandwidth converging to zero. It could be more primitive, such
as Assumption By, 1 of Fan (1991a) or Condition 3.1 of Fan and Masry (1992), but it
would be technically involved and thus will be omitted here.

Theorem 6. Under Assumption 8,9, 11 and 13, if h = (bBo)'/P(logn) =P for b > 2,

6, — 6 — Bias|[f
d,é‘ Alas[ d,é‘] i) N(O, 1),
Var[0; ¢

where Bias[0, | is the same as in Theorem 5.

In Theorem 5 and 6 stated above, the asymptotic normality is obtained after nor-
malization. To conduct statistical inference, the variance of the proposed estimator
should be estimated. In the case when f. is ordinary smooth, an explicit form of the
dominant term of the variance is derived in Theorem 5. So to estimate this dominant
term, I just need to estimate fz+(0) and Var[Y|R* = 0], for which the corresponding

deconvolution estimators can be considered. In the case when f, is supersmooth,
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however, since the variance does not have an explicit form, it is not clear how to

estimate.

To derive the convergence rate of 0., the estimator of @ when the treatment status D
is unobserved, I need further smoothness condition on fr+ and m. This is because the
ridging approach here, even though regularize the ill-poseness brought by the mismea-
surement, like the ridging approach in many other situations introduces additional
bias compared to the estimators in the case of observed treatment status D. Specifically,
given & > 0and ¢ > 0, denote Fyc = {f € La(R) : [ () [*(1+ [t]*)*dt < C} as the
Sobolev class of order a, where Lp(R) = {f : [ |f(x)|?dx < oo}. I impose the Sobolev

condition as follows.
Assumption 14.

(1) freymfr: € Fucy, witha > 1/2and ey > 0.

(2) 0<i<1/4
Theorem 7. Under Assumption 11 and 14,

3

_ 2
(1) if fe is ordinary smooth of order B, h =n % ,and { = T oBT3/

16c — 0] = O, (nwfé%).

20

(2) if fe is supersmooth of order B and h = (logn) 3,

16 — 0] = 0, ((1ogn)‘§%) .

2.5 Numerical Properties

In this section, I provide the simulation results of the estimators proposed in Section
2.3 to investigate their finite sample performances.
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2.5.1 Simulation Settings

I consider two different data generating processes.

(1) R* NN(O,l), Yo = R*+¢y, Y1 = 34+ Yy — eq with eoNN(O,l), e1 NN(O,l),
(eo, €1, R*) are mutually independent, , R = R* + €, and Ry = R* + €.

(2) R* ~U[-3,3], Yy = R*exp(—R*/10) +¢g, Y1 = —(R* +3?)1/2 4 ¢;, with ey ~ N(0,2),
e1~N(0,1/2), (eg,e1, R*) are mutually independent, R = R* +¢, and R, =
R* + €.

In DGP (1), the regression function is linear on both sides of the cut-off, and the
true underlying running variable R* is infinitely supported. In DGP(2), the regression
function has different curvatures on each side of the cut-off, and the true underlying

running variable is supported on [—3, 3].

For measurement errors, both the ordinary smooth error and the supersmooth
error are considered, where Laplace(0, 1) is used as an example of ordinary smooth
error, and N(0,1) is used as an example of supersmooth error. For the case of known
fe, I consider two different cases characterized by smoothness of f.. For the case of
unknown f¢, I consider two different cases characterized by the smoothness of f. and
fe,- For the kernel function, I use K such that ¢ () = (1 — t2)*1{|t| < 1}. In all DGPs,
I consider four different sample sizes: N = 200,400, 800, 1500.

2.5.2 Smoothing-parameter Choice

To implement proposed estimators, it requires choosing the bandwidth / in the case of
observed treatment status, and both the bandwidth / and the ridge parameter ¢ in the
case of unobserved treatment status.

In the case of observed treatment, I use SIMEX-type method by Delaigle and
Hall (2008) to choose h. Precisely, let ej(.];) forj=1,---,n,b=1,---,B, k =1,2
be a collection of independent random variables, which are drawn from the same

distribution as € and are independent of data {Yj, Dj, R;}}_;. Denote R](',lb) =R+ e](./lb)
and R](.zb) = Rj + e](lb) + ej(zb) forj=1,---,nandb=1,---,B. Then, SIMEX bandwidth
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I is given by
~ A 2D A
h=[h]"/h
where
A B 7 2
hy =argmin ) )~ <Y] - ﬁ_lj)b(R])>
hp3i=
i ahs @ (g
hy = argmin ), ) <YJ — 15 (R, )>
b=1j=1
and ﬁ(_k]) , denote the deconvolution local linear estimator used in Section 2.3 using the

sample {Y'/,R](.,]f;}j/#j fork =1,2.

In the case of unobserved treatment, both /1 and g, or equivalently § = n=¢, requires
to be chosen. Instead of choosing ¢ and h simultaneously, I propose a two-stage
method. First, I implement the cross-validation procedures by Hall and Meister (2007)
to choose ¢. Since 5 fk and T fk estimate object of different smoothness, I use different
&. Specifically, denote ¢ as the ridge parameter associated with S ;,Ek and ¢! as the
ridge parameter associated with T ;fk. Then, & is chosen by

2~

& =arg min Ji(£) — 2Re Ik(2)

where

[ P oxp(iiR))
]"@_Zﬂ/w()\va} ( X Yo tR)) "

5 ) kY,exp it(R; — Ry))dt.

I(¢) = 2rtn(n —1) / {‘(,De(t)‘ VY j#

Once ¢* is obtained, the SIMEX-type method similar to the case of observed treat-
ment can be implemented to choose h.
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2.5.3 Simulation Results

Table 2.1 and 2.2 report the performance of the proposed estimators for DGP1 and
DGP2 when the distribution of the measurement error is known. Oracle stands for
the estimator by Hahn et al. (2001) when R* is observed; Naive stands for the same
estimator but R is used in the place of R*; OT stands for the proposed estimator when
the treatment status is observed, i.e. §; .; UT stands for the proposed estimator when
the treatment status is unobserved, i.e. 6.. The bandwidth % used in Oracle and Naive
is chosen by Imbens and Kalyanaraman (2012). To ease the computational burden,
SIMEX-type method is not used in simulation, and the theoretical optimal choice is
implemented.

Table 2.1: Rooted MSE of Estimators with Known f. for DGP1
N =200 N =500 N =1000 N = 2000

Error-free Oracle 0.509 0.361 0.262 0.154
Naive 2.990 2.959 2.881 2.879

OS Error oT 1.149 0.546 0.368 0.286
urtr 1.608 0.692 0.475 0.340

Naive 3.149 3.160 3.063 3.024

SS Error oT 0.918 0.487 0.334 0.213

urtr 1.491 0.799 0.556 0.313

The Oracle estimator performs best for all sample sizes, but it is infeasible in the
presence of a measurement error. The Naive estimator suffers from severe bias, and
the rooted mean square errors are approximately the same as the true value of 8, which
is due to the failure of identification shown in Proposition 1. The OT estimator and UT
estimator do not outperform the Oracle estimator because of the measurement error,
but they perform well when the sample size is reasonable, and will converge as the
sample size grows. Comparison between Table 2.1 and 2.2 indicates that UT estimator
is more sensitive to the change of the curvature at the cut-off than the OT estimator in
the finite sample.
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Figure 2.4: Simulation Results of DGP1, N = 1000

SRD Design with Error in Running Variable Oracle and Naive Estimates, Repeat 100 Times
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Table 2.2: Rooted MSE of Estimators with known f. for DGP2

N =200 N =500 N =1000 N = 2000

Error-free Oracle 0.491 0.301 0.223 0.161
Naive 2.856 2.834 2.818 2.851

OS Error oT 0.560 0.355 0.296 0.206
ur 1.157 0.757 0.675 0.450

Naive 3.055 2.834 3.061 2.942

SS Error oT 0.465 0.338 0.326 0.272

ur 0.791 0.625 0.502 0.399
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Figure 2.5: Simulation Results of DGP2, N = 1000

SRD Design with Error in Running Variable Oracle and Naive Estimates, Repeat 100 Times
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Table 2.3 and 2.4 report the performance of the proposed estimators for DGP1 and
DGP2 when the distribution of measurement error is unknown and an extra noisy
measure Rj is used to estimate the error distribution by the sample analogue of (2.2.3).
OT2 stands for the proposed estimator when the treatment status is observed; UT2
stands for the proposed estimator when the treatment status is unobserved.

Table 2.3: Rooted MSE of Estimators with Unknown f,. for DGP1

N=200 N =500 N =1000 N = 2000

oT12 1.074 0.554 0.393 0.319
OS Errors

ur? 1.627 0.879 0.668 0.472

oT12 1.042 0.582 0.328 0.265
SS Errors

ur? 1.960 0.928 0.686 0.468

Table 2.4: Rooted MSE of Estimators with Unknown f. for DGP2
N =200 N =500 N =1000 N = 2000

0712 0.504 0.241 0.202 0.158
OS Errors

ur? 1.381 0.994 0.689 0.402

0712 0.428 0.186 0.137 0.085
SS Errors

urz 1.719 1.019 0.804 0.538

2.6 Application: Causal Effects of Being Eligible for
Medicaid/CHIP

The United States has taken a continuous effort to reduce the proportion of the unin-
sured population, with particular emphasis on children and other disadvantaged
groups. Medicaid, a government insurance program for people from low-income
families, has come to effect since 1965. It is targeting eligible low-income adults,
children, pregnant women, elderly adults and people with disabilities. The CHIP
was then introduced in 1997, providing health insurance coverage to children from

tamilies whose incomes are too high to be eligible for Medicaid but are not able to
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afford private insurance. The program has expanded over the years, and almost all
the states are covering children whose family income are at least 200% of the Federal
Poverty Level (FPL).

Given the magnitude of the insurance coverage expansion program targeting chil-
dren, accurate evaluation of the program effects is not only valuable to researchers
but also of significant practical meaning to policymakers. There has been an exten-
sive literature providing insights on the program effects of Medicaid and CHIP on
insurance participation, health care utilization, health outcomes and labor market
outcomes with special focus on children, parents, and the elderly. Cutler and Gruber
(1996) estimated the crowding-out effects on private insurance participation following
an expansion of eligibility for the first time, ensuing extensive debates from various
literature. The methods adopted by these studies were also varied. To address policy
endogeneity, Cutler and Gruber (1996) used instrument variable (IV) approach to
estimate the substitution of private insurance after an expansion of public insurance.
Blumberg et al. (2000) examined the expansions of public programs by comparing
newly eligible and ineligible children using the panel data structure. With increasing
popularity of RD design in evaluating program effects in non-experimental settings,
several previous studies have used RD approach to estimate the program effect of
private health insurance crowding-out, and also on other health related outcomes
(Card and Shore-Sheppard (2004), De La Mata (2012), and Koch (2013)). Card and
Shore-Sheppard (2004) used age as the running variable to compare cohorts of children
immediately on each side of the expansion threshold. De La Mata (2012) and Koch
(2013) used the income eligibility as the threshold to compare children who were
eligible to those who were immediately ineligible.

However, as I have mentioned in Section 2.1, most empirical works assume the
running variable in the RD design is error-free, which is not a reliable assumption given
the nature of the survey data used in most empirical literature. In this section, I am
going to implement my new estimator to examine the program effect of Medicaid and
CHIP, with the consideration of a continuous measurement error in the family income
measurements. The identification relies on the income eligibility rules, following
De La Mata (2012) and Koch (2013). However, I will adopt a different dataset from
what they used, to demonstrate the performance of my proposed estimator in a large

sample.
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2.6.1 Data and Variables

My empirical implementation requires data on the income of family with children
(0-19 years old), eligibility rules for low-cost health insurance, and health insurance
participations. I constructed a panel dataset by merging March supplement to Current
Population Survey (March CPS) prepared by the CEPR with Medicaid /CHIP eligibility
data from the Henry J. Kaiser Family Foundation reports*. To avoid questionnaire
inconsistency, I restricted the sample to year 2012 and 2013 as the 2014 March CPS
included redesigned health insurance and income questions. CPS is conducted on a
rotating basis, that is: households from all 50 states and the District of Columbia are
in the survey for 4 consecutive months, out for 8, and then return for 4 consecutive
months before leaving the sample °. Therefore, after merging two years’ March CPS,
only half of the sample remained from each year. As new respondents are sampled on
a probability basis each month, this attrition will not affect the sample distribution.

The family income question from March CPS is about the previous calendar year.
The family income reported in 2012 March CPS is, in fact, the income of 2011, and
the family income variable in 2013 reports the income of 2012. Therefore, I will use
insurance participation variables from 2012 as the outcome variables, and family in-
come variable from 2013 as the primary noisy measure of the assignment variable. To
implement my estimator, I introduce income variable from the 2012 dataset as a second
noisy measure of the assignment variable. Taking into account of inflation between
years, I adjust the income from the 2012 survey with the CPI multiplier between March
2011 to March 2012 by Bureau of Labor Statistics. The poverty level is thus calculated
using the ratio of total family income to Federal Poverty Level (FPL) based on family

size and year. In this study, I will use 2012 FPL as the denominator.

As RD design focuses only on local effect, I dropped observations whose poverty
levels are in the lowest 10 percentiles and the highest 25 percentiles. The remaining
sample includes families whose poverty levels are between 65% and 510% of the
federal poverty line if using my primary income measure. The upper limit is higher
than De La Mata (2012) and Koch (2013) because I am also interested in the effects of
CHIP eligibility, and the threshold of which could be as high as 300% to 400% (e.g.,

4h’ctps: / /www.kff.org/data-collection/trends-in-medicaid-income-eligibility-limits /
SCurrent Population Survey Techinical Paper 66, https:/ /www.census.gov/prod /2006pubs/ tp-66.pdf
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New York and New Jersey).

Figure 2.6 presents the distribution of the two income measures. The box chart
indicates that the two income measures have similar means and distribution, and there

is also no significant difference based on the t-test result provided above the figure.

Figure 2.6: Total Family Income

T-statistic 0.453 P-value 0.6503
Means 53942 vs 53775
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Due to the limited scope of this paper, I only exploit the causal effect of Medi-
caid /CHIP eligibility on the participation of any insurance, public insurance, Medicaid
(take-up effect), and private insurance (crowd-out effect). The CEPR version of March
CPS 2012 has four dummy variables indicating the four outcomes mentioned above.
Descriptive statistics of the outcome variables by poverty levels are presented in Table
2.5.



Sharp Regression-Discontinuity Design with a Mismeasured Running Variable 72

Table 2.5: Descriptive of Health Insurance Participation

Full Sample 100%>PVL 300%>PVL> 100% PVL>300%

Any insurance 88.43 84.97 87.04 93.49
Public insurance 41.10 71.71 43.89 16.01
Private insurance 56.00 19.51 52.61 86.05
Medicaid 37.51 70.23 39.91 11.87

N 13863 2368 7747 3748

The average participation rate of any insurance of March CPS sample in 2012 is 88%,
and the groups with higher income level have higher participation rate. Meanwhile,
the highest income group has the lowest participation rate in public insurance, but the
highest participation rate in private insurance plans. There are still some children from
relatively higher income (>300%) families participating in Medicaid, as some of the
states (e.g., Hawaii, Maryland, New Hampshire and Colombia) have very high-income
eligibility thresholds.

2.6.2 Model and Results

Our main analysis is based on a regression discontinuity model of the following form:
HIP; 5012 = 01{Distance;5y, < 0} + m(Distance],5) + ¢,

forj =1,...,n, where HIPj,zou is health insurance participation (any health insur-
ance, public health insurance, private health insurance, or Medicaid), Distance; ,;,
is the normalized family poverty level (ratio of family income to FPL) with respect
to income eligibility threshold (% FPL) for Medicaid or CHIP varying by state and
time, m is an unknown continuous function, and 6 is the causal effects of being eli-
gible to Medicaid or CHIP. The March CPS family income is a survey estimate with
nonresponse, and hence the derived family poverty level will inevitably suffer from
measurement problem. Instead of the true family poverty level, the constructed
poverty level variable can only be regarded as a noisy measure of the true under-
lying variable: Distance;zp2 = Dis’camce;f’2012 + €j2012. As I have mentioned in the
variable description part, the 4-8-4 structure of March CPS allows construction of a
panel from two consecutive years. In this paper, I use family poverty level in 2011 as
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another noisy measure for Distance;‘,2012. Considering the possibility of income level
affected by inflation, the second noisy measure is adjusted according to CPI index:
Tadj

. CP
Distance ..

72012 = Distancejlzon X CPIH,H.

Table 2.6: Causal Effects of being Eligible for Medicaid
Medicaid Private Public Any

Naive 0.005 0.017 -0.014 0.001
Total ur2 0.133 -0.189  0.145 0.136
N 13341 13341 13341 13341

Naive 0.044 0.041 0.05 0.061
Age0-1 UT2 0.253 -0.109  0.281 0.243

N 643 643 643 643

Naive 0.026 0.014 0.035 0.045
Age2-5 UT2 0.256 -0.118  0.283 0.184

N 2804 2804 2804 2804
Naive  -0.018 0.01 -0.029 -0.003
Age 6-19 UT2 0.143 -0.2 0.155 0.127
N 9894 9894 9894 9894

Naive  -0.024 0.021  -0.03 -0.009
Male ut2 0.148 -0.054 0.162 0.376
N 6957 6957 6957 6957
Naive 0.01 0.019 0.001 0.015
Female  UT2 0.186 -0.286  0.204 0.055
N 6384 6384 6384 6384
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Table 2.7: Causal Effects of being Eligible for CHIP
Private Public All

Naive 0.017  0.013  0.006
Total ur?2 -0.142 0.284 0.185
N 11165 11165 11165

Naive -0.034 0.133 0.028
Age0-1  UT2 0.005 0.132 0.244
N 502 502 502
Naive 0.081 -0.028 0.017
Age2-5 UT2 -0287 0.05 0.09
N 2253 2253 2253
Naive 0.013  0.024 0.01
Age6-19 UT2 -0.055 0.111 025
N 7993 7993 7993

Naive  0.021  0.006 0.01
Male urz  -0.056 0.004 0.442
N 5326 5326 5326
Naive 0.032 -0.013 0.007
Female UT2 -0.122 0.119 0.256
N 5839 5839 5839




Sharp Regression-Discontinuity Design with a Mismeasured Running Variable 75

Table 2.6 and 2.7 show a comparison of estimation results using the naive esti-
mator and the proposed estimator (UT2) based on an estimated error characteristic
function by using the sample analogue of (2.2.3) and the repeated noisy measures
of the normalized family poverty levels constructed above. Table 2.6 uses Medicaid
eligibility, and Table 2.7 uses CHIP eligibility as treatment. I first estimate the effect of
income eligibility using the full sample, then I restrict the sample based on age groups
and gender to address possible heterogeneity. The proposed estimator almost always
provides estimates with larger magnitude, which is consistent with the simulation
results. The sign of the proposed estimator is also consistent with literature. For
example, the naive estimations of the crowding-out effect on private insurance are
mostly positive and close to zero, but the proposed estimator provides large negative

estimates except for infants in the CHIP eligibility evaluation.

2.7 Conclusion

This chapter develops, to the best of my knowledge, the first nonparametric RD es-
timator for the sharp design with a continuous measurement error in the running
variable. In particular, the measurement error does not affect the outcome variable,
and may only impact the running variable. Estimators are proposed for two separate
cases characterized by the observability of the treatment. In the case of observed
treatment, the proposed estimator is the difference between a pair of deconvolution
local linear estimators using observations with different treatment. In the case of
unobserved treatment, the sample cannot be explicitly divided. To overcome this, I
employ the one-sided kernel functions, and introduce an additional ridge parameter
for regularization. Asymptotic properties of the proposed estimators are derived for
both cases, and simulation results demonstrate their validity. As a real data example, I
consider the estimation of the causal effects of being eligible for Medicaid and CHIP.
The results show that ignoring the measurement error in the reported family income
may cause severe bias in the conventional RD estimates, and the proposed estimator
provides superior results on various outcome variables controlling for demographic

heterogenedity.
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There are a number of natural avenues for future work stemming from this chapter.
First, this chapter focuses on the classical measurement error, which may be overly
restrictive in many situations. It would therefore be useful to develop an equivalent
estimator that is able to accommodate nonclassical error. Moreover, this chapter
derives the convergence rate of the estimator in the case of unobserved treatment, and it
would be helpful to further investigate the distributional results and bootstrap methods
for inference. Finally, auxiliary information such as the repeated measurements may
not always be available to identify the measurement error distribution in practice, and
it would be interesting to study the partial identification of the ATE at the cut-off when

the measurement error distribution is not point identified.
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2.8 Appendix

2.8.1 Proofs of Main Results

Proof of Proposition 1: First, notice that R* I € implies

fr(r) = /fR*(u)fe(r —u)du. (2.8.1)

By the dominant convergence theorem, the continuity of f. suggests that fr is continu-
ous. Moreover, (Y,R*) L e implies that

E[YIR = rlfi(r) = [ EIYIR =1, R* =l g alr)da (1

(2.8.2)
— [ EIYIR® = alfi(@)elr — a)da,
where the second equality follows by
E[YIR=r,R* =a] =E[Y|e =r—a,R* =a] = E[Y|R* = 4],
frer(alr) fr(r) = frer(a,7) = free(a,r —a) = fr(a)fe(r —a).

The continuity of fr and fc then suggest that E[Y|R = r| is continuous by the

dominant convergence theorem. u

Proof of (2.2.2): By the convolution theorem, (2.8.1) and (2.8.2) imply ¢gy (g, (t) =
PE[Y|R*| o (E)Pe(t) and Pr(t) = ¢r:(t)Pe(t). Then (2.2.2) follows by

1 —itr ¢E[Y|R]fR(t)

E[Y|R* =r|fr:(r) = o | e Wdt
fr) = o= etzl;)lj((:)) dt
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Proof of (2.2.3): First, notice Elexp (it(R — Ry))] = E[exp (it(e — €2))]. (2.2.3) then
follows by

E[exp (it(e — €2))] = E[exp(ite)|E[exp(—itey)]
= Elexp(ite)]|E[exp(—ite)]
= [Elexp(ite)]|"

7

where the first equality follows by € _L €5, the second equality follows by the fact that
€ and ¢, are identically distributed, and the last equality follows by the fact that fe is

symmetric around zero. n

In the complex analysis, a function g : C — C is said to be analytic on an open set
G C C it itis complex differentiable at every point of G. Moreover, g is called analytic
at xg if it is analytic on a neighbourhood of x(, and is called entire if it is analytic on C.

Lemma 9. Zeros of a non-constant analytic function are isolated.

By the isolation of zeros, I mean that if xo € C is one zero of g(x), there exists an
€ > Osuch that f(x1) # 0forany x; € {x € C: 0 < |x — xg| < €}. An immediate
corollary of Lemma 9 is: if a function g is analytic at xp and g(x9) = 0, either g is
constantly zero in a neighborhood of x( or there is no other zero in a neighborhood of

XQ.

Lemma 10. Given that functions g1 and g are analytic on a connected open set G C C, if
g1 = 2 on some non-empty open subset of G, then g1 = g on G.

Lemma 10 is known as the identity theorem for analytic function, and it says that a
analytic function is completely determined by its values on a neighborhood. Denote
the holomorphic Fourier transform of f : R — C as

Af(z) = %/eixzf(x)dx
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where z = z1 + z7i. A f extends the domain of the ordinary Fourier transform ¢ ¢ from
R to C. Specifically,

Af(z) = %{ /exp(ix(21 + zp1)) f (x)dx
= %{/exp(ile)[exp(—xzz)f(x)}dx (2.8.3)
= (Pexp(—xzz)f(x) (Zl)'

(2.8.3) shows that the holomorphic Fourier transform is the ordinary Fourier transform
of the function exp(—xz2)f(x). As exp(—xz2) grows rapidly at infinity, Af may not
be well-defined for a generic function f. For the proof of Proposition 2, however, it is
enough to focus on the function f that has a compact support. Ay is therefore well-
defined because exp(—xz,) is bounded on a compact set. The support information
about f can be characterized by the analyticity conditions of A¢, and the result for the
case of a compactly supported f is given in Lemma 11 below.

Lemma 11. If f is supported in [—b, b] for some b > 0 and satisfy fﬁb |f(x)]2dx < o0, Ay

is an entire function.

Lemma 9 and Lemma 10 can be found in Theorem 1.2 of Lang (2013), and Lemma
11 is known as the Paley-Wiener theorem (see Theorem 7.2.1 of Strichartz (2003)).

Proof of Proposition 2: If ¢x+ is compactly supported, Ay , is entire by Lemma
11. Notice Ay, (x) = K*(x) for x € R. K (x) = 0 for any x < 0 then implies that
Ay, (x) = 0for any x < 0. Lemma 9 then suggests that Ay , (x9) = 0 in a neighbor-
hood of a specific x for any xp < 0. Lemma 10 therefore claims that A¢(z) = 0 for any
z € C, which indicates K™ = 0. [ |

Proof of Theorem 5: Let U = Y — E[Y|R*|. Then, we have
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where
+ R+ + R+
7 + A IBn ,0,m A ]Bn 1,m
d, + + + ’
‘ An ZAn 0 [A ]

‘P th «
IB;tkm = - Z i / K exp(—ltR )[m(R7) + Uj]D].i.

Notice that /] _ and 11 are independent with each other because they are sepa-
rately based on observations from each side of the cut-off point. For the asymptotic
distribution of f; ., I then proceed by deriving the asymptotic distribution of 7} ic The

distributional result of 71 1 Can be obtained in a similar way.
Leta = fg- (O)VZ,k for k = 0,1,2. Then, it follows
i) —m(0) = Z i (2.8.4)

+ P . and

+ _ p+
WhereP =P on,j @

1,n,j

i
Pl = (ﬁ) % if((i)) exp(—itR;)[m(R}) + U; — m(0)]D;" dt

ay (1)
1 }2> zjﬁ (z)i((_tf)) exp(—itR;)[m(R}) + U; — m(O)]D;r it

S0t ) 010

Pt Ay, B ay
onj 2 2
" A;Jf,zAwJ{,o - [A:ﬂ agay — [a]]

A, at )
- 2
AN~ [ afay — [af]

oy (th)
“2m qbi(—t)

exp(—itR;)[m(R}) + U; — m(0)|D;" dt.
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Step 1:

y* . Pt —nE[P] ]
j=1"1,n,j 11,1 i}N(O,l) (2.8.5)
nVar[P{, ]

By Lyapunov central limit theorem, for (2.8.5), it is suffice to show

2+y
+
E ’PLn,l

lim
n— oo

ﬂ a7 =0 (2.8.6)

2 +
n/ [E ‘Pl,n,l

First, by Jensen inequality, we have
24y
+
ag @y — [y

< E 1 [ ¢k (th)

2t ) ¢e(—t)

o 247
1+7 1
+ 2 _
+ + +
(”o ay — [ag ]Z)

+
E ’PLn,l

241

exp(—itRy)[m(R}) + Uy — m(0)] Dy dt

1o (th) o
xE|>— ¢i(—f) exp(—itRy)[m(R}) + Uy — m(0)] Dy dt
(2.8.7)

Let i, 5., (x) = E[[m(R*) + U — m(0) P*"D*|R = x] fr(x) for the constant 17 > 0.
Then using the law of iterated expectation, for k = 0, 1, we can write

2
1 1o (en) !

exp(—itRy)[m(R}) + Uy — m(0)]D; dt

2t ] ge(=t)
1 elen o
:/ 27Tik/ 4)12(_1}) exp(—itx) V$,2+;7(X)dx.

X t
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If 7 > 0, we have

2+7

E z;k/fbfz((_t?) exp(—itRy)[m(R}) + U; — m(0)| Dy dt

n
< p= @) (1+p)+1 R gl () dt
- [fe(—t)]

(2.8.8)
4’1< (th)
Pe(—t)
—0 (h—(2+;7)(1+ﬁ)+1> ’

% hZﬁ—H

exp (—itx) dt| p,, 5, (x)dx

where the last equality follows by Lemma 13 and Lemma 14. Then, (2.8.7) and (2.8.8)
together imply

’ 1n,1 (h—(2+;7)(1+/3)+1> : (2.8.9)

Also, we note

2

+ 2
- (ﬁ) E| 5 [ 2555 explitRa)m(R}) + Uy — m(O)]D] d

2

2mi ) pe(—t)

+ 2
N (ﬁ) ElL [0 ) iRy m(RS) + Uy — m(0)] D dt

alal i
o da { E (W if((i)) exp(—itR;)[m(R}) + U; — m(0)] D dt
)

(1)
- < 4;21 4;;; ((_tf)) exp(—itRy)[m(R}) + U; — m(0)| Dy dt

(2.8.10)
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And by Lemma 14, we have

2

E ziik / i’;i (f’;)) exp(—itRy)[m(R}) + U; — m(0)|D;" dt

_ h—Zﬁ—l {hZﬁ-l-l/

h—2p-1,+
= a0 [ gl ) st +o1),

27tc2

1 oW (th)
2mik | pe(—t)

exp (—itx) dt

2
V;,z(x)dx} (2.8.11)

and

E (47{21“, / 9;12 (YIZ)) exp(—ifRy)[m(R}) + U; — m(0)|D; dt

(k)
X / % exp(itRq)[m(R}) + U; — m(0)] Dy dt)

L N GO
= % {hZﬁH/(E K ) exp(—itx)dt (2.8.12)

Pe(—

(K')
1 —th
X <5/%exp(itx)dt> y;;(x)dx}

h—2p-1
- Mfﬁ, [ 150 ()6l (as(1 +(1)

Note that (2.8.12) implies that sum of two expected cross-product terms of (2.8.10)
vanishes as n — co. Then, (2.8.10), (2.8.11), and (2.8.12) together imply

E| n1|2

00,0M% 5 + 01,11% 1)vd (0
(F00pk2 T o111k 1)0E (0) 0( 1 ) (2.8.13)

(Hxolixs — M) f2. (2B 7 \ 2B+1

where o = 515 [ #1280 (ol (#)dt and o} (x) = [;7 Var[Y|R* = u] fr- () fe (x —
u) du. Hence, the Lyapunov condition (2.8.6) holds if nh — o0 as n — co.
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Step 2:
Z P2+n] TZE[ 2n1] o (1)
- P
nVar[Pfrn]]

First, we note

1 cp th)
- K +
A= " 27t1k/ exp( itR; )D dt

1 (9 (th) :
=E [27Tik (Pi(—t) exp(—itR;) Dy dt

+Op n-1/2 [E

1 i (th) :
27rik/ o (—1) exp(—itRy) Dy dt

where

2

k
1 ¢I(<)(th) _ O(hf(ZﬁJrl))

2mik | pe(—t)

exp(—itRq) Dy dt

follows by Lemma 14, and

[27‘("/¢K exp(—itRy)D; dt
i

— o | #0 ey (—na

= /0+oo Kp e (x) fre(x)dx

= fr+(0) /+oo K(z)z"dz + hfl(é)(O) /+oo K(z)Z""dz + o(h)
0 0

=al +0(h),

Hence, we have

1
+ +_
A —al =0(h)+ 0y <n1/2h5+1/2)

2] 1/2

(2.8.14)

(2.8.15)

(2.8.16)

(2.8.17)

(2.8.18)
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+ o+ + +

as a A A

Moreover, let M = ( i 1+ ) and M} = ( 1’0 T ) Then, for k =
ap i Ay, Ay,

0,1,2, we have

Ay - at
2 2
AAy— (AT agay — [af]
< | IMAT = MY (2.8.19)

< IMAIHHIMIT T HIME — M|
_ -1
< Anin(M2) (Amin(M7) + Op(IMR = MT1))  IMZ = M7 |,

min

where the first inequality follows by the fact that |m; s| < \/ maxi<j<k Z;'{le m; | <

V Amax(MTM) = || M| for a matrix M = (m; ;1) € Ck>*, and last inequality follows by
Amin(M7) > 0, Amin(Mp) > inf 51— &' (M{ — M )0 + Amin(M), and | inf 5y &' (M} —
MF)s < ||[MA — M. Note |[M]]*> = Amax(MTM) < tr(M'M) = 2?,;’:1 ]m]-,]-/\z im-
plies

IM% — M| =0, (klzloafz ‘A;’k - a,jD . (2.8.20)

Then, if nh?$*1 — oo, by (2.8.18), (2.8.19), and (2.8.20), we have

AT ot
+ + = 4+ 12 B + o+ : +12 = Op(l)/ (2821)
AP — [An,l} ag a — [a1 }

which implies P, ; — E[Py, ] = 0,(1)[P}}, . — E[P]]

o T ]]] and then (2.8.5) implies (2.8.14)
holds.

Combining (2.8.5) and (2.8.14) together, we have

ity —m(0) — E[P5] 4

4 N(0,1). (2.8.22)
\/ Var[Pf,n,l] /n




Sharp Regression-Discontinuity Design with a Mismeasured Running Variable 86

Let 6,5, (x) = [m(x) —m(0)]fr+(x)1{x > 0}. For the bias term E[P{’, ,], we have

i +
E[Pf,_n,l] {%/‘PK (th)ps: (— dt—%/%&l)(th)(p%(—t) dt}

- o {a / x)dx —af /Khl( )(5;5(x)dx}

——fR () x X o z)m —m
- Wz{fR (0) /0 2R [ K@) n(zh) - m(0)
o (0) /O " K (x)dx /O K (2)[m(zh) — m(0)] dz
+o00 —+o0
[ PR [ K@) () — m(O)] e ()  fre (0)] dz
0 0

—+00 —+00
- / K (x)dx / 2K (2)[m(zh) — m(0)][fr- (zh) — fR*(O)]dz}
0 0

4
=) BP/,
k=1
(2.8.23)
where
“+o00
BP; = - / / K(z)[m(zh) — m(0)]dz
VKOVIQ :uKl 0
+o00 1
K(z) |mM(0)zh + =m® (&L ) (zh)?
= yKﬂ/o Dax [ K@) [ )+ 1n® () )
(2.8.24)
and
1 +o0 +oo
BP, = — / xK(x)dx/ zK(z)[m(zh) — m(0)]dz
VKOVKz [P‘Kﬂ 0
1 oo oo 1
/ (x)dx / 2K(2) [m(l)(O)thr—m(z)( 2y (zh)? | d.
‘”KO]’[KZ VK1] 0 2
(2.8.25)
Then, it follows
F\2 o+
BP; + BP, — (ica)” ~ Ficabics m@+(0)R2. (2.8.26)

Z[P‘EOP‘EZ - (‘1"?(—,1)2]
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For BP; and BP;, it is easy to show that they are of order o(h?). Moreover, (2.8.21)
implies E[P,, ] = o(E[P{, ;]), which gives

(V;E,z)z - VEWZ&

[P‘EOP‘EZ - (P‘f&)z]

E[P;] = 5 m @+ (0)h? + o(K?). (2.8.27)

Results as (2.8.13), (2.8.22), and (2.8.27) can be obtained for 71, _ following a similar
argument, which together with symmetry of K imply

0. — 6 — Bias[f
de BiaslOuel 4 N0, 1). (2.8.28)
Var[0; |

Proof of Theorem 6: The proof for the case of supersmooth f. follows a similar route
as that for the case of the ordinary smooth case, as in Theorem 5. So I only focus on
the differences in the following discussion. First, we update the upper bound results.

In step 1 of the proof for the ordinary smooth case, to verify the Lyapunov condition
(2.8.6), parallel to (2.8.8), for 7 > 0, we have

2
1 [ o (en) !

27k | pe(—t) exp(—itRy)[m(R*) + U — m(0)]D* dt

hexp(—poh—F) [ o (th)]

U
By~ (+1)
< exp(Bo(2+ 1)k~ F)h ( o pe(—1)] ) (2.8.29)

(k)
xhexp(—ZlBohﬁ)/ % 4;1:(%))

= O(exp(Bo(2+ ) P)p=0+m),

exp (—itx) dt| 5., (x)dx

where the last equality follows by Lemma 15 and sup,, P‘z,z + (x) < oo.

To verify the Lyapunov condition (2.8.6), besides (2.8.29), we also need the parallel
result to (2.8.13). There is, however, no parallel result to Lemma 14 in the case of
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supersmooth f.. Therefore, the lower bound of E ]Pfr 1 ‘2 is commonly derived to
verity (2.8.6). Primitive conditions, like Condition 3.1 of Fan and Masry (1992), can be
imposed to this end. In this chapter, however, to avoid the unnecessary complication,
we directly assume the lower bound of E’Pf,r 1 }2 in Assumption 13. Hence, under

Assumption 13, the Lyapunov condition (2.8.6) holds true, and the conclusion follows.

By a similar argument as in (2.8.29), parallel to (2.8.16), we have

(k) 2
1 ¢r’ (th) _
S cpi(—t) exp(—itRq)Dy dt
(k) 2 (2.8.30)
1 ¢y (th) :
< C/ 27 | (D) exp (—itx) dt| dx

= O(exp(2Boh P)n7),

where the equality follows by || fx|| < o0 and Lemma 15. Therefore, for the parallel
result to (2.8.18), we have

Bjfy —af = O(h) + 0, ((nh) ™ 2exp(BohF)) (2.8.31)

So, if nh exp(—250h*5) — 00, (2.8.21) holds true. Therefore, the conclusion follows
by a similar argument as in Theorem 5.

For Var[0;] = o(Bias?*[0;.]), first note Bias[f, ] does not depend on error dis-
tribution and is of order 2. Moreover, we note Var([0; ] ~ E ‘Pf 1 |2/ n and (2.8.29)
implies

E|P} /1]2 < Cexp(2BohP)n 1.

N
Then, the conclusion follows by
h = (bpo)"/P(logn) 1P,

where b > 2. [ |
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Proof of Theorem 7: Following a similar argument to the proof of Theorem 5 and 6,
we have . — 0 = i} — 1z, where

:I: + £
S ~SET

+ n2 nOm n,1,m
e =

1
+ + o+ ’
Sn ZSn ,0 Sn,lsn,l

Lo 1 glget) e
T =) /{|¢€(t)|v 7 p(—itR;)[m(R?) + Ujldt.

For convergence rate of f, it is suffice to get separate convergence rate of 77z} and
11z . In the following discussion, I focus on 11}, while the result for 1z can be obtained

in a similar way.

Lete; = (1,0), b;tm = m(0) fr+(0 f+°° ZFK(z)dz, and

it —m(0) = e [MZ] ™ M — m(0)
= ([MI] 7 M — (M M
(]t - [oa] ) s
+ (et [MF] " My = m(0))
=Ty1+ Thuo,

where
-1 -1 -1 2
T < | [ME) T [Mf = Mg+ { [ME] 7 = (M7 vy |
-1 2 -1 -
< 2| (M) My = ME|P 2] [ME] T (M — M (M) M|
-1 2 2 -1 2
< 2020 ([ME] 1) { 1M — My |+ [ Md = n |7 [ ] M)
(2.8.33)
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Notice Amax ([Mgr ] _1> AL (MJ), and the upper bound of Amax ([M; ] _1>

min

tollows by

‘;‘nf §'Mds > ‘11|nf &' (M — M) 64 Amin (M)

1 —

and Amin (M) > 0. By ||[M ] 'M;"||? < o, which follows by Amin (M;7) > 0 and
| M, || < oo, for the upper bound of |T, 1|, it is suffice to establish upper bounds for
|Md — M;f||? and || M — M, ||? respectively.

To find these upper bounds, first, we note |[MJd — M, [|> < ||M+ Mf|3 =

Pyl (th)ge(t) :
whereS:k =1 7 -1 an]w1th Q;SJ;] = 2mk IW xp(—itR;)dt.

1 + _ .t
Lk k=0 |Sn,k+k’ Ut
Also, we note

ysnk—ak\ <3(Iii+1In,+1s), (2.8.34)
where
1 & 2
i = = Y QZI,]- —E[Q; ]
j=1
1 k 2
2 = ‘E[QZL] - m/ﬂ(z(th)%*(—t)dt ,
2
12y = = [ ") (th)pre (—t)dt — af
, 27-[1k K k
For IZJ, we have
i 1
E[ n,l] nvar[ nk’]]
(k) 2
th
1 1.k (PK+( )‘Pe( ) p(—itRj)dt
n |27 {\cp ‘ \V n— g}

1 10 () Plge (D) (2.8.35)

— 271n {‘4, \\/n g}

A1 |pe(1)]?
_O< /ﬂ% nmﬁ}ﬂ>

dt
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Then, (2.8.35) and Lemma 3 imply

0 ( “2?1)—1) if f. is ordi th of order B
n , if fe is ordinary smooth of order
o) ¢ Y (2.8.36)
O, (n*1), if fe is supersmooth of order
For IZ ,, we have
) 2
.o /% e [ g,
" 27tik |pe(t) {|4;€ )| V- C}
— / ‘PK+ (th) e ( t)dt
27T1k |pe (£)
Cens (2.8.37)
1
<o | ol ar - / o (1) P,
ené

=0 | h ' | |pge(D)at],
|/

en,g
2
where the last equality follows by 5 [ ’¢I(<k+)(th)) dt = b= [ 22K?(z)dz. Then
Lemma 2 implies

20
@) (n Fhl if fe is ordinary smooth of order

@) ((10g n)_?ah_1> , if fe is supersmooth of order 8

For IZ 5, we have

2

- ' / " Kk () fre ()x — fie (0) | K ()
2 (2.8.39)

/oJm 2K (2)[fr+ (zh) — fr+(0))dz
= 0(h?),
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where the last equality follows by the twice continuously differentiability of fg- and
fo+°° ZF1K(z)dz < co. Combining (2.8.36), (2.8.38), and (2.8.39) together, we have

7(2p+1) 1 _2ag 1 2 . . .
IME — M2 Op(n # +n P h 4+ h"), iffeisordinary smooth of order 8
s = a = 20
O, <n4§_1 + (logn) Fh~1+ hz) , if fe is supersmooth of order B

(2.8.40)
Following a similar argument, it is easy to show

gy e N
IME — M2 Op|n P +n P h '+ h*), if feisordinary smooth of order B
T Yol — .
Oy (n4§_1 + (log n)_%h_l + hz) , if fe is supersmooth of order B

(2.8.41)

Also we note |T,,»|> = O(h*) = o(h?). Then by (2.8.40) and (2.8.41), |T,,1| is the

dominant term, and we have

CRpHY) 1 _«
16 || Op (n ¥ TIqp PRTV24 h) , if fc is ordinary smooth of order
9€ - 9 —

O, (nzg—% + (logn) Fh1/2 4 h) , if fe is supersmooth of order

_a
If f is ordinary smooth of order f, the trade-off between n~ # h~1/2 and h implies
_ g C@pHY) 1 e _ g
h=n" %, and the trade-off betweenn 26 Zandn Fh~'/2withh =n % implies

¢= Zﬁ%, which implies

16 — 0] =0, (nwfé%).

If f is supersmooth of order B, consistency of 8. implies h(log n)% — 00 as 1 — oo,

Then, { < 1/4 implies n*¢~1/2 = o(h). Then, the trade-off between (logn) Fh~1/2
2u

and h implies h = (logn) 3%, which implies

18: — 0] = O, ((1ogn)‘§%) .
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2.8.2 Proofs of Lemmas
To establish (2.3.4), we introduce the following properties of Fourier transform.

Lemma 12. If f(x),x*f(x) € L1(R) for a positive integer k, <pj(,k) = i¥ [ xFf(x)el**dx,

Proof of Lemma 12: Use Leibniz rule. [ |

Lemma 13. Suppose Assumption 11 and 12 hold true. There exist a function ¢ € Li(R)
such that

ooy < Pe(s),
¢ |
which implies that there exist constants ¢ > 0 such that

(0
ppr [

[pe(=t)] "~

Proof of Lemma 13: Since lim;| _, o, |t |pe(—1)| = ce, there exists a constant ¢y such
that |t|P|¢e(—t)| > cc/2 forall t > cf. Then, for constants c; > 0 such that ¢; > hP
and ¢, > O such thatc, > cphforalln =1,2,..., we have

5 9G] smaxg e 9 (5)
|‘P€(_S/h)’ B min|s|§cF |feft(5)|
P (5)]]s]P
(Is]/h)P|ge(—s/h)]
< cricgdy(1+ cp)Pllo) ool {]s] < 2}

s zr4>§<">c<s>\|s\ﬁ

1{]s] < ceh}

+ 1{|s| > cph}

where the integrability of ¥ (s) follows by ||q’)1(<k ) |o < 00, the ordinary smoothness of
fe,and [ |qb1(<k ) (s)||s|Pds < 0. And the second statement immediately follows by the
change of variable t = s/h. [ |
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Lemma 14. Suppose f is continuous at 0, ¢ does not vanish everywhere, ||Ppe|lco < 0,

16 ]|oo < 00, [s|Ppe(s) — ce, and |s|F+1pM) (s) — — Bee. For a pair of positive integers k
ok K k K

and K, 193 oo < 00, 193¢ llo < 00, [ Is[P1g () 1ds < oo, and [ [s[P|i¢ ) (5)]ds < o

47721k—k

O !/
= IO [l 0 e

im h?P L (P(k)(th) exp(—itx Mex itx x)dx
,LWW“/< | o o wm/K%m p(itx)dt | f(x)d

Proof of Lemma 14: First, we note

B (k)
lim h ¢r (s)
050 271k | e(—s/h)

exp(—isx)ds

i O

= nlgnoo 27T1k/(|5’/h)ﬁ47€(—5/h) exp( IS.X') ds

C i IO i ek (cise)d
= 27T1k/ ngnoo(|s|/h)ﬁ¢€(_s/h) 5 eXp( ISX) S

= 27'(1" /‘PK )|s|P exp(—isx)ds,

(2.8.42)

where the second equality follows by the dominant convergence theorem and Lemma
13.

And it follows
(K')
K S/h . (PK (_S) .
exp(—itx)dt —ex itx)dt
47-[21k K /(P S/h p( ) ¢€( ) p( ) (2.8.43)
47-(21k yPr /4>K s)|s|P exp(—isx ds/gbK s)|s|P exp (isx)ds
Moreover, by the integration by parts, we have
k+1
kK (5) : 1 (s) :
———~exp(—isx)ds = — exp(—isx)ds
¢pe(—s/h) ix ( s/h) (2.8.44)

w
/h .
1xh/¢K por th)s )exp(—1sx)ds.
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Since [s|P|¢e(s)| — ce and [s|P T ‘gbél (s)| — Bce as s — o0, there exists an constant
cr > 0 be a constant such that [s|P|¢e(s)| > cc/2 and [s|f ! \qbe )| < 5Bce/4 for any
s satisfying |s| > cr. Then, we have

k+1
qu ( S;Z)) exp(—isx)ds
e ()]
< —d
= |x| pe(—s/B)[
e (2Mmax o 9 V)]t ok Vsl (2845)
= T mingg < [9e(5)] % Jissaan (5[ /B])Plge(—s/h)]

h(2Mmaxen 961 ( ) ) ()1
< — d
< ( it <1 [0 (5)] g (o) [ e lspas
= O(h*fg\xrl),

and

1 / oL ()9 (—s/h)
ixh 02(—s/h)

/r4>§<"> $)[|p) (—s/h)|
|x| |pe(—s/h) 2

1 (szaxs<Mh 91 (5) maxiy < |4>£”<s>)

ds

Ed mingg < [fe(s)]

L / 9 (5)1Is1P~(Is| m)P g (=s/m)] - (2846)
|s|>Mh

Ixf (Is/11)?|ge(—s/h)|?

" <2M maxig < [¢% " (5)| max<ar [9L (5) )

x| mingg| < e (s)]

. p-1
() [ s as

= O(h F|x|™1).

<
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Thus, Lemma 13, (2.8.44), (2.8.46), and (2.8.45) imply that there are a pair of con-
stants c1, ¢y > 0 such that

(k) (K')
1 ¢y (s/h) : ¢x (=s) . , -
28 K . YK\ *°) 2
s%ph 75 | gu(=s/h) exp(—itx)dt o (/1) exp(itx)dt| < min{cy, co|x| "7}

(2.8.47)

Therefore, the conclusion follows by

(k) (K
nlgnoohzﬁJrl/{z;lk 4;12((_1.]:)) eXp(—ltX)dt} {zﬁi—k//q)que((t)th) exp(ltx)dt}f(x)dx

(k) (k)
= nliinmhzﬁ/4nzikk//¢¢K s(j)h) exp(—isz)ds 4;1(—(5))exp(isz)dsf(zh)dz

= 47T2021k k//{/|5|ﬁ¢ s) exp(—isz ds} {/|S|ﬁ<l) )exp(isz)ds}dz

= e [ o0l s,

(2.8.48)

where the first equality follows by the change of Variable s = th, the second equality

follows by Lemma 6 with K;; (x) = ; gfkﬂ 7 f ol S/h exp(—isx dsf ~ S/_h s) exp (isx)ds

and K*(x) = min{cy, cz|x| 72}, and the third equality follows by Lemma 1 (1). [

Lemma 15. Suppose Assumption 11 and 13 hold true. There exists a constant ¢ > 0 such

that
hexp(—ﬁoh ﬁ M’)I;} ‘ |dt§c,
. O |
h —2Boh™ —it(x* — dt| d :
exp (—2Bo )/ /exp( it(x* — x)) =0 tl dx <c

x t
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Proof of Lemma 15: The first statement follows by

o] el (s)]
/—|(Pe(t)| dt =h /—‘ e(s/h)]ds

< chp ! / 0 (s)| exp (Bo(|s|/h)F)ds

where the first equality follows by the change of variable s = th, the inequality follows
by the supersmoothness of f. and the fact that (j)I((k )is supported on [—1,1], and the
last equality uses Hc/>1(<k) ||loo < 00.

The second statement follows by

(k)
/exp (—it(x* —x)) Pk (th)dt

2 (k) 4yn 12
dx =21 ‘QDK (th)} dt
t (D)

|pe(t) !2

“PK
=27th™
/ |(Pe S/h

< 2meph! / |gbK s} exp (2Bo(|s|/h)P)ds

Is|<1

=0 (hfl exp (2ﬁ0h75)> ,

/

X

where the first equality follows by Lemma 1 (1), the second equality follows by the
change of variable s = th, the inequality follows by the supersmoothness of f. and the
fact that 4>I(<k) is supported on [—1, 1], and the last equality uses Hcpl((k) [loo < 00. ]



Chapter 3

Estimating Spillovers under

Factor-induced Constraints

3.1 Introduction

The spillover effect, also known as the externality, is the effect of a treatment assigned
to one individual of a group on the outcomes of other members of the same group. It
presents in almost all contexts with a strategic setup in economics, examples include
technological adoptions, the peer effects of education, and many others. Ignoring
the spillover effects could cause severe bias in the estimation of the treatment effect.
Besides, the structure of the social interactions that drive the spillovers might also be

of its own interest.

In the estimation of spillover effects, one of the challenges comes from the relative
large number of pair-specific parameters compared to the limited sample size. In such
a situation, a panel data structure can relieve the problem because the variations across
the additional time dimension can be used as one source of the knowledge on the
spillover structure. However, given the prevalence of the short panel, which is the case
when there are more cross-sectional units than the number of periods, the spillover
effects could still be under-identified even with a panel dataset. Therefore, as pointed
out in Blume et al. (2015), prior knowledge on the spillover structure is necessary to
study the spillovers.

98
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Most existing works focus on the case when the spillover structure is observed; see
De Paula (2016) for the review. There is a recent wave of researches focusing on the
case when the spillover structure is unobserved but known to be sparse, for example
Manresa (2016) and Lam and Souza (2013) among others. Specifically, they require
each individual only has a relatively limited number of connections relative to the size
of the population. Compared to the observed spillover structure assumption, the spar-
sity assumption is more restrictive on the number of spillovers but less restrictive on
the identity and intensity. Under the sparsity assumption, certain penalized regression
method, such as LASSO by Tibshirani (1996) and the adaptive LASSO by Zou (2006),

can then be used.

To the best of our knowledge, the prior knowledge about the spillovers considered
in the exsiting literature are all direct knowledge. In this chapter, in advance of the
existing works, we are interested in the case when there is a factor structure under the
variables that generate the spillovers. For example, when estimating the technological
spillovers from the R&D investments to the productivities of firms in the same market,
the variation of the R&D investments of different firms may be driven by the same
macro factors of the market. And we show that such a factor structure is in fact
an indirect knowledge on the spillover structure. In particular, it implies the linear
constraints on the parameters characterizing the spillovers. Therefore, we can improve

the performance of existing estimators by adding these factor-induced constraints.

The remainder of this chapter is organized as follows. Section 3.2 introduces
the model used to characterize the spillovers and the factor structure, and provides
the intuition on how the factor structure could be treated as a knowledge about the
spillover structure. In Section 3.3 discusses the general construction of the estimator
based on the factor-induced constraints. Section 3.4 derives the properties of the
proposed estimator, Section 3.5 investigates the finite sample performance, and Section

3.6 concludes this chapter.
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3.2 Spillovers and Factor-induced Constraints

In this chapter, we study the estimation of the linear regression model
vi = Bxi+9z+e, (3.2.1)

wheret = 1,---,T, xy = (x14,--- ,xnt)" is a N-dimensional vector of the variables
generating the spillovers, and z; = (zyy, - - -, zx) is a k-dimensional vector of the addi-
tional controls. In particular, we focus on the case when N > T, which makes (3.2.1)
a high-dimensional problem in the sense that the number of unknown parameters
is larger than the number of the observations. For the estimation of spillover effects
using a panel dataset, 8 in (3.2.1) can be interpreted as capturing the spillovers from a
specific individual, that is (¢, xt, z¢, €;) and (B, ) in (3.2.1) should all be indexed by
i when using a panel dataset. Throughout this chapter, instead of the general panel
data setup, the discussion will focus on (3.2.1) for simplicity.

For the factor structure of x;, we consider the model as follows.
xt = Afr +uy, (3.2.2)

where A is a N X r matrix of the factor loadings, f; is a r-dimensional vector of the
factors, and u; is a N-dimensional vector of the idiosyncratic shocks. To avoid the
potential bias caused by omitting relevant factors, I treat all factors f; as latent in this
chapter. In case when f; is partly observed, x; then could be treated as the residuals
from the regressions on the observed factors.

To understand how (3.2.2) could be treated as the indirect knowledge about 8, note
that substituting (3.2.2) into (3.2.1) gives a reduced form as follows.

vi=9fi+7zi+e, (3.2.3)

where = A’B and e; = B'us + €;. If A and ¢ were both observed, y = A’B are the
linear constraints on B, which are equally informative as those direct knowledge on
B. Even though A and ¢ cannot be directly observed in practice, both of them can be
estimated with a minor cost, and the constraints can then be established based on the
estimates of A and .
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3.3 Estimation

In this section, we discuss the construction of the spillover estimator making use of the
latent factor structure. Let A, zﬁ, and 4 separately denote the estimate of A, ¢, and 7.
For the expository purpose, we first treat them as if they had been defined in Section

3.3.1, and the details of their construction are discussed later in Section 3.3.2.

3.3.1 LASSO under Factor-induced Constraints

If the spillover structure is sparse, the penalized regression methods can be used to
estimate § in (3.2.1) when N > T. One of the most popular among these methods
is the LASSO, which places an L; penalty on B. Specifically, let 8 denote the LASSO

estimator of B, which is defined as the solution to the following minimization problem.

min [[Y — Xb — Z4(13/2 + A[| Db, (3:3.1)

where Y = (y1,---,y7), X = (x1,--- ,x7)/, Z = (21,--- ,zr)’,and D is a diagonal
matrix introduced to normalize X. Compared with other penalized regression meth-
ods, the LASSO is featured by its ability of shrinking certain regression coefficients to

exact zero.

In the presence of the latent factor structure (3.2.2) in x;, since the factor structure
implies linear constraints on 8, we adjust the LASSO estimator by adding the factor-
induced constraints. The constrained LASSO estimator, denoted as B, is then defined

as the solution to the following minimization problem.

mbin||Y—Xb—Z’?||%/2+A||f)b||1 st. = A'D. (3.3.2)

In the situation when the true parameters satisfy the constraints, James et al. (2012)
shows that the constrained LASSO outperform the unconstrained one in the sense that
it has a sharper error bound. This implies that the infeasible constrained LASSO when
A and 1 were observed, denoted as ,3, outperform the unconstrained LASSO, denoted
as B. In our setting, even though the true value of B may not exactly satisfies the
constraints in (3.3.2) due to the estimation error of A and ), the gap would decrease as

the sample size grows. In particular, if A and ¢ converge sufficiently fast, we show
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that the error bound of § is close to that of , which is strictly sharper than that of .

3.3.2 Construction of Constraints

In the rest of this section, we provide details on A, 1[3, and 4, which are required in the
construction of the constrained LASSO (3.3.2). Specifically, we will separately discuss
the estimation of the factor model (3.2.2), which gives A, and the corresponding factor-
augmented regression, which gives ¢ and 4.

The estimation methods of the factor model (3.2.2), which is known as the large
factor model due to the fact that N > T, are well documented in the literature. Early
attempts include the principle components method (PC) in Bai and Ng (2002) and
the generalized principle components method (GPC) in Choi (2012) using estimated
covariance matrix suggested by Bai and Liao (2013) as weights. If data exhibits nonzero
serial correlation, Lam et al. (2011) develops a new approach based on the information
from the autocovariance matrix at non-zero lags, instead of the covariance matrix as in
PC and GPC. Compared with PC and GPC, Lam et al. (2011) has better performance
when there exist strong cross-correlation in the idiosyncratic shocks. In this chapter,
we focus on the situation where x; has non-zero serial correlation, which makes Lam
et al. (2011) an automatic choice for the estimation of the factor model (3.2.2).

In particular, when the number of factors r is known, Lam et al. (2011) suggests the

estimators of A and f; as follows.
A= (4, --,5), and fi = A'x, (3.3.3)

where (81, - -+ ,4,) be the orthonormal eigenvectors of H, corresponding to its largest

r eigenvalues and

ko ~ T—k
He =) Zu(k)Zx(k)', Zu(k) = % Y (xpyj— %) (3 — %), (3.3.4)
k=1 j=1

with kg > 1 be a prespecified integer and x = % Y x
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Due to the rotational indeterminacy of the factor model !, instead of the estimator
of a specific loading matrix, A is an estimator for the factor loading space M (A), the
r-dimensional linear space spanned by the columns of A. However, it is worthy to
note that the factor-induced constraints used in (3.3.2) is independent of the choice of
A and f, in that different choices of A and f; lead to equivalent p = A’B.

In practice, we need to first estimate the number of factors r before implementing
Lam et al. (2011). There are two main types of existing methods to estimate r. One
is based on information criteria, for example Bai and Ng (2002). The other is based
on the distribution of eigenvalues, for examples Onatski (2009), Lam and Yao (2012),
and Ahn and Horenstein (2013). In this chapter, following Lam and Yao (2012), we
estimate the number of factor r by the relative magnitude of ratios of eigenvalues,

which is defined as follows.

A,
? = arg min 11, (3.3.5)
1<j<R )\j

where r < R < Nand A > -+ > Ay are the decreasingly ordered eigenvalues of H,.

To estimate 1 and 7y, we consider the factor-augmented regression as follows.

yi = Ytz +en (3.3.6)

Notice that the number of unknown parameters in (3.3.6) is ¥ + k < T. ¢ and 4 can
thus be defined as the solution to minimization problem (3.3.7) with respect to b; and
b, as follows

min Y (y¢ — b} fy — bhz;)?. (3.3.7)

3.4 Theoretical Results

This section discusses the theoretical properties of the proposed estimator. To facilitate
the discussion, we introduce the following notations. For a d-dimensional vector

v = (v1,- - ,0q), let [|[v]|, be its L,-norm, and supp(v) = {j : v; # 0}. Given a set

1Aft = AHH'f; for any orthnormal matrix H € R" *".
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of indices I C {1,---,d}, let v; be the d-dimensional vector whose jth coordiante
(v1)j =vjl{j €I} forj=1,...,d. Forad; x dy matrix W, let [W|[2 = \/Amax(W'W)
be its spectral norm and ||W||min be the square root of the smallest non-zero eigenvalue
of WW/, where A max and Amin separately denote the largest the smallest eigenvalue of
the matrix. Given a set of indices I, C {1,--- ,d>}, let W, be the rows of W associated
with I, and Wi be the remaining rows of W. We use the notation a4 < b to denote
the situation when a = O(b) and b = O(a) hold simultaneously. Also, to keep things
clean, we simplify (3.2.1) through this section by setting z; = 1fort =1,...,T, and
the general results for (3.2.1) could be obtained by a very similar argument.

The construction of  and its performance critically depend on the accuracy of 4,
i, and 4. Intuitively, a more accurate 4 would reduce the noise of the regression and
increase the precision of the estimates. Moreover, the closer A and ¢ are to A and
1, the closer the constraints in (3.3.2) would be to the infeasible constraints p = A’b,
under which the infeasible constrained LASSO estimator § has sharper error bound
than the unconstrained LASSO estimator . To quantify the accuracy, we first study

the convergence rate of A, {, 4 separately.

The convergence rate of A is shown in Theorem 1 and 2 of Lam et al. (2011). We
thus investigate the convergence rate for i and 4. To this end, we impose assumptions
as follows.

Assumption 15.

(1) A’A = 1, f; is weakly stationary, u; is a white noise with zero mean and variance ¥,,,
and cov(fi, us) = 0fort <s.

(2) |Z¢(k)[l2 =< N7V < |25 (k) | min and |5, (k) ||l2 = 0 (NT™Y) for some v € [0,1] and
k=0,1,--- ko, where X¢(k) = cov|fiit, fi] and Zr, (k) = cov|fi ik, ut]; Moreover,
1Z£4(0)]|l2 = 0 (N'7?) and Amin (AZ£,(0)) =0 (N'77).

(3) {z},€}} is a stationary a-mixing process with E||(z},€})||>T7 < 0 elementwisely for
some y > 0, and the mixing coefficients w(t) satisfying } 121 a(t)=7 < oo.

(4) |Zfel2 = O (N%T’%> and || Zyell = O (N%T’%>, where L¢e = cov|ft, €] and

Ye = covluy, €.
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Assumption 15 (1) contains a normalization of the factor loadings A. Due to the
rotational indeterminacy of factor model (3.2.2), even under this normalization, only
the linear space spanned by the columns of A, denoted as M (A), is identified instead
of the original A 2. We can then choose any N x r matrix A such that M(A) = M(A)
as the target of estimation. Following Lam et al. (2011), we specify A as QV, where Q
coming from the thin Q-R decomposition of A is a N X r matrix satisfying Q'Q = I,
and V is a r-dimensional orthonormal matrix that comes from the spectral decompo-
sition lezozl{Zf(k)Q’ + 244 (k) HZf()Q' + Zf (k) } = VDV’ 3. Once we specify the
factor loading matrix as above, the corresponding factor process is uniquely defined
as V'Rf;. To distinguish the objects based on the original factors from those based

on the chosen factors, we index the objects based on the original factors by "o" in the

following discussion.

Assumption 15 (2) follows by ||Z;’f(k) |2 < ||Zj’f(k) [min < 1, 2% (k) = O(1) elemen-
twise, and [|a;[|3 = N1V fori =1,--- ,rand 0 < v < 1, where 4; is the ith column
of A; see Lemma 1 of Lam et al. (2011). Assumption 15 (3) is prepared to capture the
upper bounds of ||2§’f(k) - Z;’f(k) |2 and ||2°,u(k) - Z‘?,u(k) |2, which follows by using
the Frobenius norm as upper bound of the spectral norm, and using the central limit
theorem of a-mixing process elementwisely, for example Theorem 0 of Bradley (1985).
Since we want to discuss the otherwise normal linear regression model, cutting off

the correlation between z; and € is necessary, and this is specified in Assumption 15 (4).

Under Assumption 15, the convergence rate of A in spectral norm is provided by
Lam et al. (2011), and is stated in Proposition 3 as follows.

Proposition 3. Under Assumption 15, |A — Al|; = O,(NVT~1/2),

The linear regression with the estimated factors such as (3.3.6) has been studied
by Stock and Watson (2002) and Bai and Ng (2006). Both works rely on the factors
estimated by the variance-covariance based method such as Bai and Ng (2002). In this
chapter, since we use a different approach to estimate the factor model (3.2.2), it is

then necessary to investigate the property of §. Specifically, under Assumption 15, the

%It is worth noting that even though A’A = I, is restrictive, it still cannot pin down A because
A’H'HA = I, for any r X r orthonormal matrix H.

3Since the spectral decomposition does not pinned down the sign of V, we need to allow A to adjust
sign to adept to the sign of chosen V
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convergence rate of ¢ is given by Theorem 8 below. The proof of Theorem 8 is left to
Section 3.7.1.

Theorem 8. Under Assumption 15, if N'T~/2 = o(1), we have

1§ — )l = Op(N'T~2).

Theorem 8 provides the general result on the convergence rate of () when both N
and T go to infinity. According to Theorem 8, the convergence rate of { depends on
the strength of factors v. If v = 0, which is the case when the factors are strong, 1/3
would converge in the root-T rate, which is the same as if f; is directly observed. If
v > 0, which is the case when the factors are weak, the convergence rate of { would
be slow down by NV. In this sense, the behavior of ¢ is very similar to that of A.

To derive the error bound of 3, we need further assumptions. The key is to regular-
ize the Gram matrix My = X’X/T. M, is singular when N > T, and it is impossible
to require its smallest eigenvalue is bounded off zero. In such situation, instead of the
standard eigenvalue, following the literature of the penalized regression, we impose
the lower bound assumption on the restricted eigenvalue of M. To characterize
the restricted eigenvalue, let 7 be a subset of {1, -- , N} such that A’- is invertible,
T¢={1,--- ,N}\T,and S = supp(B..). Then, the restricted eigenvalue of My is
defined in (3.4.1) as follows.

!/
k7 (Mx) = min i szs’ (3.4.1)
sen; |16]13
where
c+1 4
Agz{5eRNwmﬂvwlsgjq(w7m+w&mﬁm>+gj;wym . (342)
and

Op = (A) 7 — (A"l — [(A7) T Al — (AT) T AT
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In Section 3.7.1, we show that the estimation errors of B belongs to Ag, which
justifies the sufficiency of x;(My) > 0 in the study of the error bound of . Compared
to James et al. (2012), our restricted set A; is larger due to estimation error of A and .
If we know A and ¢ exactly, 6y = 0 and A; coincides with the restricted set defined in
James et al. (2012). Moreover, if there is no restriction, 7 = @ and { = 2, which implies
that A; degenerate to the restricted set of standard LASSO; see Bickel et al. (2009).

Assumption 16.
(1) r <s=0(T), where r = rank(A) and s = ||¢*||o.
(2) A is non-singular for some T C supp(p).

(3) Forany { > 0, there exists a finite constrant k > 0, which does not depend on T but may
depend on {, such that x;(My) > x with probability approaching 1 as T — oo.

(4) {xji, e:}{_4 is a strong mixing sequence with E[xje;] = 0 for j = 1,--- N with
mixing coefficient w(t) satisfying a(t) < exp(—ct™) for some y; > 0and ¢ > 0;
sup; <<, sup; P([xjier| > x) < exp(1—x") for some1j, > 0;0 <1 < min<jcy Vj <

maxj<j<n Vj < u < oo, where V; = sup; ;. (Esztef T2 st ‘E(xjsxjteset)o'
(5) log N = o(TV/3).

Assumption 16 (1) requires the number of the factors cannot be larger than the
number of essentially relevant regressors, which is commonly satisfied in practice
because the number of latent factors is usually very limited. Assumption 16 (2) re-
quires the loadings of the essentially relevant regressors are linearly independent with
each other. Assumption 16 (3) is a technical assumption preparing for the Fuk-Nagaev
inequality, which is used to control the probability when the maximum score is beyond
a specific penalty level. Assumption 16 (5) requires that the cross-sectional dimension
cannot be too large in the sense that it cannot be larger than the exponential of the
time-dimension, which is commonly needed for the penalized regression method such
as LASSO.

Theorem 9. Under Assumption 15 and 16, if A = K\/Tlog N with K > 4 % and

some constant { > 1, we have

HB - ﬁ”% < Tn,l + \/ Tr%,l + Tn,Z/
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where

(C4+1)v2max{\/s —r,/7}A

Ty = 2620 T ’
Cklofllz T+ 1)V
T T 2k2(T '

\/log N

When v = 0, which is the case of strong factors, T}, is of order ~—"—, and is
dominated by bel whose order is IOgTN. The error bound of our constrained LASSO
estimator § is then close to the error bound of the infeasible constrained LASSO
estimator B; see Theorem 1 of James et al. (2012), which is sharper than that of the
standard LASSO estimator j3; see Theorem 1 of Negahban et al. (2009). When v > 0,
which is the case of weak factors, Ty, is of order (N/T)* + (N/T)"/log N. Then,
T, » dominates T, 1, and the error bound of our constrained LASSO estimator B thus
is not close to that of the infeasible constrained LASSO estimator  even when T is

large.

3.5 Numerical Results

In this section, I provide the simulation results of the estimators proposed in Section

3.3 to investigate their finite sample performances.

3.5.1 Simulation Design

Throughout this section, we consider three data generation processes as follows.
Example 1: For the factor model (3.2.2), letr = 1, A = (ay,--- ,ay)’ with a; =
2cos(2mi/N), fr = 0.4f;_1 + w; with w; ~1.i.N(0,1), and u; ~1.i.N(0, Iy). For (3.2.1),
we set B; = 51;_1 31, 2 ~1i.N(0,5), 7 = 5,and &; ~i.i.N(0,1/V/2).

Example 2.1: For the factor model (3.2.2), let r = 3. The elements of A is generated
randomly from the U(—5,5) distribution. fi; = v, for = v4_1, far = vs_p for v; =
0.5w;—1 + wy with wy ~i.i.N(0,1), and u; ~i.i.N(0, I).
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Example 2.2: u; ~i.i.N(0,%,), where the (7, j) element of X, is defined as

{li—jl+ 120 —2i —j]2H + (|i — j| — 1)}, i #j;

Lj = ..
1, 1=7.

with H = 0.9 is the Hurst parameter. Everything else is the same as Example 2.1.

3.5.2 Simulation Results

First, we provide results for A, 4, and 1/3 in Table 3.1, 3.2, 3.3, and 3.4 as follows. Let
N € {400,500} and T € {100,200,400}. For each example, the rooted mean square
error are reported in two situations: v = 0 and v = 0.5. For each setting, we replicate

the experiment 100 times.

Table 3.1: Rooted MSE of A, 4, and 1/3 for Example 1 with v = 0.

1A - Al 19 =2 1P — vl
N=400 N=500 N=400 N=500 N =400 N =500
T=100 1765 18660 12604 155114 272 2419
T=200 120y 1135 90,5 1077 1612 1611
T=400 849 8313 6756 7764 129 119

Note: Means and standard deviations are reported for each case, and the reported values
are actual values multiplied by 1000.

Table 3.2: Rooted MSE of A, 4, and tf? for Example 1 with v = 0.5.

1A - All2 19—l 1P — 9|2
N=400 N=500 N=400 N=500 N =400 N =500
T=100 530;3 5557 12765 156713 126100 1054
T=200 4255 4264 9177 10847 84¢7 8860
T =400 3305 34049 6756 7664 596 6146

Note: Means and standard deviations are reported for each case, and the reported values
are actual values multiplied by 1000.
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We next provide the results for the constrained LASSO estimator 3 for Example 1
in Figure 3.1 and 3.2 as follows. For T € {400,800} and N € {1.2T,2.4T}, the realized
L, error of the standard LASSO estimator f, infeasible constrained LASSO estimator £,
and the proposed constrained LASSO estimator j are separately visualized along the
path of the tunning parameter A. In each case, we replicate the simulation 100 times
and report the average of the realized L; error. To compute the constrained LASSO
estimator, we employ the alternating direction method of multipliers (ADMM) by
Gaines and Zhou (2016).

Figure 3.1: Realized L, Errors (v = 0)
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Figure 3.2: Realized L, Errors (v = 0.5)
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3.6 Conclusion

This chapter proposes a method to improve the performance of existing spillover esti-
mators by using a latent factor structure in the variables that generate the spillovers.
Specifically, we find that such a latent factor structure implies linear constraints on
the parameters characterizing the spillovers, and the better performance of existing
estimators would be available by adding these factor-induced constraints. The L; error
bound of the proposed estimator is derived. Compared with the unconstrained esti-
mator, the proposed estimator is more accurate in the sense that it has approximately
sharper error bound. Also, we note that the strength of the latent factors is critical for
the performance of the factor-induced constraints. In particular, strong factors always
provide better constraints than weak factors, which is due to the fact that the estimated
factor loadings and corresponding factor process have faster convergence rate when

the factors are strong. Our findings are demonstrated by the simulations.
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3.7 Appendix

3.7.1 Proofs of Main Results

LetY = (y1,-,yr) € RT, e = (e1, -+ ,er) € RT, X = (x1,-+- ,x7) € RT*V,
F=(fl,,fr) e RlI>", U = (uy,---,ur) € RT*N, ande = UB+ ¢ € RT. We
can then rewrite (3.2.1) as X = FA’ + U and (3.2.3) as Y = ip7y + F + e. Moreover, let
F=(fi, -, fr) e RT*", My = I — T~ liril,, where It is the T x T identity matrix
and it is T-dimensional vector whose components are all one.

Proof of Theorem 8: By Y = ity + Fy + [(F — F)y + UB + €], we have

~

-y = (E'MgE) " F'Mr[(F—B)p+ UB+e.

Given the results in Lemma 15 (2), it is sufficient for us to investigate the or-
der of |F'Mr(F — F)||,. To this end, we note F’My(F — F) = —A’X'MrUA + (A —
A)X'MrF — Ry, where Ry = (A— A)YX'M7XA+ A’ X'MrX(A—A)+ (A - A)YX'MrX(A —
A). Then, following a similar argument as in the proof of Lemma 15, for some positive
constant p < 1 — v, we have

|A’X'MrUA||; = O,(TNP +VTN),

(A~ A)YX'MrF — Ry |2 = O,(VTN).

Then,we have ||F'Mr(F — F)||, = O,(TNP + v/TN), and the conclusion follows
by Lemma 16 (1). [

Proof of Theorem 9: Let 6 = B — B. Also, for a d-dimensional vector v and an index
set C {1,---,d}, letII;(v) = vy.
Step 1: Under Assumption 16, § € A7 if A > {||X’¢€|| for some constant { > 1.

Since ||A — Al 5o, A" is invertible w.p.a.1, which implies

br = (A%) (- Abre)
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hold with w.p.a.1 for any b € RN satisfying ) = A’b. We then have the constrained
problem (3.3.2) with respect to b € RY is equivalent (w.p.a.1) to the following uncon-
strained problem with respect to b, € RN=7.

1 ~
. - ~_X Cb 2 A b b b , 3.7-1
bzg}%ﬁrzny 7eba|5 + A ([[b7(b2) |1 + [[b2]l1) (37.1)

where by (by) = (A) 74 — (AL)TAby, 7 = y — X7 (A%) 71, and Xye = Xe —
XT(ALF)_l (A’Tc). Let b, be the solution to (3.7.1) and B, be the corresponding true
value. Let b = (b7 (b,),b,) and B be the true value of b (by). By the optimality of by,

we have

0>y — (= XyeBye) Xye(by — Bre) + || Xye(b2 — B3
+ A (b7 (B2) Il = 167(B )l + B2l = 1811 )
> ) — €' X(b— B) + 30, X7 X (b — B) — €' Xy +2]| X753+ | X (6 — )3
+ A (1Bl = 18I = 15¢ 1),

(3.7.2)

where the first inequality follows by the optimality of b, and the second inequality
follows by

7— XTCIBTC = €— X7—5f,
Xre(by— B,.) = X(b—B)+ X790,
bT(,BTC) = 137’ + (Sf/

with 87 = (Aly)~ 1 — (A%) 1 — [(A) Al — (Af) A
Then, using ||X7-(5f||% >0, ||X(I§ — 'y)||% > 0, and

X X X A
—e'X(b—p) = —leX(b—p)| = —[e'X]lollb—Bll1 = —sz—ﬁHl/
) X X A

GXTX(b—B) = —[0XTX(b—PB)| = — [0 X7 X]leo|lb — Bl = —Z||b—[3||1/

A
—€'X7ép > —|e'X76f| > —|l€' X700 lOf]I1 > _ZH‘Sle/



Estimating Spillovers under Factor-induced Constraints 117

(3.7.2) implies
N 1. A~
0> A (ubm ~ 81— 716~ Bll - ||<sf||1) . (373)

Let supp(B,.) = S. By Lemma 5 of James et al. (2012), we have

N 1. 4
o1~ 181 - 7116 — Bl — sl
n 1 ~ N 1,4
_ (an(bz)Hl ~ 171 = Zlbr ) —ﬁTul) T (||bzr|1 = Brel = 7 —ﬁﬂnl) 161l

c+1 + 1 c+1 ¢ —
> —2—— by (b2) = Bl — T ITLs (b2 = Bre) Il + THHsc( = Byl = l16¢ll-
(3.7.4)
The conclusion thus follows by (3.7.3), (3.7.4),and A > 0 and ¢ > 1.
Step 2: Under Assumption 16, A > { max{||€’X||co, || 5}X§-X||oo} w.p.a.l.
For ||€’X||eo, by Lemma 17, we have
P(A<€X]lo) < N maxP >&
- 1<j<N 4
A2 log 2 1 c? (4§TV]')¢
< — -7 /7
< 4N 1r§nja§>§\] {exp 3207TV, +4C{TA " exp [ I
A?log?2 _1 c2(4¢T1)?
< _ _ A\
< 4Nexp { 32§2Tu] +16CINTA " exp [ I }
¢
T T |
= 4ep+CN, [—=exp | —C
log() [10g<g)]
—0,

where the first inequality comes from the union bound, the second inequality fol-
lows by the quoted theorem and Assumption 16 (4), the third inequality follows by
I <minj<j<n V; < maxi<j<n Vj < u from Assumption 16 (4), and the equality follows

by choosing A = K, /Tlog(g) with K = 4¢ logZ’ log(X ) o(T),and €, =0, and
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log(eﬁ) = O(log N),log N = 0o(T'/3) and ¢ > 1 from Assumption 16.

For H(S}X’TXHOO, we note

r

Z )i(X7X)
=

< \/_||5f||2 max |(XTX ikl -

1<]<1’

10/ XXl = sup

1<k<N (37.5)

Again, by Lemma 17, we have

PlA< \/_||(5fH7_ max |(X7X) x| | =P <\/;||‘5f||2 > MfT_1/2>

<k<N
1<]<7’
VTA
<P X X); —_—
=P max, [ (XX > G
1<<r
L A
< .
< erlr<r}<a<>§VP ;(XT)MXU( > M;
<j<r a
)\2 lng i C2 (4MfT‘/] k)(p (376)
<4Nr max qexp | —————-—- | T4CMTA "exp | — :
1<j<N 32MfTV].’k FY;
AzlogZ 1 C2(4MfTZ/)¢
< 4N -2 1 NrTA _
< rexp[ 32M}%Tu’ +16CM¢Nr exp[ I
2
4re), + C1N exp | —Co L
pu— 1 J—
’ log(z7) log(z7)

— 0.

By Theorem 8, P (1/7||6¢|2 > M;T~'/?) can be arbitrarily small, which together with
(3.7.5) implies

p (A < ||(5}X£,X||w) 0
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Step 3:

) 1,-
16]1x =118l — —IIb —Blh

C+1l|b (b2) — Bl — Czlnns( —B8,)lh
(C + 1) max{v/s —,/r} . (3.7.7)
= 7 2 (|1b7(b2) — B ll2 + I1Ts (b2 — B [l2)
> —(“Mmg{m' V15— i,

where the first inequality follows by (3.7.4) and { > 1, the second inequality follows by

1b7(b2) = Bl < V/7llb7(b2) — By llzand [Ts (b2 = Bro)ll < /s = 7[[TLs (b2 = B ll2,
and the third inequality follows by [|b7(b2) — B |12 + [[T1s (b2 — Bo) |2 < V2[|b — Bl|2.

Then, (3.7.2) together with (3.7.7) implies

0 > x(b- I~ CXIVERNETLVIN 5 gy, 4 g - X DY,
> T pi - VIRV g, 4 2pgyp - CELDVI s,

where the last inequality follows by Assumption 16 (3), || X7d¢||3 > x*||6¢]13, and
Vrllogllz = (1671

Then, the conclusion follows by

1b— Bl < (T +1)v2max{y/s —r,/7}A
2= 2k20T
(T +1)vV2max{\/s -, \/_}/\ N k[6pll5 (20 +1)VrAlo¢l
2k20T kT 2x2T
(3.7.8)
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3.7.2 Proofs of Lemmas

Lemma 16. Under Assumption 15,

(1) T YF'M<F L Mg, where Mg € R" *" is a positive definite matrix with Amin(Mp) >
cN'=V for some ¢ > 0.

(2) |EF'MrU||2 = Op(TNP + V/TN) for a positive constant p < 1 — v, and || F' Mre|| =
Op(VNT).

Proof of Lemma 16: For (1), let Ry = (A — A)YX'MrXA + A'’X'MrX(A—A) + (A -
A)X'MrX(A — A). Thenby F = XA, it follows

F'MpE = A’X'MpXA + R;.

Since || Al = 1and ||A — Al = O,(NYT~/2) = 0,(1), R; is dominated by A’X’ M1 XA
in the limit. By X = FA’ + U and A’A = I, we have

T MpE+ TP M7UA + T ' AU MrF + TP AU MTUA
Yf+ A+ A+ AT A
MF,

T1A'X'MrXA

=1

where the convergence follows by T~1F' M F LN Xy, T 1F MU LN X fus T-u'MrUu L P
which come from Assumption 15 (3). Then, (1) follows by

/\min (MF)

Y

/\min (Zf) + Amin (A/ZMA) + 2/\min (quA)
> |2 llmin + [1Zullmin +o(N77)

- 1—v
= N7,

where the first inequality follows by Amin(G1 + G2) > Amin(G1) + Amin(G2), and
the second inequality follows by Apmin(G) = ||G||min for real symmetric matrix G,
”G1G2Hmin > HGl”minHGZHmin/ ”AHmin - 1/ and /\mln(Aqu) = O(Nl_v) from As-
sumption 15 (2), and the equality follows by ||Zf\|min = N'"Vand ||Zy||min = O(1).

For (2), let R, = (A — A)'X’MrU, and we have F’M;U = A’X’M7U + R,. Since
R; is dominated by A’X’'MrU, it is suffice to focus on the bounds of A’X’ MU, which
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follows by

T-Y A’ X' MrU||»

IA

T YF MrU|, + || T~ U MU

IZfullz + 1Zull2 + 1TV F MU — Spll2 + | T71U MU — 4 )2
O(NP) + O(N?) + O, (N'"5T2) + 0,(NT"?)

—  O,(NP+NT™}),

IN

where the first inequality follows by X = FA' + U, A’A = I, || G1Gz]|2 < |G1]2/|Gz2]|2,
|All2 = 1, and the triangular inequality, the first equality follows by ||Zf,[]2 < NF,
IZull2 < ||IZul|p, Zu is bounded elementwisely, and Lemma 2 of Lam et al. (2011).

Similarly, for the remaining part of (2), let R3 = (A — A)'X'Mre, and we have
F'Mre = A’X'Mre + Rs. Since R3 is dominated by A’X’Mre, it is suffice to focus on
the bounds of A’X’Mre, which follows by

T YA X'Mre|a < ||TYF' Mre|o + || T~ 1U Mrel|;
— 0,(N'2'T"2)+0,(N3T 1)
— Op(N%T‘%),

where the first equality follows by Z¢. = O(N 2 T’%) and X, = 0 and similar argu-
ment as in Lemma 2 of Lam et al. (2011). |

Lemma 17. Let {U;}]_; be a strongly mixing sequence of real-valued and centered random
variables with mixing coefficient a(t). There are constants ¢ and ¢ > 0 such that a(t) <
exp(—ct?), and there is a constant ¢, > 0 such that sup, P(|U| > u) < exp(1 — u??).
Then, for any A > (TV)l/Z, we have

2 5 ¢

2TV A9
, where ¢ = (quf(;z and V = supy ;. (EU7F +2 Y-, |[E(UsUs) ).

Proof of Lemma 17: This is an immediate corollary of Theorem 6.2 of Rio (1999). MR

T
YU,

t=1
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