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Abstract

This thesis consists of four independent chapters on urban and development economics. The
first chapter estimates the causal effect of access to new subway stations on employment.
I focus on a narrow band on either side of an equidistant line to existing and new subway
lines in Shanghai. Comparing employment outcomes between firms on the side of the line
nearest to new stations with firms on the side of the line closest to existing stations, identifies
the causal effect of the new subway service. I find that every 1km decrease in distance to
the subway service improves employment growth of manufacturer firms by 55-58% over five

years, while it surprisingly reduces the employment growth of consumer service firms.

The second chapter exploits the exogenous shock of an influential online shopping retail
discount event in China (similar to Cyber Monday), to investigate how rapid growth of
e-commerce affects urban traffic congestion. In the week after the event, intracity traffic
congestion dropped by 1.7% during peak hours and 1% during off-peak hours. Using Baidu
Index (similar to Google Trends) as a proxy for the changes in online shopping, I find that
a 10% increase in online shopping causes a 1.4% reduction in traffic congestion. A welfare
analysis conducted for Beijing suggests that the congestion relief effect has a monetary value

of around 239 million US dollars a year.

The third chapter (co-authored) studies how differential institutions persisting from colonial
rule affect the spatial structure of African cities, especially how new patches of development
are scattered and spatially disconnected from existing developments. The paper finds that
Francophone cities are more compact than Anglophone cities. Geocoded Demographic
Health Survey (DHS) data further show that compact cities have better connection to public

services.

The last chapter (co-authored) evaluates the environmental value of canals in England using
a hedonic property price approach. Results reveal that proximity to canals increases house
prices and the effect is highly localized. Houses within 100 meters of a canal have a price
premium of around 5%, relative to those beyond 1km. A difference-in-differences analysis
suggests that re-opening of the Droitwich canals caused price increases of around 10% within

100m of the restored canals, which is consistent with results in the national sample.



Introduction

This thesis explores four pressing themes in the realms of urban and development economics:

infrastructure, digital economy, institutions, and environment.

Chapter 1 investigates the impact of a new subway line on employment, based on locations
and firms, in Pudong New Area, Shanghai. On a location basis, I provide suggestive
evidence supporting a positive impact of subways on employment. By aggregating firm-level
employment to 500 by 500 meters grids, I show that although locations within 2 km to subway
stations experience little growth in overall employment relative to locations further off, these
locations experience greater increases in firm entrants, which hints at a shift in the mix of
economic activity. In addition, I explore firm sorting based on the gains from subway access
by tracking locations of individual firms over years. I show that firms that move into the
locations that gained improved access to subways experienced higher employment growth.
On a firm basis, I develop a novel identification strategy to estimate the causal effect for a
subsample of firms. First, I focus on a narrow band on either side of an equidistant line to
existing and new subway lines. Second, I focus on survived non-mover firms that can be
observed both before and after the new line opened and did not move locations. Comparing
employment outcomes between firms on the side of the line nearest to new stations, with
firms on the side of the line closest to existing stations, identifies the causal effect of the new
subway service. I find that every 1km decrease in distance to a subway service improves
employment growth of manufacturer firms by 55-58% over five years, while it surprisingly

reduces employment growth of consumer service firms.

Chapter 2 explores the impact of e-commerce on traffic congestion. Traditional retail gen-
erates vehicular traffic both from warehouses to stores and from consumers to the stores.
E-commerce reduces intermediate traffic by delivering goods directly from the warehouses to
the consumers. Although evidence has shown that vans servicing e-commerce are a growing
contributor to traffic and congestion, by shopping online, consumers are also making fewer
shopping trips using vehicles. This poses the question of whether e-commerce can reduce
overall traffic congestion. The paper exploits the exogenous shock of a large-scale online

shopping retail discount event in China (similar to Cyber Monday), to investigate how the



rapid growth of e-commerce affects urban traffic congestion. Portraying e-commerce as trade
across cities, I specify a CES demand system with heterogeneous consumers to model con-
sumption, vehicle demand and traffic congestion. I track hourly traffic congestion data in 94
Chinese cities in one week before and two weeks after the event. In the week after the event,
intracity traffic congestion dropped by 1.7% during peak hours and 1% during off-peak hours.
Using Baidu Index (similar to Google Trends) as a proxy for online shopping, I find online
shopping increasing by about 1.6 times during the event. Based on the model, I find evidence
for a 10% increase in online shopping causing a 1.4% reduction in traffic congestion, with
the effect most salient from 9 am to 11 am and from 7 pm to midnight. A welfare analysis
conducted for Beijing suggests that the congestion relief effect has a monetary value of around
239 million US dollars a year.

Chapter 3, completed with J. Vernon Henderson and Neeraj G. Baruah, studies how differen-
tial institutions imposed during colonial rule continue to affect the spatial structure and urban
interactions in African cities. Based on a sample of 318 cities across 28 countries using
satellite data on built-cover over time, Anglophone cities exhibit more sprawl compared to
Francophone ones. Anglophone cities show less intensive land use and more irregularity in
the layout of the older colonial portions of cities, and more “leapfrog development” at the
extensive margin. Results are impervious to a border experiment, many robustness tests,
different measures of sprawl, and different subsamples. Why would colonial origins matter?
The British operated under indirect rule and a dual mandate within cities, allowing colonial
and native sections to develop separately, without an overall coordinated plan. In contrast,
integrated city planning and land allocation mechanisms were a feature of French colonial
rule, which was inclined towards direct rule. The results also bear public policy implications.
From the Demographic and Health Survey, similar households that are located in areas of the
city with more leapfrog development have poorer connections to piped water, electricity, and

landlines, presumably because of higher costs of providing infrastructure with urban sprawl.

Chapter 4, completed with Steve Gibbons and Cheng Keat Tang, studies the environmental
value of canals in the United Kingdom. The canal and waterway network provides a po-
tentially valuable recreational and environmental amenity. We value this amenity using a
revealed preference framework by estimating how much households are willing to pay for
properties closer to canals. To deal with potential omitted confounding factors in our house
price regressions we adopt two strategies. First we conduct a cross-sectional analysis, but
control for local area fixed effects so we estimate from marginal differences in distance from
homes to canals within small geographical neighborhoods. Secondly, we apply a difference-
in-differences method to analyze the effect of the restoration of the Droitwich canals in the
later 2000s. Both methods yield similar conclusions. There is a price premium for living
close to a canal, but this is very localized — around 3.4% in 2016 within 100 meters and

zero beyond that. The implication is that the effect is driven predominantly by canal-side

10



properties and others with a direct outlook on the canals or immediate access. The premium
fell substantially from the pre-recession to post recession periods. We also find evidence that
canal-side locations are attractive for developers, with a much higher proportion of new-build
sales within 100 meters of canals relative to elsewhere - a 5.9% increase on a 7.8% baseline.
Some back of the envelope calculations indicate the land value uplift from the canal network
was around 0.8-0.9 billion British Pounds in 2016.
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Chapter 1

Does Subway Improve Employment?

1.1 Introduction

Many Chinese cities experienced a construction boom in urban rail transit systems over the
past decade. From 2009 to 2015, 87 fast transit rail lines, with a total length of 3100 km,
have been built in 25 cities at the cost of around 150 billion US dollars. By the end of 2015,
39 more cities have been approved by the central government to undertake their subway
construction plan, with a total budget at around 685 billion US dollars, which is about 6% of
China’s GDP in 2015, underlining the importance of assessing the return to the investments.
This trend is particularly strong in cities that serve as regional leaders. As the economic and
financial center of the country, Shanghai aims to expand its subway network from 14 lines
to 25 lines over the next decade, to facilitate business and industry clusters, employment
generation and to achieve other “wider” economic gains. This paper investigates whether the
investment in subways increases employment in target locations (on a location basis), and
particularly aims to isolate the effects for existing firms (on a firm basis), using firm-level

employment data surrounding a new subway line opening in Pudong New Area, Shanghai.

How does a subway line affect employment on a location and firm basis? I lay the theoretical
foundation based on the model developed by Ahlfeldt et al. (2015) (Henceforth, “ARSW”
model). In this model, a city consists of a set of discrete locations. Locations differ in terms
of their productivity, residential amenities, supply of floor space, and access to the transport
network which determines travel times between any two locations in the city. The utility
that an individual derives from a pair of residence and employment locations depends on
the fundamentals in both locations adjusted by an idiosyncratic utility shock, which follows
the Fréchet distribution (Extreme Type-II distribution). The probabilities for an individual
to commute to a specific location to work can be obtained using properties of the Fréchet
distribution, similar to McFadden (1973) and Eaton & Kortum (2002). The demand for

12



employment in a location is a decreasing function of the travel cost from all other locations to
this specific location, and an increasing function of wages. The demand to work in a location
with high productivity puts downward pressure on wages. As a result, firms hire more labor
(intensive margin) and more firms enter this location (extensive margin). In equilibrium,
commuting technology facilitates a spatial separation of the workplace and residence, i.e.,
enabling individuals to work in relatively high productivity locations, while living in high
amenity locations. Therefore, new subway access can facilitate the formation of firm and
employment clusters. It is worth noting that because firms in this model are homogeneous,
how commuting technology innovation affects the intensive margin and extensive margin

remains an open question.

Growing empirical evidence supports the predictions from the model; however, few studies
focus on subways (Gonzalez-Navarro & Turner, 2018), especially the impact of subways on
employment within cities. The lack of attention on subways primarily reflects the challenges
in studying this subject. First, rapid transit in urban areas is usually built in areas where other
types of transport network have been densely placed. The add-on connectivity provided
by subway is not easy to detect (Gibbons et al., 2019). Second, given the relative rarity
of subways in the world, collecting enough observations for statistical analysis is another
hurdle in studying the effects of subways quantitatively. The third challenge is the endo-
genous placement of subway stations. Subway systems and stations are not constructed at
random times and places. For example, policymakers may locate subway lines in places
with higher economic growth potential to enhance its development or place the network in
poor neighborhoods to counter poverty. Naive comparison of employment outcomes in the
neighborhoods close to subways with those further away leads to misleading results. Finally,
and most importantly, the time-consuming process of subway construction allows firms to
relocate to the area close to new subways, which may be an organic part of the benefit of
subways on a location basis, but could cause a selection bias in the estimation of the effects

of subways on a firm basis.

The unique context and research design in this paper allow for addressing these issues em-
pirically. First, I focus on a new subway line that connects the city center with peripheries
where preexisting transportation links are insufficient, which provides large shocks on ac-
cessibility in surrounding areas. Second, the study uses firm-level panel data that allow for a
microscopic analysis with sufficient observations, even though I only look at one subway line.
Third, drawing insights from Gibbons & Wu (2017), I adopt a novel identification strategy
that can overcome the issue of endogenous placement of subways. I exploit the random vari-
ation in the discontinuity in the change of the nearest distances to subway stations induced
by the new subway line. An additional subway line only changes some locations’ nearest
distances to subways, leaving the locations that were relatively closer to existing subway lines

unchanged. Consequently, there exists a set of points in the middle of two subway lines from
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which the nearest distances to stations are unchanged on one side but changed on the other
side, which I term “equidistance line”. As the equidistance line is not directly targeted by the
policymakers, it is arguably as good as randomly assigned. Thus, comparing employment
outcomes between firms on the side of the line nearest to new stations, with firms on the side
of the line closest to existing stations, identifies the causal effect of the new subway service.
In addition, I focus on a narrow band on either side of the equidistance line to further reduce
estimation biases due to unobservables, which is an idea similar to regression discontinuity
design. Lastly, I track the changes in the locations of firms to examine the spatial sorting of

firms, and address the selection bias due to firm sorting on the gains from access to subways.

More importantly, this paper advances our understanding of the effects of transportation policy
by distinguishing the changes in employment on a location basis from that on a firm basis.
Employment change in a location includes the change on the intensive margin, which includes
change in employment of existing firms, and the changes on the extensive margin, which
includes change in employment due to firm entries, exits and sorting. I define firm sorting as
existing firms relocate to maximize profits after transportation accessibility across locations
changes due to newly added links in the network. Understanding the effect of transportation
policy on employment on a location basis is important for policymakers, particularly for
project appraisal and place-based policymaking. However, it does not provide much insight
into the underlying economic mechanisms, as it is a composite effect. Particularly, an increase
in employment in a location does not imply an increase in employment in a specific firm
located in the location. As to be shown in the paper, firms in different sectors are found to
respond in opposite directions to the treatment. Thus, estimating the causal effect for firms
in different sectors, and ideally for firms with different characteristics, is important for firms

to value subways services.

Based on the shocks on transportation accessibility induced by the new subway line, the
paper has three main findings. The first two findings focus on the locations that are directly
targeted by the new subway line, from which, I infer the association between subway access
and employment growth on a location basis. The third finding is based on a subsample
of firms that are incidentally treated and can be interpreted causally'. First, in order to
understand the effects of subways for locations, I present a naive comparison of the change of
employment between locations within a 2 km proximity of the new line and locations further
off. Employment in a location is measured by aggregate firm-level employment in 500 x
500 meters grids. The treatment group consists of grids that are within 2 km of new subway
stations, and the control group consists of grids that are out of the 2 km but within the 15

km radius of ostations2. This analysis follows a difference-in-differences framework, despite

INote that results estimated from different samples may not necessarily be comparable given the potential
heterogeneous effects of subways.
2] exclude firms that are out of the 15 km radius of stations because those areas are semi-rural.
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recognizing the potential bias in the estimates arising from the nonrandom allocation of the
treatment. I find that the locations in the treatment group attract new establishments of larger
size (in terms of employment) relative to the control group, while the new line appears not to
improve the overall employment in the treatment group. This suggests a structural change in
the composition of firms and employment in the treatment group. Restricting the sample to
locations that fall into the Special Economic Zones (SEZs), the new subway services seem
to empower the SEZs locations in the treatment group, in which employment grow much
faster than that in the SEZs further away. Second, I investigate firm sorting by dividing
firms into five groups based on their initial locations, end locations, and whether a firm
moved locations. I find that firms that move into the 2 km proximity of new subway stations
experience higher employment growth relative to firms that move to other locations. This
provides strong evidence on the existence of firm sorting for the gains from the treatment,

which could exaggerate the effects of subways on a firm basis due to the selection bias.

Finally, I delve into the causal estimation of the effect of subways on employment on a firm
basis, with an eye on the relative size of the effect due to sorting. Specifically, I inspect the
employment growth along a 1km narrow band of the equidistance line, and within 10km of the
terminal station of Line 2 original part. The area on the side of the new subway line is defined
as the treatment area as the nearest distances to subways changed; the other side is defined
as the control area as the nearest distances remain unchanged. I focus on the firms that are
observed in both 2008 and 2013, divide them into treatment and control groups accordingly
based on the area it fell into in 2013. Some of these firms move locations and could cause
selection bias. For this reason, I further restrict the sample to firms that did not move locations.
Eventually, I examine two samples: one sample consists of firms that survived from 2008 to
2013 (survived firms); the other sample excludes firms that moved locations from the survived
firms sample (survived non-mover firms). Results for new firms that are only observed in
2013 are also reported; however, I cannot rule out selection bias as I do for the survived non-
mover firms. In response to a clear pattern of firms heterogeneity across sectors found in the
data, I always split the sample by three major sectors?: Manufacturers, producer service firms
(PSFs), and consumers service firms (CSFs). The ARSW model abstracts firms from different
sectors. Thus, the empirical results presented here may be helpful for enriching the theory in
terms of understanding sectoral heterogeneity. Manufacturers have very balanced observed
firm characteristics between the two groups before the subway opening. This strengthens the
belief that the treatment is “randomly assigned”, at least for the manufacturers. The samples
for PSFs and CSFs are not as balanced as manufacturers; however, the growth of revenue
and employment in the firms observed prior to the treatment (from 2004 to 2008) is balanced
between the treatment and control areas. This suggests that the parallel trends assumption is

likely to hold for a causal interpretation of a difference-in-differences estimate. The results

3Using a combined sample with sectors dummies yields similar results.

15



are strong and present substantial sectoral heterogeneity, as follows.

(i) Manufacturers. The results reveal that a 1 km reduction in the nearest distances to
subways increases employment by about 61-67% for survived firms. These effects
reduce to 55-58% after excluding firms that move into this area. This indicates that the
effect of firm sorting on employment is small but non-negligible. Firm entries increase

by about 12% for a 1 km reduction in the nearest distances to subways.

(ii) PSFs. The new subway line increases employment of survived PSFs, but the effects

are not statistically significant at conventional levels after excluding movers.

(iii) CSFs. I find that employment of CSFs appears to be at a decline, surprisingly. The
effects are found for both the survived firms sample and the survived non-mover firms

sample.

These results suggest that the sectoral composition of employment in this area undergoes
substantial changes. In addition, the results above are robust to alternative choices of distance
bandwidths and are stronger for firms that are closer to the district center. Notably, the
third finding echoes the first finding estimated from the locations in the proximity of the new
subway stations. The decrease of employment in CSFs may offset the increase of employment

in manufactures and PSFs. As a result, the overall employment shows little growth.

Although a broad body of literature studies the effect of transportation infrastructure on urban
development (Gibbons et al., 2019; Donaldson, 2018; Baum-Snow et al., 2014; Michaels,
2008), this paper is among the few that investigates the impact of subways. Existing studies
show that subways promote decentralization of cities (Gonzalez-Navarro & Turner, 2018),
reduce air pollution (Gendron-Carrier et al., 2018), increase housing prices in its proximities
(Gibbons & Machin, 2005). Studies on the impact of subways on employment are rare. The
closest study to this paper is Pogonyi et al. (2018), who use firm-level panel data to study
the impact of the 1999 London Jubilee Line Extension on employment and firms. They find
that areas within walking distance to stations experience a significant positive effect, whereas
areas further off but still within 2000 meters experience a significant negative impact, which
suggests that the line mostly shifted economic activity closer to the stations while appear
not stimulating economic growth. Another closely related paper is Mayer & Trevien (2017),
who study the impact of Regional Express Rail (RER) on firm location, employment and
population growth based on data of 101 municipalities in the Paris region. They find that
the RER opening caused an 8.8% rise in employment in the municipalities connected to the
network between 1975 and 1990, using municipality-level data. It is also worth noting that
Tsivanidis (2019) develops the ARSW model by incorporating multiple types of workers,

firms and transit modes, and provides both reduced-form and structural estimates on the
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impact of the Bus Rapid Transit (BRT) system in Bogot4 on economic activities. The paper
finds positive effects of BRT on employment and the number of establishments. However,
these studies either aggregate firm-level data to blocks or use employment data reported at
the administrative boundary level, and thus mainly focus on the effects of employment on
a location basis, while I measure the reduction of distances to subways for each firm and
estimate the causal effect of subways on a firm basis. Moreover, none of these papers exploit

the change in locations of firms to study firm sorting and selection bias.

The remainder of the paper is organized as the follows. Section 1.2 describes the data used
in this study. Section 1.3 shows the aggregate effects for locations. Section 1.4 investigates

firm sorting. Section 1.5 estimates the causal effects for firms. Section 1.6 concludes.

1.2 Context and Data

The paper identifies the causal impact of the Line 2 Extension (Hence, Line 2E) in Pudong
New Area, Shanghai on employment in locations and firms. The Pudong New Area, to
the east of the Huangpu River, is an administrative district almost as large as Singapore.
Figure A.1 shows the geography of the district. Its population is about 5 million, almost a
quarter of the overall population of Shanghai. Historically, the area was mainly farmland
and warehouses and wharves near the shore administered by the districts of on the west bank
of the Huangpu River. Since 1993, the area has become home to many Special Economic
Zones (SEZs), and the economy in this area soon caught up with the economic development
in the west bank. The GDP in Pudong New Area was almost a third of the GDP of Shanghai
in the year 2015. The most recent population census data show that population in this area
grow by about 58% from 2000 to 2010. Along with the massive population and industry
growth, the coverage of subways improved substantially. The subway Line 2 original part
started service in the year 2000 and connected the central business area of the west side of
the district with the traditional city center in the west bank. Line 6 started service in the year
2007, linking locations along the Huangpu river in the west side of Pudong, where industries
concentrate. Line 2E started service in the year 2010 and expanded the original subway Line
2 substantially. This extension in Pudong added twelve new stations and linked the district
center and city center with Pudong International Airport located in the far east side of the
district. This is a substantial shock to the local transportation network given that the east side
of the district is much less developed and existing local transportation links to the west bank

were very limited.

The estimates of the effect of transportation are based on the economic census in Pudong
in the years 2004, 2008 and 2013, and the digitalized maps of subway Line 2E, Line 2
original part, and Line 6. The timing of the census and the opening of the subway lines

allow observing employment of firms before and after each subway line were opened to the
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public. There are seventeen SEZs located in this area, which provide tax reduction, priority
financial support, and other policy convenience to attract firms to agglomerate. To study the
heterogeneous effects of SEZs, I separate the firm sample by SEZs area and non-SEZs area
in some specifications. The basic geography setting of this study is shown in Figure 1.1.
The brown symbols mark the Line 2 original part; the pink symbols mark Line 6; the blue
symbols mark Line 2E. The connecting buffers around Line 2E stations are the area within 2
km of the subway stations. The SEZs areas are digitalized and shown in the polygons marked
by shades. As the area in the south of the district is semi-rural, I restrict the overall study

area to 2 km away from existing subway lines and within 15 km of Line 2E.

The economic census in China started in the year 2004. The methods and questionnaires
change significantly in the following two economic censuses, which limits the comparability
of variables across years. All firms were asked to answer a short questionnaire, and some
shortlisted large firms are asked to answer a long questionnaire. I obtained a limited number
of variables from the short questionnaire, but the data cover almost all economic entities
in this area. These variables include employment, revenue, broad industry classification
(manufacturer, producer service firms, and consumer service firms), year established, and a
plant dummy indicating whether a unit is a headquarter or a local business unit or a plant.
A firm has at least one local business unit, but it can also have several ones (supermarket
chains, logistics, etc.). The data record the information at a local unit level. An advantage of
the dataset is that it also provides the addresses at a local unit level. For simplicity, I use the
term “firm” for both headquarters or local business units or plants. In regressions, I include
a dummy indicating whether a firm is a local business unit or a plant. To map these firms, I
cleaned the addresses of the firms and geocoded these addresses using the geocoding service
provided by map APIs. As an overview of the data, the spatial distribution of the employment
growth in 2004, 2008, and 2013 can be found in Figure A.2 in Appendix A. The color of the
grids shows the level of employment. Visual inspection suggests that the area went through

an employment boom and employment has been clustering around the subway stations.

1.3 The Effect of Subway Access on Employment on a Loc-

ation Basis

The section examines the effect of the new subway Line 2E (opened in 2010) on employment
in the direct target locations using two periods of data in 2008 and 2013. This effect comes
from a few sources, including changes in employment in existing firms, new firms entering,
firms exiting, and the spatial sorting of firms. I call the first part the intensive margin and the
rest the extensive margin. Even though the aggregate level estimates are a composite effect in
a location and the estimates are likely to be biased due to a lack of adequate counterfactuals,

I present these estimates for two reasons. First, the aggregate effect in the target location
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is of interest from the perspective of policymaking. It provides a benchmark for assessing
the impact of the subway line. Second, as the economic landscape of Pudong New Area
is highly dynamic, firms enter, exit and migrate very frequently. For example, half of the
firms are established between the years 2008 and 2013. The overall effects may not be a
simple sum of the effects from the various sources mentioned above, due to the complex
interactions among existing firms and new firms. Estimating the effect at the aggregate level
captures these interactions. To examine the overall effect for locations, I aggregate firm-level
outcomes into grids of 500 x 500 meters, with each grid representing a location. Figure A.2
presents the spatial distribution of aggregate employment in each year. Grids that are within
a 2 km radius of Line 2E stations are defined as the treatment group, and the others within
the study area (from 2 km to 15 km) are defined as the control group. As mentioned earlier,
the area beyond 15 km in the south of the district is semi-rural, so I exclude them from the

sample. There are no firms from the agriculture sector in this sample.

Table 1.1 shows the average (mean) log employment and log revenue of all firms and new
firms across locations in the treatment and control groups respectively, before and after the
opening of the new subway line. Specifically, I first take the sum of firm-level employment of
all firms or only new firms in each grid, then take the average of log employment across grids
by the two groups*. In panel (a), I compare these variables of interest without distinguishing
SEZs and non-SEZs. Columns 1 and 2 show that employment increased by about 27%
(= exp(3.02 — 2.78) — 1) from 2008 to 2013 in the overall study area. The comparison
between Columns 3 and 5 and between Columns 4 and 6 show that the treatment and control
groups are unbalanced: The treatment group has higher values of the outcome variables both
before and after the subway opening. This observation indicates that subway stations were
placed in areas of economic advantage. Comparing Column 3 with 4 and comparing Column
5 with 6 reveal that employment and revenue are growing in both the treatment and control
groups. Column 7 shows the difference in these differences, which can be interpreted as the
effect of subway access on these outcomes, under the assumption that in the absence of the
new subway line, the increase in these outcomes would not have been systematically different
in the treatment and control groups. This assumption cannot be taken for granted as the
economic trends between the two groups could vary systematically. The results in Column 7
show that the overall employment and revenue of the locations in the treatment group are not
statistically different from those in the control group. However, the growth of employment
and revenue of new firms in the treated locations are higher than those in the locations in the
control group. Nevertheless, as shown in Column 8, the difference-in-differences estimate is

only weakly significant for new employment.

The following panels split the sample by SEZs and non-SEZs areas, where I compare the

4The value of log employment in grids with zero employment is replaced with zero to avoid missing values.
This is equivalent to increasing employment from zero to one for those grids.
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difference in the outcomes between groups within SEZs and non-SEZs areas, respectively.
The pattern of outcomes presented in Panel (b) for the non-SEZs area is very similar to that
for all areas. The non-SEZs areas comprise about 80% of the overall study area. In contrast,
subways appear to have a substantial effect on employment in the rest 20% of the study area
that falls into SEZs. Relative to Panel (b), Columns 3-6 in Panel (c) show that both the level
and the change of employment in the SEZs locations in the treatment group are much larger
than those in the non-SEZs locations. In Column 7, the difference-in-differences estimates
on employment and revenue in the treatment group are much larger than those in the control
group within the SEZs locations. The effect for overall employment is 45% (= exp(0.37)—1)
over five years and is statically significant at the 5% level. Panels (b) and (c) combined suggest
an interaction effect between subway access and SEZs. This is consistent with the findings
by Briant et al. (2015), who have shown that better access to transportation is associated with
a larger positive effect of economic zones in attracting firms. Neumark & Simpson (2015)

provide a comprehensive review on the this topic.

1.4 Spatial Sorting

The context of this study provides an opportunity to explore firm sorting. Redding & Turner
(2015) show that firm sorting leads to an overestimation of the aggregate effect in the treated
area (also see Fujita et al. (2001)). Their illustration divides the space to three categories:
“treated” is a region which is directed affected by a transportation scheme, “untreated” is a
region which is adjacent to the treated region but not subject to the scheme, and the rest of the
space is “residual”. Assuming that the treated area is better off by a unit economic output, the
scheme may attract firms in the untreated region to relocate to the treated region and displace
the d unit of economic output from the untreated region to the treated region. The treatment
effect estimated from comparing the treated region with the untreated regions is a + 2d unit.
Thus the impact of the scheme is overestimated due to sorting>. This is essentially the problem
of selection bias due to “sorting on the gain” as described in Heckman et al. (2006). This
highlights the importance of distinguishing firms that moved locations from firms that did not
move in mitigating the selection bias problem. The context of the research and the data are
insufficient to causally estimate how sorting contributes to employment growth in locations,
because sorting decisions are based on firm characteristics that are largely unobserved, such
as local business network or distance to supply chains. This section provides a descriptive
analysis of how firms gain from sorting, while aiming to mitigate the omitted variable bias

problem by carefully choosing reference groups that are arguably comparable.

I divide firms into four groups: Firms that stayed in the area within 2 km of Line 2E stations

SNote although the illustration is simple, it is difficult to find a clear cut-off to define the three categories of
areas in practice.
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(stay-in); firms that were within 2 km radius of Line 2E stations but moved out of this area
during 2008 to 2013 (move-out); firms moved in during this period (move-in); firms that
stay out of this area during this period (stay-out). Besides these mutually exclusive and
collectively exhaustive groups, I also focus on the firms that move locations further than 500
meters but have been at least 2 km away from subway stations in both years (stay-out-mover).
These stay-out-mover firms may be a better alternative counterfactual for the move-in group
relative to the stay-out firms because firms that move are likely to be different from firms
that do not move. For example, the management of the former could be more motivated for

growth.

Table 1.2 reports basic summary statistics for the outcomes of interest and other characteristics
in the five groups defined above. From the year 2008 to 2013, firms in all groups experience
a slight drop in employment, as shown in the first row, except the move-in group. Move-in
firms expand their labor force, on average, by 8% over the five years. In addition, these
firms are characterized by slightly higher revenue in 2008 and fewer years of establishment.
In contrast, move-out firms experience about 15% decrease in employment despite having a
higher revenue in 2008 than stay-in firms. These results based on observed characteristics
suggest that move-in and move-out firms are probably also different from the stay-in firms
in many unobserved dimensions. One way to limit unobservables is to conduct pairwise
regressions controlling for observed firm characteristics listed from the second row to the
last row in Table 1.2. The groups of firms included in the four sets of regressions are move-
out versus stay-in; move-in versus stay-out; move-in versus stay-out-mover; move-in versus
stay-in. The first four columns in Table 1.3 show the results for the four sets in the period of
2008-2013. The difference in employment change between the move-out and stay-in firms
is much less salient after adding these controls (the difference in the mean is about 0.072
in Table 1.2). Column 2 shows that move-in firms experience a much higher increase in
employment than stay-out firms. It is possible that stay-out firms are very different from
move-in firms. Column 3 uses stay-out-mover firms as the reference group, which potentially
narrows the differences in unobservables with the move-in firms as both moved locations. As
expected, the coefficient drops from 0.176 in Column 2 to about 0.126 in Column 3. Column
4 shows that the move-in firms also have much higher growth in employment relative to the
stay-in firms. More importantly, the relocation of firms to this area is very likely driven by
the new subway access. To show this, Columns 5-8 replicate the regressions in Columns 1-4
using firms observed from 2004 to 2008 in the data. The estimates are all very close to zero
and not statically significant. Firms that moved into or out of the treatment area prior to the
new subway opened did not benefit or lose. This rules out other advantages in the treatment
area other than the new subway service. Taken together, it appears very likely that firms sort

spatially for gains of subway access and benefit from it.
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1.5 The Effect of Subway Access on Employment on a Firm

Basis

The section aims to identify the causal effects of subways on existing firms. There are two
challenges in identifying the causal effect. First is the endogenous placement of subway
lines. The assumption that the treated and control groups follow parallel trends in section
1.3 is unlikely to hold, and therefore the difference-in-differences estimates presented are
likely to be biased. Even if the economic trends were the same prior to the treatment, there
could be mean reversion (Duflo, 2001). Second, the existence of spatial sorting of firms as
demonstrated in section 1.4 implies selection bias in estimating the causal effect of subway
access improvement on employment. In this section, I develop a novel identification strategy

to overcome these two challenges to identify the causal effects.

1.5.1 Identification Strategy

My identification strategy exploits random variations in the discontinuity in the access to
nearest subway stations induced by the new subway line. When there is only one subway
line in the space, the nearest distance to subway service is continuous. Adding a new subway
line breaks such continuity. The nearest distance to subway services becomes the minimum
of distances to either subway lines, which is a discontinuous function of locations. Thus,
there exists a set of points from which the nearest distance is the same to both subway lines,
which I term “equidistance line”. Importantly, on the side of the existing subway line, the
nearest distance does not change after the new subway line is added, while on the side of the
newly added subway line, the nearest distance changes. The key element of this design is
that I compare employment outcomes between firms on the side of the line nearest to new
stations, which are defined as the treatment group, with firms on the side of the line closest
to existing stations, which are defined as the control group. Specifically, I focus on a narrow
band on either side of the equidistance line to further address the effects of unobservables.
As shown in Figure 1.2, the equidistance line divides firms into two groups, with the firms in
the control group marked by green dots and those in the treatment group marked by red dots.
I set the bandwidth to 1 km in the baseline sample, and later explore alternative bandwidths

for robustness checks.

To address the spatial sorting of firms, I further restrict the sample to firms that have not
moved between 2008 and 2013, given that the data allow for tracking locations of firms. To
enter the sample, firms need to satisfy two conditions. First, their business survived from
2008 to 2013; Second, these firms did not move locations®. For simplicity, 1 call these

firms “survived non-mover firms”. These firms are thus the recipients of the treatment of

6Given the potential geocoding errors, firms that moved within 50 meters are classified to as “not moved”.
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subway access improvement and did not select their locations based on the treatment. In
the regressions, I first show the effects estimated from survived firms, and then show the
effects estimated from the survived non-mover firms. The difference between the two effects

indicates the selection bias.

As we move away from the district center, the impact of the reduction in the nearest distances
to subways may fade away, because individuals may not take the subways at all when the
nearest distances are above a certain threshold. I explore restricting samples to firms that are
within different distance ranges to the district center. In Figure 1.2, the two buffers with a
radius of 6km and 10km centered on the original end of Line 2 mark the spatial boundary
of the confined samples. Note, as this design restricts the sample to the narrow band along
the equidistance line, the effect identified from these firms may not be generalizable to the
overall area. Also, as there are only a few firms located in SEZs in this sample, this section

does not study the SEZs and non-SEZs areas separately.

1.5.2 Econometric Framework

I start from the basic regression equation:
InLi; = BDj; + {t; + T + €t} (1.1

where i indexes firms, ¢ indexes years. L;; represents employment in firm i in the year ¢.
D;; is firm i’s nearest distance to subway stations. D;, changes with time due to the new
subway access. Unobservable factors include firm-specific time-invariant components ¢;,
year-specific firm-invariant components 7;, and year-by-firm components ;. Given that I

only observe two periods of data, this is equivalent to the change specification below:
AlnL; = BAD! + At + Ag; (1.2)

where firm-specific time-invariant components ¢; are eliminated and year-specific firm-
invariant components 7; reduce to the constant of the regression model. In order to ease
interpretation, let AD! = —(D;; — Do), which measures the absolute change in the nearest
distances. B estimates the causal effect of subway access improvement on employment of
firms. Note that this is essentially a difference-in-differences specification if I replace the con-
tinuous measure on the change of the nearest distance AD; with a dummy variable indicating
treatment group.

AlnL; = BT; + At + Ag; (1.3)

where 7; is the dummy variable indicating the treatment group. Equation 1.2 offers more
information relative to the standard difference-in-differences specification in equation 1.3 as

it provides estimates on changes in employment with respect to changes in distance. I use
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equation 1.2 for the main results while providing results for equation 1.3 in the Appendix.

Figure 1.3 illustrates how the equidistance line works, where the distance from the equidistance
line to both subway lines are set to 2.5 km for an example. Consider firm i located on the
boundary of the 1 km band on the side closest to Line 2E. The distance from the firm to the
equidistance line is 0.5 km. The nearest distance to subway services Djg is 3 km before Line
2E opening, and reduces to D;; = 2 km after Line 2E opening. Therefore, AD! = 1 km. Note

that the coverage of the treatment group is 0.5 km as marked in Figure 1.3.

This research design addresses the concern that the changes in the nearest distances AD; are
correlated with the time-varying unobservables Ag; for two reasons. First, the equidistance
line is not a direct target in the decision making of the placement of the subway line. There-
fore, I expect that the unobserved characteristics of firms along the equidistance line are
independent of the placement of the subway. Second, focusing on a narrow band along the
equidistance line further amplifies the random variation rooted in the discontinuity in the
nearest distances to subway services when crossing the equidistance line, while minimizing
the endogenous elements in the location of the subway lines. This is essentially an “In-
consequential Units Approach” (Chandra & Thompson, 2000; Michaels, 2008). In the next
section, I examine whether the observed characteristics are balanced across the equidistance

line in the sample and then show the regression results.

1.5.3 Empirical Results

Table 1.4 summaries the differences in the level of firms characteristics in the year 2008 (first
five columns) and the pretreatment trends in two key outcomes (last two columns) from the
year 2004 to 2008 between the treatment area and the control area. I restrict the sample to
survived non-mover firms to eliminate firm sorting. I show the results for three broad sectoral
classifications in three panels. For manufacturer firms, the observed characteristics of firms in
the treatment area and control area are balanced in both levels and pretreatment trends. This
indicates that the treatment is “randomly assigned” for the manufacturers located along the
band. However, the second and third panels show that service firms in the treatment group
are at a disadvantage. Columns 1 and 2 suggest that revenue and employment of service
firms in the treatment group are less than half of those in the control group. Nevertheless, the
pretreatment growth of revenue and employment in Column 6 and 7 suggests that the two sides
of the equidistance line follow a parallel economic trend despite the difference in the levels of
economic outcomes. This supports the key identification assumption Cov(AD;;, Ag;) = 0 as
discussed in section 1.5.2. Therefore, I proceed with a difference-in-differences framework

to estimate the causal effects.

Table 1.5 shows the coefficients from the regressions of the changes in log employment on the
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changes in the nearest distances to subway stations. Results in Columns 1-3 use all survived
firms that are observed in both year 2008 and 2013. Columns 4-6 focus on the survived
non-mover firms. Columns 1 and 3 do not include any control variables. Columns 2 and 4
control for log revenue in the year 2008. Columns 3 and 6 include other control variables
including firm age, SEZs dummy, plant dummy, and distances to the terminal station of Line
2 original part. Columns 7 and 8 show the results for the number of new establishments
and log employment conditional on entry with all controls except for lag revenue. In the
first panel, Columns 1-3 show that a 1 km reduction in the nearest distances to subways
increases employment by about 61% (= exp(0.477) — 1) to 67% (= exp(0.512) — 1). The
point estimates are large and highly statistically significant. It is not a surprise to find adding
control variables barely change the coefficients, because the sample is very balanced between
the groups, which provides strong evidence supporting that the treatment is “as good as
random assigned”. Columns 4-6 exclude movers to eliminate the potential bias due to sorting.
The remaining effects should be interpreted as the causal effect of subways on employment
in firms. These effects are slightly smaller, falling to about 55% (= exp(0.438) — 1) to 58%
(= exp(0.460) — 1). This suggests that firm sorting contributes to the employment growth
in the treatment group; however, the effect from sorting is about 10% to 13% of the effect
estimated from survived firms, which is relatively small, but not negligible. Column 7 shows
that the reduction in the nearest distances also increases the number of new establishment
(about 12% per 1 km). However, conditional on firm entering, the size of new firms is not
statistically different, although the estimate is imprecise due to small sample size (only 56

observations).

The second panel presents a similar pattern for producer service firms. The effects from
survived firms are slightly larger than the effects found in manufacturers. After restricting
the sample to the survived non-mover firms, the point estimates reduce but remain large;
however, the estimates are imprecise due to small sample size. Also, I do not find clear
evidence on the impact of the subway on new producer service firm entering. The last panel
shows that consumer service firms in the treatment group, surprisingly, experience a decline
after the new subway opening. A 1 km reduction of the nearest distance to subway decreases
employment in survived firms by 32%(= exp(—0.382) — 1), and employment in survived
non-mover firms by about 22%(= exp(—0.246) — 1). Additionally, Columns 7 and 8 show
that despite no difference in firm entrants, consumer service firms in the treatment group
hire fewer employees. One possible explanation is that manufacturers and producer service
firms are more productive and can afford higher rent than consumer service firms and pushed
the latter out of the area. Table A.l1 presents the results using the standard difference-in-
differences specification in equation 1.3. The results are consistent with the specification

using the reduction in the nearest distances to subway stations as the treatment variable.

Table 1.6 presents what happens when I restrict the sample to different distances to the
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terminal station of Line 2 original part, which approximates the importance of subways for an
individual to commute to a firm located in the narrow band. The reason is that the geometry
of the positions of Line 6, Line 2E and the equidistance line necessitates that the distance
from the firm to its nearest subway station increases with its distance to the terminal station
of Line 2 original part, as shown in Figure 1.2. Commuters may consider taking subways
when stations are within walking distance or bus-connecting-trip distance, and are less likely
to take subways when the nearest subway stations are beyond a certain threshold (Gibbons
& Machin, 2005). I consider two alternative samples in Table 1.6, including firms that are
within 6 km from the terminal station of Line 2 original part, and firms that are more than
10 km away. The comparison between Columns 1 and 2, Columns 4 and 5 shows that
the effect of subway access improvement is stronger in the area within 6 km to the center
relative to the baseline sample which uses 10 km distance threshold. In Columns 3 and 6,
the effects of subways are mostly not significant, with point estimates decreasing sharply.
This implies that the new subway access is somewhat irrelevant in the areas that are beyond
the 10 km distance threshold to the new subway line. Notably, the coefficients for consumer
service firms remain significantly negative. This may echo the results in Tsivanidis (2019),
who finds that the effect on commute distances is mildly greater for low-skill workers after
transportation accessibility improves. The longer commute distance for low-skill workers
may explain why subway access can still influence employment in the relative further area,
given that the consumer service sector is likely to employ a larger proportion of low-skill
workers relative to the other sectors. The reason is that manufactures in Pudong New Area
are mostly in advanced manufacturing industry, for example, microelectronics, and therefore
the skill levels of labor in manufacture firms are likely to be higher than those in consumer
service firms. However, it requires firm-level data on skill levels of employees to pin down

the underlying mechanism, which I do not have access to.

Table 1.7 shows that the results presented are robust to changing the width of the narrow
band along the equidistance line. Columns 2 and 5 show the effects in the baseline sample.
Columns 1 and 4 reduce the bandwidth to 800 meters. The effects appear to be stronger
for manufacturer firms and producer service firms relative to the baseline sample. Columns
3 and 6 expand the bandwidth to 1200 meters. The point estimates decrease slightly for
manufacturer firms but increase modestly for producer service firms. Now the effect for
producer service firms from non-movers in Column 6 in the second panel is marginally
statistically significant. In the bottom panel, the estimates for consumer service firms remain
negative when the bandwidth changes, but are noisier. In sum, the results earlier are robust
to choosing alternative bandwidths. However, expanding the bandwidth is at the cost of
losing the balance between the treatment and control groups. The upper panel in Figure 1.4
presents the effect under a broader range of distance bands by the three categories of sectors.

The effects diminish gradually as the bandwidths increase, reaching almost zero at the 2 km
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distance threshold. The data provide an opportunity to conduct a placebo test by regressing
the change of log employment from 2004 to 2008 when the treatment had not occurred on the
changes in the nearest distances to subways. The placebo estimates are shown in the lower
panel in Figure 1.4. They are mostly very close to zero and not significant, which reassures

that the results in the upper channel are not false positives.

Taken together, these results estimated from firms along the equidistance line provide extra
insights to the earlier results estimated on a location basis. The overall employment may
experience little growth; however, the new subway access caused the sectoral mix in this area

to change substantially.

1.6 Conclusion

The new subway service appears not to improve the overall employment in its surrounding
area, but is likely to improve new firm entrants, and empower locations in the Special
Economic Zones (SEZs) to attract workers. However, due to the endogenous placement of
subway lines, simply comparing the locations next to subway stations with locations further
off yields biased estimates. By tracking the locations of firms before and after the subway
opening, I show evidence on firms sorting based on the gains from access to subways, which
leads to selection bias in the estimates. This paper develops a novel identification strategy
to overcome these issues. I find robust causal evidence supporting that subways increase
employment in manufacturer firms, while decreasing employment in consumer service firms,
surprisingly. The point estimates for producer service firms are large and positive, but less
precise. Therefore, the new subway service causes a substantial change in the sectoral mix in

this area.

Admittedly, these empirical results come with limitations. First, firms located in the narrow
band along the equidistance line are mostly far from the subway stations, which indicates that
they may be less competitive relative to firms next the subway locations. Thus, the causal
effect estimated from these firms may not be generalizable to the whole population. Second,
I cannot distinguish growth effects from reorganization effects at either the location level or
firm level. The increase in employment in a location or firm that is close to the subway may
be at the cost of locations or firms that in other locations in the district. Thus, the effects
presented so far may not be informative about the general equilibrium effects. Third, the
mechanism underlying the heterogeneous effects across sectors remains a puzzle. Possible
mechanisms include high productivity firms crowding out low productivity firms, and skillful
labors crowding out low skill labors. The mechanisms can be better studied using data on
firm-level productivity, skill levels of employees and land values, which is unavailable in this

study.
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Table 1.1: Difference-in-difference estimates

All Treatments Controls Estimates
Before After Before After Before After Dif-in-dif T-stat

(1 2 3) “) &) (6) (7) ®)

Panel (a): All areas

Ln employment 2.78 3.02 3.6 3.87 2.64 2.88 0.03 0.38
Ln revenue 5.75 6.49 7.31 7.98 5.49 6.25 -0.09 -0.45
Ln new employment 1.58 1.71 2.06 2.33 1.5 1.61 0.16 1.7
Ln new revenue 3.64 4.2 4.69 5.36 3.47 4.01 0.13 0.65
Number of observations 2921 408 2513

Panel (b): non-SEZs

areas

Ln employment 2.54 2.76 2.94 3.09 2.47 2.71 -0.09 -0.92
Ln revenue 5.28 6.03 6.14 6.63 5.15 5.94 -0.3 -1.39
Ln new employment 1.41 1.55 1.49 1.74 1.4 1.53 0.12 1.35
Ln new revenue 3.33 3.87 3.69 4.26 3.27 3.82 0.02 0.1
Number of observations 2307 297 2010

Panel (c): SEZs areas

Ln employment 3.69 3.98 5.36 5.96 332 355 0.37 1.99
Ln revenue 7.49 823 1042 11.58 6.85 7.49 0.52 1.41
Ln new employment 2.18 2.28  3.58 39 1.87 1.92 0.27 1.11
Ln new revenue 4.82 5.44 7.35 8.32 4.26 4.81 0.42 0.88
Number of observations 614 111 503

Notes: Unequal variances are applied in the mean-comparison tests. The outcomes are the average of
log employment in a 500 X 500 meters grid. The number of grids are the same in both periods.
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Table 1.2: Summary statistics by firm migration groups

Stay-in Move-out Move-in Stay-out Stay-out-
mover
(1 2 3) “) &)
Change of In employment -0.075 -0.147 0.077 -0.092 -0.127
(0.861) (1.012) (0.910) (0.946) (0.856)
Lag In revenue 7.725 7.866 8.099 7.912 7.882
(2.736) (2.381) (2.369) (2.236) (2.415)
Dummy manufacture 0.250 0.544 0.360 0.496 0.406
(0.433) (0.499) (0.481) (0.500) (0.491)
Dummy PSFs 0.288 0.202 0.245 0.171 0.159
(0.453) (0.402) (0.431) (0.376) (0.366)
Dummy CSFs 0.462 0.254 0.395 0.334 0.434
(0.499) (0.436) (0.490) (0.472) (0.496)
Age 10.507 10.746 10.067 10.447 10.710
(4.685) (4.389) (4.037) (4.536) (4.700)
SEZ 0.387 0.147 0.301 0.129 0.112
(0.487) (0.354) (0.459) (0.335) (0.316)
Plant dummy 0.176 0.094 0.094 0.083 0.132
(0.381) (0.292) (0.293) (0.276) (0.338)
N 2304 531 286 4563 19601

Note: Stay-in group includes firms that stayed in the area within 2 km of Line 2E stations; move-out group
include firms that previously existed within a 2 km radius of Line 2E stations, but moved out of this area in
the between the years 2008 to 2013; move-in group includes firms that were outside of this area but moved
in during this period; stay-out group includes firms that stay out of this area during this period; and
stay-out-mover group include firms that move their locations further than 500 meters but have been at least
2 km away from subway stations in both 2008 and 2013. For each variable, means are shown in the first
row and standard deviations are shown in the second row in parentheses.

Table 1.3: Spatial sorting of firms

2008-2013 2004-2008
M @ €) 4) o) (©6) ) ®)

Move-out  Move-in Move-in Move-in  Move-out Move-in Move-in  Move-in

Movers  -0.013  0.176%%%  0.126%*  0.174*%**  0.010 0.028 0013  0.075
(0.049)  (0.053)  (0.055)  (0.055)  (0.043)  (0.058)  (0.059)  (0.063)

R? 0.019 0.020 0.033 0.032 0.024 0.013 0.017 0.026
N 2835 19887 4849 2590 2045 14369 4484 1854

Note: These regressions have different samples. Columns 1 and 5 include move-out and stay-in firms;
Columns 2 and 6 include move-in and stay-out firms; Columns 3 and 7 include move-in and
stay-out-mover firms; Columns 4 and 8 include move-in and stay-in firms. All regressions control for lag
log revenue, manufacture dummy, PSFs dummy, CSFs dummy, age, SEZ dummy, and plant dummy.
Robust standard errors are applied.

*p<0.1, ¥ p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Table 1.4: Balancing regressions: Differences in levels in 2008 and trends from 2004 to 2008
between treatment and control areas, by sectors, within 1km band

Levels in 2008 Trends from 2004 to 2008
Y] () 3) “ ) (6) O]
Revenue Employment
Revenue Employment Age SEZ Plant Growth Growth
Manufacture firms
Treated -0.210 -0.095 0.360 -0.050 -0.021 0.034 0.087
(0.589) (0.384) (1.025) (0.104) (0.043) (0.196) (0.166)
N 103 103 103 103 103 121 121
Producer service firms
Treated -1.780%** -0.893%#* 0.946 -0.099 -0.110* -0.027 0.207
(0.527) (0.299) (0.812) (0.081) (0.066) (0.656) (0.453)
N 80 80 80 80 80 33 33
Consumer service firms
Treated -0.847%* -0.019 2.159%#* -0.006 0.026 -0.416 -0.014
(0.344) (0.174) (0.620) (0.041) (0.054) (0.377) (0.193)
N 311 311 311 311 311 76 76

Note: This table summarizes the differences in five firm characteristics in 2008 and two key outcomes from
2004 to 2008 between the treatment and control areas. The samples only include survived non-movers

firms and only include firms located up to 10 km from the district center and within 1km to the

equidistance line on both sides. Robust standard errors are applied.

*p<0.1, * p < 0.05, *** p < 0.01. Standard errors in parentheses.

Table 1.5: The effect of reduction in nearest distances to subway on employment

All survived Firms Excluding Movers New firms

(1) @) (3) ) ) (6) ) ®)
Manufacture firms
Changes in 0.5127%:k% 0.520% % 0.477 %% 0.460%* 0.457%%* 0.438%* 0.124%%* -0.392
nearest distance (0.171) (0.170) (0.179) (0.198) (0.198) (0.207) (0.060) (0.447)
Adjusted R? 0.03 0.03 0.04 0.03 0.02 0.02 0.47 -0.01
N 162 162 162 103 103 103 264 56
Producer service firms
Changes in 0.638%* 0.625%: 0.701%* 0.561 0.484 0.545 0.052 -0.031
nearest distance (0.319) (0.300) (0.294) (0.378) (0.351) (0.406) (0.059) (0.308)
Adjusted R? 0.02 0.01 0.03 0.01 0.00 -0.02 0.61 0.02
N 119 119 119 80 80 80 357 148
Consumer service firms
Changes in -0.418%** -0.4497%#* -0.382%* -0.293%* -0.324%* -0.246* 0.016 -0.383%*
nearest distance (0.142) (0.147) (0.148) (0.129) (0.129) (0.126) (0.037) (0.187)
Adjusted R? 0.02 0.02 0.04 0.01 0.01 0.03 0.57 0.03
N 414 414 414 311 311 311 1401 705

Note: The dependent variable is changes in log employment. The key regressor of interest is changes in the
nearest distance to subway stations. The sample in Columns 1-3 includes all survived firms that are
observed in both year 2008 and 2013. The sample in Column 4-6 excludes movers. Column 1 and 4 do not
include any control variables. Column 2 and 5 control for log revenue in the year 2008. Column 3 and 6
include other control variables including age, SEZ dummy, plant dummy, and distances to the terminal
station of Line 2 original part. Column 7 and 8 include all control variables except for lag revenue. All
samples include firms located up to 10 km from the terminal station of Line 2 original part and within 1km
to the equidistance line on both sides. Robust standard errors are applied.

*p<0.1, ¥ p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Table 1.6: Robustness regressions: Different distances to the district centre

All survived Firms Excluding Movers

(D 2 3) ) ®)] (6)
<6 km <10 km >10 km <6 km <10 km >10 km

Manufacture firms
Changes in nearest distance ~ 0.977***  (0.477%** -0.042 1.194%*%  (0.438%* 0.204
(0.297) (0.179) (0.151) (0.375) (0.207) (0.181)

Adjusted R? 0.05 0.04 0.03 0.04 0.02 0.03

N 59 162 334 38 103 177

Producer service firms

Changes in nearest distance 0.853%* 0.701** -0.613 0.499 0.545 -1.327
(0.364) (0.294) (0.539) (0.481) (0.406) (0.806)

Adjusted R? 0.02 0.03 -0.00 -0.01 -0.02 -0.15

N 86 119 47 63 80 21

Consumer service firms
Changes in nearest distance ~ -0.468***  -0.382**  -0.711**  -0.339**  -0.246*  -1.185%**
(0.155) (0.148) (0.280) (0.133) (0.126) (0.430)

Adjusted R? 0.06 0.04 0.05 0.04 0.03 0.11
N 331 414 152 260 311 92

Note: The dependent variable is changes in log employment. The key regressor of interest is changes in the
nearest distance to subway stations. The samples include firms located within 1km to the equidistance line
on both sides. Robust standard errors are applied.

*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.
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Table 1.7: Robustness regressions: Different distance bandwidths

All survived Firms Excluding Movers
(D 2 3) “) () (6)
800 m 1000 m 1200 m 800 m 1000 m 1200 m

Manufacture firms
Changes in nearest distance ~ 0.666**  0.477*%*  (0.444***  (0.775%*  (0.438*%*  (0.365%**
(0.267) (0.179) (0.103) (0.328) (0.207) (0.120)

Adjusted R? 0.03 0.04 0.07 0.08 0.02 0.03
N 121 162 221 79 103 143

Producer service firms
Changes in nearest distance ~ 1.235%%* 0.701** 0.786%** 0.867 0.545 0.702%*
(0.472) (0.294) (0.272) (0.734) (0.406) (0.356)

Adjusted R? 0.02 0.03 0.03 -0.06 -0.02 -0.01

N 84 119 143 55 80 98

Consumer service firms

Changes in nearest distance -0.339% -0.382%%* -0.144 -0.139 -0.246* -0.068
(0.176) (0.148) (0.113) (0.166) (0.126) (0.112)

Adjusted R? 0.04 0.04 0.03 0.01 0.03 0.03

N 295 414 482 222 311 359

Note: The dependent variable is changes in log employment. The key regressor of interest is changes in the
nearest distance to subway stations. The samples include firms located up to 10 km from the terminal
station of the Line 2 original part. Robust standard errors are applied.

*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.
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Chapter 2

Does E-commerce Reduce Traflic

Congestion?

2.1 Introduction

As the digital economy takes shape, e-commerce continues to grow around the world. The
past decade has seen an explosive growth of the Chinese e-commerce market, with the Gross
Merchant Value increased by more than ten times!. Today, more than 40% of the world’s
e-commerce transactions take place in China, a dramatic increase from only 1% about a
decade ago. In the year 2016, there were about 460 million online consumers and the share
of online consumption is about 12.6% of total consumption. Traditional retail involves traffic
both from warehouses to stores and from consumers to stores. E-commerce cuts intermediate
traffic by delivering goods directly from the warehouses to the consumers and improve the
efficiency of logistics of goods. This poses the question of whether e-commerce is more
traffic efficient than traditional retail. This paper investigates the possible reduction of traffic

channeled through the rapid expansion of e-commerce and its new logistics.

Although plenty of evidence has shown that vans that are servicing the e-commerce are a
growing contributor to traffic and congestion, consumers are also found making less shopping
trips using vehicles (Braithwaite, 2017). The trade-off between the two effects is crucial to
assess the overall effect of e-commerce on traffic. Punakivi (2003) simulated the replacement
of traditional retailing by electronic retailing and found that this potentially leads to 54-95%
reduction in traffic depending on delivery methods. In a similar vein, Cairns (2005) estimates
that a direct substitution of car trips by van trips could reduce vehicle-km by at least 70%. A

recent comprehensive report by Braithwaite (2017) gathered suggestive evidence indicating

'According to the Chinese E-commerce Association. http://www.100ec.cn/zt/upload_data/
2018dzswfzbg.pdf
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that online shopping is likely to reduce overall shopping traffic in probably modest scale in
the real world. Measuring congestion reduction is difficult because of latent travel demand
suppressed by traffic congestion itself. When traffic congestion was reduced, individuals who
chose not to travel may decide to travel after observing less traffic. In fact, the reduction of
traffic congestion might never be observed in the long term due to the fundamental law of

road traffic congestion (Duranton & Turner, 2011).

In this paper, I provide the first available estimates of the effect of e-commerce on traffic
and congestion. The analysis utilizes temporary price shocks caused by a nationwide online
shopping event in 2016 as the foundation of my identification strategy. The Singles’ Day
shopping event on the day of 11 November each year is the largest online sales event in China,
equivalently as popular as the shopping event of Cyber Monday in the United States?. In
the year 2016, the largest Chinese online shopping platform, Alibaba, reached a new sales
record at 17.6 billion US dollars during a 24-hours promotion period. To put this figure into
context, the annual online consumption is 587 billion US dollars. The average price in the
online channel on the event day is about 80% of the average price in the month before the

event3.

A reduced price in the online channel during the sale event encourages consumers to switch
from offline channel to online channel. I measure the change in traffic congestion in each
hour one week before and two weeks after the event. Traffic congestion is measured by
an index that is the ratio of actual passing time and free-flow passing time of vehicles in a
road segment. The road-level information is first collected by Global Positioning System
(GPS) trackers based on millions of users of a navigation service company, then aggregated
to city-hour level, and finally, released for public use. Change in online shopping is measured
by Baidu Index, which is similar to Google Trends but can track search Internet Protocol (IP)
addresses to cities. In the week after the event, intracity traffic congestion dropped by 1.7%
during peak hours and 1% during off-peak hours, while online shopping increased by about
1.6 times. Cities with a higher increase in online shopping experienced a greater reduction

in traffic congestion.

How does online shopping affect traffic congestion? To answer this question, I derive the
relationship between online consumption quantity, vehicle demand, and a traffic congestion
index. Based on the speed-density relationship proposed in Adler et al. (2017), the logarithm

of the traffic congestion index can be expressed as the ratio of vehicle density to the free-flow

2The concept of Singles’ Day was initiated by young college students to buy presents to celebrate single-
hood and resist social pressure to get married. 11 November was chosen as the date because each of its lone
digits (11.11) represents a “bare stick” as the symbol of uncoupled individuals. The day was then promoted by
Alibaba as a cultural event of online shopping, bearing similarity with Cyber Monday in the United States.

3The online shopping platform did not publish relevant price change information. An independent credit
rating company, CCX Credit Technology, monitored the price of a sample of online products surrounding the
event and published the findings online (see http://www.0lcaijing.com/article/12269.htm)
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vehicle density. The change in the logarithm of the traffic congestion index is decided by
the change in traffic density, which in turn is decided by the change in vehicle demand. If
the vehicle demand per unit goods of online shopping is only a fraction of that of offline
shopping, which I call a “vehicle-saving ratio”, then the total vehicle demand for shopping
changes with the online-offline substitution of consumption induced by the price shock. With
a one unit increase in online consumption, the net reduction in traffic is the difference between
the following two parts: the reduction in offline shopping vehicle subject to the online-offline
substitution of consumption and the share of shopping made through private vehicles, and the
increase in vehicle demand arising from online shopping. I call this net reduction a “traffic-
saving factor”. In addition, I measure the online-offline substitution using the ratio of the
increase in online consumption over the reduction in offline consumption under a price shock,
which I call a “online-offline substitution ratio”. With simple accounting of traffic, the model
further reveals that the elasticity of traffic congestion index to online consumption quantity
is the traffic-saving factor adjusted by the current congestion level and a function of three
shares: the share of online shopping, the share of shopping made through private vehicles, and
the share of vehicles used due to shopping. Particularly, the condition for online shopping
to reduce traffic is the traffic-saving factor being negative. To be specific, the condition
requires that the vehicle-saving ratio is sufficiently low, or the amount of offline shopping that
consumers are willing to substitute with online shopping is sufficiently large. The first part
can be estimated from an operations management perspective using data relatively accessible.
For example, the vehicle-saving ratio can be estimated using data on the number of online
goods delivered in a van in an hour, and the number of offline goods purchased in a private
vehicle*. However, the second part requires data that are more difficult to obtain>. For this

reason, | developed a demand model to predict the online-offline substitution ratio.

The model is characterized by two key assumptions. First, the utility that a consumer obtains
from a product depends on the matching quality between the consumer and the product. The
matching quality is assumed to be a random variable that follows the Fréchet distribution.
The quantity of consumption adjusted by matching quality is aggregated across products by
a CES functional form to derive a consumer’s utility. Second, I assume a mechanism of how
consumers choose shopping channels for a product. The matching quality is assumed to be the
maximum of two underlying channel-specific draws of matching quality. Specifically, given
a product, a consumer draws an online matching quality from an online Fréchet distribution,

and then draw an offline matching quality from an offline Fréchet distribution. The consumer

4] provide a crude estimate in Section 2.2.3 based on this simple logic. The vehicle-saving ratio is about
0.067.

5The data required to measure the online-offline substitution ratio empirically are unavailable. It requires
weekly data on the online and offline consumption surrounding the event day. Even if the online shopping
platform would like to share the online consumption surrounding the event, obtaining offline shopping con-
sumption on a weekly basis remains challenging. Potentially, I could conduct a consumer survey, but the large
data requirements are outside the scope of this study.
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then chooses the maximum of the two draws, and thus self-selects into a type of either
online consumer or offline consumer based on the channel that yields the maximum draw®. 1
assume that the two channel-specific Fréchet distributions have the same shape (which decides
variability ) but different scales (a higher scale means that a high-value draw is more likely).
The relative value of the channel-specific scale parameters, along with the shape parameter,
determine the probability under which consumers choose each channel. Intuitively, the

channel with a larger scale parameter attracts a higher proportion of consumers.

As the maximum of two Fréchet random variables also follows a Fréchet distribution’, I can
derive the overall demand (sum of demand from the two channels) for a specific product.
The expectation of the overall demand for the product is used by monopolist firms to set the
equilibrium price, which is the marginal cost of the product multiplied by a constant mark up
—a well-known result under the assumptions of CES utility and monopolistic firms. Given the
fixed price of a specific product, consumers divide into online or offline consumers according
to the probability under which consumers choose channels. Conditional on being online (or
offline) consumers, the quantity consumed within these online (offline) consumers turns out
to follow the same distribution as the overall quantity consumed by all consumers. In other
words, the demand distribution in each channel is independent of the channel. This is similar
to a key finding in Eaton & Kortum (2002)8. I find that this independence property has two

important implications®:

(i) The expected values of the quantity consumed in each channel are equal.

(ii) The expected channel-specific quantity consumed equals the share of consumers that

choose that channel multiplied by the expected overall demand from both channels.

Importantly, these properties hold when prices change. As a result, the change in channel-
specific demand due to price shock can be approximated by a derivative formula. This allows
for calculating the ratio of the increase in online shopping quantity over the reduction in
offline shopping quantity, which gives the online-offline substitution ratio. Further, the ratio
can be expressed as a concise function of the elasticity of online shopping quantity to the
relative price of online to offline channel, and the elasticity of substitution between varieties.
The former can be estimated from the data, and the latter is a well-studied parameter in the

trade literature.

Armed with the formula of the online-offline substitution ratio, I conduct a quantitative

analysis to explore whether the condition for online shopping to reduce traffic congestion holds

6The same consumer can be an online consumer for one product and an offline consumer for another product.

7The parameters of the former can be derived from the parameters of the latter.

80ne of the key findings in Eaton & Kortum (2002) is that the price distribution of the varieties that any
given origin actually sends to any given destination is independent of its origin regions.

9Note these properties rely heavily on the assumptions of the Fréchet distribution.
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and the quantitative importance of the elasticity of traffic congestion to online consumption
quantity, with reasonable guesses on the parameters and sample statistics of variables in the
model. Particularly, the online-offline substitution ratio is estimated to be around -1.9, which
indicates that the reduction in offline consumption due to one unit increase in online shopping
is about a half unit. Several well-educated guesses on the parameters in the quantitative
analysis show that the condition is likely to hold. However, the elasticity of traffic congestion
to online consumption quantity appears to have a wide range of values due to heterogeneity.
For example, the estimates vary from -0.06 to -0.25 for different cities. Therefore, in order to

identify an average magnitude of the elasticity, I turn to empirical estimates.

In the empirical section, Ordinary Least Square (OLS) regression models estimate that a
10% increase in online shopping reduces traffic congestion by about 0.13%, an elasticity of
-0.013. The effect mostly comes from peak hours, that is from 9 am to 11 am and from 7
pm to midnight. To address potential endogeneity problems arising from omitted variable
bias, I instrument the change of online shopping in the event with the reduction in postage
fee. Postage fee was waived on the day of the shopping event and introduces exogenous
incentives for consumers to switch to online shopping conditional on market access. Using
the waived online delivery postage fee as the instrumental variable (IV), the IV estimation
reveals much stronger effects than the OLS estimates. A 10% increase in online shopping
reduces traffic congestion by about 1.4%, an elasticity of -0.14, which is consistent with the
range from the quantitative analysis. The weights in the IV estimates appear to be assigned
towards cities that experience a higher increase in online shopping. Using the IV estimates to
conduct a welfare analysis for Beijing, the congestion relief effect of 10% increase in online
shopping can be converted to monetary terms of 239 million US dollars a year for peak hour
commuters, which is equivalent to about a third of the average effect of providing access to
an additional subway line, according to the welfare gains from the congestion relief effect of
subways estimated by Gu et al. (2019).

This paper contributes to a growing literature in the spatial economic impact of the digital
economy, as reviewed in Goldfarb & Tucker (2019). As a digital purchasing technology,
e-commerce reduces transportation cost. On the consumption side, consumers choose online
shopping to reduce travel cost despite certain disutility in online shopping (Forman et al.,
2009). E-commerce also contributes to overcoming the logistical barrier in rural areas and
leads to sizable gains in real household income. Consumers in villages benefit from greater
product variety and lower prices driven by a significant reduction in travel costs (Goolsbee &
Klenow, 2018; Couture et al., 2018). Consequently, e-commerce reduces spatial inequality
of consumption between large cities and small cities, and increases access to varieties (Dolfen
et al., 2019; Fan et al., 2018). On the supply side, online shopping causes structural changes
in offline shopping economies. It shifts the market from high-cost producers to low-cost

producers (Goldmanis et al., 2010). In the retail industry, offline retailers that directly compete
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with online retailers are negatively impacted, while indirect competitors that can adapt the
change in e-commerce revolution and take advantage of the online-offline complementarities
can be winners in the competition (Relihan, 2017). Dolfen et al. (2019) concludes that
consumer gains are about 1.1% of all consumption using credit card data in the US, which is
tantamount to 1,150 US Dollars per household in the year of 2017. This paper advances our

understanding of the impact of e-commerce on urban traffic congestion.

This paper is also linked to a long literature in traffic congestion relief policies. Many policy
options have been extensively studied in the past, for example, congestion charge (Yang et al.,
2018b; Tikoudis et al., 2015) and quantity-based restriction (Yang et al., 2014) on the demand
side; transport infrastructure expansion and subsidies (Parry & Small, 2009; Anderson, 2014;
Yang et al., 2018a; Gu et al., 2019) on the supply side. These measures are either politically
controversial or expensive (Adler et al., 2017). The promotion of e-commerce is considered
a “soft” policy that seeks to encourage people to reduce their car usage through enhancing

the awareness and attractiveness of alternative options (Cairns et al., 2004).

The model in this paper draws insights from three strands of models. The first strand is
a long list of trade models with constant elasticity demand (Armington, 1969; Krugman,
1980; Eaton & Kortum, 2002; Helpman et al., 2004; Antras et al., 2017). The elements
in these models are helpful in understanding trade flows across locations. Particularly, Fan
et al. (2018) and Dolfen et al. (2019) have applied this type of trade model to analyze e-
commerce. The second strand of models is in the literature of marketing economics and
industrial organization. One key insight is that firms can employ random sales to compete
over consumers with lower willingness to pay and reach higher profit, relative to only serving
a fraction of consumers with higher willingness to pay (Varian, 1980; Seim & Sinkinson,
2016). However, their study does not allow for consumers with continuously distributed taste.
Drawing insights from random coeflicients demand models such as Cosar et al. (2018) and
Berry et al. (1995), I introduced heterogeneous consumers into the demand side but specify
their tastes for channels following Fréchet distribution '°. Different to their study, I focus
on the online retail event and analyze the substitution between online and offline products
when the relative prices change during a sale. The third strand includes models developed
by transportation engineers that study the relationships between speed, density and flow.
Particularly, I adopt the speed-density relationship proposed as in Adler et al. (2017), and
derive an exact functional form that links the change of online consumption, vehicle demand

and traffic congestion index.

This paper is structured as follows. Section 2.2 sets out a model to connect the change
in online shopping in the event with the change in traffic congestion. Section 2.3 outlines

data and shows a descriptive analysis. Section 2.4 delves into the econometric framework.

10Redding (2016) specified worker’s taste for amenity to follow Fréchet distribution.
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Section 2.5 presents initial evidence on the link between the increase in online shopping
and the reduction in traffic congestion. Section 2.6 presents the causal estimates of the
effect of online shopping on traffic congestion. Section 2.7 analyzes the welfare impact of
congestion relief effect of e-commerce. Section 2.8 discusses the long-term effect. Section

2.9 concludes.

2.2 Theoretical Framework

This section provides a theoretical framework to link the price change in online shopping
and traffic congestion. The first part of the section lays out a demand model to predict the
online-offline substitution. The analysis of the quantity demanded in both channels draws
from Eaton & Kortum (2002)’s approach in analyzing the price distribution across origin
countries. Although I use a multiple regions trade model framework, channel choices and
online-offline substitution are the main focus. The key insight of the model remains even
if reducing the multiple regions in the model to a single city. The second part of the
section shows the derivation of the exact functional form for the relationship between traffic
congestion index and online shopping quantity, and the condition for online shopping to
reduce traffic congestion. The last part of the section explores the quantitative importance
of the congestion relief effect of online shopping based on the model. In contrast to the
introduction section, I start with the micro-foundation of the model and then move on to
the aggregate consumption by channels in cities and its relationship with traffic congestion,

which is a macro-phenomenon.

2.2.1 Demand Model and Online-Offline Substitution of Consumption

I develop a demand model to quantify the online-offline substitution of consumption (quant-
ity). On the demand side, I allow for heterogeneous consumers. For a given variety!!,
Fréchet distributed consumer-variety matching quality separates consumers into two types:
online and offline consumers. On the supply side, I assume that each firm produces a unique
variety and acts as a monopolist. It prices the variety uniformly in the two market channels,
based on expected demand. In order to analyze a series of changes in the economy during
the sale event, I introduce exogenous price shocks in both channels so that firms can price
discriminate temporarily'? across the two channels. When online prices decrease, online
consumers will consume more, and some offline consumers will switch their types to online
consumers. As a result, the online shopping event alters the share of online shopping and
offline shopping and the overall amount of online shopping at the aggregate level. The ratio
of the increase in online shopping quantity over the reduction in offline shopping quantity

gives the online-offline substitution of consumption.

UT use the word variety and product interchangeably in the paper.
12There was no parallel offline sales during the event in 2016. Competing offline sales started in 2017.
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2.2.1.1 The Set-Up

There are [ cities, with each city indexed by i or j depending on whether the region in
question is the origin, i, or the destination, j, of a trade. There is a continuum of consumers
indexed by u in city j, with the set of consumers U; and the mass of consumers L;. Each
city is endowed with L; units of workers (the same as the the mass of consumers) where each
worker supplies one unit of labor inelastically and receives wage w;. Suppose that labor is the
only factor of production. Consumers buy (or firms sell) from online and offline channels,
indexed by m € {o, f}. Each variety is indexed by w. Suppose that every firm in the world
produces a distinct variety. The concept of a city is thus a cluster of firms with the same
productivity but distinct products, and consumers with the same income but different tastes

for online shopping.

2.2.1.2 Consumers

Assume individuals obtain utility z(u, w)q;(u, w) from consuming g; (4, w) units of variety w,
where z(u, w) is the matching quality for each pair of consumer u and variety w. Consumers

maximize a CES objective:
o=l _o_
ui() = ( /Q (2 ) (1o ) ) @.1)
'

I assume that the unobserved matching quality is a random component and follows the
Fréchet (Type-1I Extreme Value) distribution. This idea is fundamentally similar to Redding
& Weinstein (2016) where their CES preference parameters are assumed to vary across both

product type and consumer type 31415,

I assume z(u, w) is generated following the process below. Given variety w, each consumer
receives two draws z,(u, w) and zy(u, w) from two Fréchet distributions F(6, s,(w)) and
F (6, s f(w)) for online and offline channels, respectively. The Fréchet distribution for channel
mis:

z -0

sm(w)) } (2.2)

where 6 is the shape parameter. It governs the amount of variation within the distribution.

Fin(2) = Pri{zm(u w) < z} = exp{—(

sm(w) captures general preference for a specific channel and is assumed to be the same for

13Their preference parameters are not random variables, but the authors introduce a Fréchet distributed shock
as the multiplier to preference parameters, so the composite is equivalent to z here.

14As summarized in Redding & Weinstein (2016), heterogeneous random utility models have been studied
in demand system estimation literature such as Cosar et al. (2018), Berry et al. (1995), McFadden (1973), etc.

I5McFadden (1973) argues that consumers select the products that maximize their utility from a set of
alternatives. Kortum (1997) shows a model where research leads to draws from a Pareto distribution, causing
the technological frontier to be distributed Fréchet. As a conjecture, if consumers search for the best products
in suiting their preferences, the search process may give rise to the Fréchet distribution of the matching quality.
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all consumers but different across varieties (thus not index by w). A bigger s,,(w) implies a

higher draw of matching quality z,,(u, w) for any variety w in channel m is more likely.

pj(w)
km

i1 @) = Y; Py (=) 2ty )7 (23)

where p;(w) is the price of variety w in city j. It is the normal price listed by the retailers

without considering any sales events. As shown later in this model, the price is marginal cost

adjusted by a mark-up. k,, represents a channel-specific price shock'¢, which captures any

temporary changes of prices due to sales on the supply side. P; is price index in city j'7,
pj(w)

Pi=([ (L=l 2.4
/ ( Qj(zmax(,u’ w)) ) ( )

In a nutshell, consumers choose the shopping channel which gives higher g,,;(u, w). This
means that consumers compare k9 z,(u, )"~ with k?z (e, w)” ! and pick the channel that
yields higher value. The quantity consumed is the max of g,;(i, w) and gr;(y, w). The
assumed process above provides the mechanism to decide the type of the consumer (online
versus offline) and the probability of making such choices. Consumer y in city j maximizes
utility under the constraint of income Y;. Here, consumers in the same city are assumed to
have the same income, for model simplicity. The demand function of an individual consumer
uis,

qj(p w) = max{qo;(p, w), qr;(p, w)} (2.5)

Given the distribution of channel specific matching quality, z,,(x, w), the distribution of g; ()

in consumers for variety w in channel m is

Priq(zm(p, w)) < q)}

exp{—( 1 )T} (2.6)

pi()= 7Y P 7 k™ s(w))T !

Gmj(q)

Consumers choose the channel that potentially gives the higher quantity, so the distribution

16k, is defined in the way that k, increases from 1 to about 1.25, when there is 20% online discount.

7T omit the k,, from the price index for three reasons: First, k,, is always one when there is not a sales
event. Second, I assume that the price shock will not be large enough to affect the overall price index. Third,
consumers perception of price index is unlikely to adjust in a week. In other words, consumers do not feel
becoming relative richer because of the sales event.
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of g;(u) that consumers actually buys from either channel for variety w in city j is:

Gj(q) = Primax{qo(1, w), qs(p, w)} < q} (2.7)

= exp{~( — = ) )
Pi (@)Y P T (kS T so(w)? + (kT s p(w)) T

The calculation of the aggregated demand for variety w in city j requires integrating individual
demand function on the probability distribution of z,,(u, w), which is equivalent to calculating
the expectation of g;(y, w). Using the mean function of the Fréchet distribution, the overall

demand for variety w in city j is:

0(w) = / 4,1 )di 2.8)
HEU;
_1 o e, o-1
= Lipi(@) P T = T T s, @) + (ks (@))T

where I' is the Gamma function. Note that the shape parameter that governs the dispersion
of matching quality 6 is the same for both channel-specific distribution of z,,(u, w), and the
distribution of z(u, w), which is the matching quality in the chosen channel. This again relies
on the properties of the Fréchet distribution. Mathematically, the expectation exists only
when 6 > o — 1'8. This means that the dispersion of z(y, w) should be large enough so
that the dispersion of matching quality is larger than the elasticity of substitution between

varieties!®.

2.2.1.3 Firm Decisions

Without considering any sales event, firms price two channels uniformly to avoid arbitrage?°.
A firm is characterized by its productivity parameter of ¢;. Firms are assumed to have dual
channels in the sense that all firms in city i can sell through both online channel and offline
channel to consumers in city j?!. Therefore, firms optimize price based on the aggregate

demand in each city, assuming that firms have such information.

W;T; j
bi

18The expectation of a random variable with Fréchet distribution exists only if the scale parameter of the
distribution is larger than 1.

19Given that the dispersion of matching quality measures the variability of alternative choices (in my context,
shopping channels), I interpret this condition as that the variability of alternative choices for a variety is larger
than the substitutability between the chosen varieties.

20Cavallo (2017) shows that online and offline prices are identical about 72% of the time of study period
from December 2014 to March 2016.

21T only focus on dual channel firms because the event only allows small shops (with both online and offline
distribution channels) to participate. In a similar vein to Fan et al. (2018) and Helpman et al. (2004), it
is possible to derive the fraction of online-only firm and dual-channel firms based on the trade-off between
additional revenue from satisfying a greater variety of consumers in taste for channels and the additional cost
in setting up physical stores.

Wij(w) = (pij(w) -

)Qij(w) (2.9)
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where W;;(w) is the profit, w; is the wage in city i, ¢; is the productivity in city i, and Q;;(w) is
the expected demand for w in city j. 7;; is the iceberg transport cost to ship the goods from city
i to j. For simplicity, intercity transportation costs are assumed equal across the two channels.
This is plausible as moving goods across cities in both channels use the same technology,
which is mostly rail freight or highway freight transport. Another reason is that I do not
have data on the freight cost. Given the assumption that firms price based on the expected
aggregate demand in a city, so that the uncertainty of individual consumption induced by
z(u, w) does not affect the well-known, constant mark-up under CES utility function and
monopolistic competition?2. The optimal price is,

o WiTjj
c-1 ¢

pij(w) = (2.10)
Channel-specific price shock k,, is not included here because the long-term price does not
include discounts. Discount in the sales event is treated as an external shock in the model?3.
The model does not include the dynamics that consumers may anticipate the event and shift
their budget for three reasons. First, given that this is a yearly event, and the exact rules
and the products on sale change every year, there are many unanticipated elements. Second,
the goal of the model is to analyze online-offline substitution corresponding to price change.
Including those dynamics may overly complicate the model without adding much insight.

Third, I address the anticipation effects separately in the empirical section.

2.2.14 Equilibrium Quantity and Share of Consumers by Channels

The expected equilibrium consumption of good from city i in city j is,

Qij(w) = LiE(q(u, w))

o WiTij _ -1 oc-1 < - o =
=Li(—— 3 ) YPTTT( - — )k s p (@) (14 (ke Ts(w)) 7 = A
(2.11)
where k = IZ—;, s(w) = % Here, I normalize the price shocks and average preference for

both channels by the values in the offline channel to reduce the number of unknown variables.
For simplicity, let A = (1 + (k%s(w))e)%, and C;; denotes a collection of items not related
to k and s(w).

Given the probability of z,,(u, w), we can calculate the probability that a consumer buys

through channel m. Given the law of large numbers, the probability gives the fraction of

22(Gabaix et al. (2016) presents an interesting discussion on how noise in prices may affect mark-up.

23Discount can be modeled endogenously as a part of the pricing strategy as in Seim & Sinkinson (2016).
However, since the goal of my model is to provide a framework to evaluate the ratio of the increase of sales in
the online channel to the decrease of sales in the offline channel, endogenous discounts are beyond the scope of
this study.
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consumers that choose channel m,

(k7T 5(w))’
1+ (k71 s(w))?

7oj(w) = Priki " zo(pw) 2 k7" z2p(p )} = (2.12)

1
1+ (kT s(w))?

The share of online consumers is decided by the relative channel preference s(w) and the

nri(w)=1-rm,(w) = (2.13)

shape parameter §24. Similar to Redding & Weinstein (2016), the expenditure share for each

variety w and each consumer y is:

(p(/*t’ CL))/Z(/J, w))l—(r

P, (2.14)

filp w) =
The online expenditure share of consumer u across varieties can be expressed as fQ filp w)mpj(w)dw,
J

and the online expenditure share in a city is,
Toj = / / fi(, w)moj(w)dudw (2.15)
Q; JU;

Note that because the expenditure share for w for consumer u depends on the price index
P; of the city where consumer yu resides, and P; depends on shipping cost 7;;, wage w; and
productivity ¢;, the shares of online shopping 7,; are not the same across cities. In the
absence of the data on city characteristics, and given the intention to focus on the analysis
of switching shopping channels, I assume that consumers have the same relative preference
for all products, s(w) = s for any w. I also assume that all firms can serve all cities in both
channels, that is, Q; = €, for any i, j € I. As aresult of these assumptions on symmetry, the
model predicts that the shares of online shopping across cities are the same?>. 1 discuss the

data limitation in allowing for a heterogenous s in Section 2.2.3.

2.2.1.5 Price Shock and Channel Substitution

Due to the symmetry assumptions for s across varieties, I focus on a specific variety w
produced in city i and sold in j. I suppress index w for simplicity. One of the key findings
in Eaton & Kortum (2002) (EK model) is that the price distribution of the varieties that any
given origin actually sends to any given destination is independent of its origin regions. In
my model, firms do not compete in price given the monopolistic competition assumption,

and the listing price is not a random variable as the listing price is based on the expectation of

24These fractions are similar to those in Dolfen et al. (2019). In their model, the relative preference for online
shopping s is conceptualized as two factors: relative quality of online merchants and ease of access.

25However, the model allows firms in different cities to be different in productivity, wage, shipping cost,
which implies that consumers in different cities allocate their income differently. Classic predictions from many
trade model hold here. For example, remote cities have higher price index due to higher shipping cost assuming
all else being equal.
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aggregate demand. Instead, the quantity demanded is a random variable as matching quality
is a random variable. Similar to the EK model, the distribution of quantity demanded across

consumers in city j through a channel m € {o, f} is independent of channels?2°,

Pr{qo(1) < Glgo(1) = qr(w)} = Pri{qs(u) < Glgr() = go()} = Gj(q) (2.16)

Intuitively, what is happening is that the channel with better consumer appeal (higher s,,)
can serve a greater number of consumers exactly up to the point where the distribution of
quantities for what it sells through channel m is the same as m’s overall quantity distribution.
For example, if offline grocery shopping in Waitrose?’ is more convenient than online grocery
shopping on Amazon, then Waitrose has a larger consumer base than Amazon, to the point
at which the quantity served by Waitrose will have the same distribution as the quantity that
consumers shopped on Amazon?8. Because the distributions of quantities are the same in the

two channels, the expected quantity will be the same in the two channels.

E(qolqo(1) = qr(1) = E(qrlgo(w) < qr(p) = E(q) (2.17)

Using to the example above, this property implies that although there are more offline
Waitrose consumers relative to online Amazon consumers (assuming going to Waitrose
stores is more appealing than waiting for deliveries from Amazon), an online consumer does
the same amount of grocery shopping on Amazon as an offline consumer does in Waitrose.
These predictions derived from the assumption that matching quality follows the Fréchet
distribution appear remarkably plausible. Given the total quantity consumed in channel m
equals the number of consumers that choose m multiplied by the average quantity consumed

in channel m, equation 2.17 implies that the quantity consumed through channel m is,

Omij = Ttmj LiE(qm|qm(1) = Gnemnefo,ry (1) = TmiLiE(q) = 7 Qi (2.18)

Equation 2.18 shows that the expected quantity consumed through channel m equals the share
of consumers that choose channel m multiplied by the expected overall demand from both
channels?®. Importantly, these properties hold when prices change. The change in channel-

specific demand can be approximated by a derivative formula. During the online shopping

26 Another way to think about this is, the perceived price, or the price adjusted by the matching quality sz’
is a random variable. Thinking z as the productivities draw in the EK model, then the perceived price is the
same as the purchase price in the EK model. Quantity is a function of the perceived price, so it is independent
of channels (origin region in the EK model).

27Waitrose is a chain of British supermarkets, similar to Whole Food in the US.

281f we think the share of offline consumers for a product as the frequency of offline shopping for a particular
consumer, then this property implies that although the consumer does offline shopping more frequently assuming
offline shopping is more convenient (higher s¢), the distribution of the number of goods the consumer purchased
does not depends on the channel.

2%Note that this property relies heavily on the Fréchet distribution assumption.
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event, price shock k increases from 1 to a higher value. Taking derivatives of Q,,;; on k gives

deij dCijA dﬂm
=mui—— + C;A— 2.19
dk T g TR 2.19)
~————— — —
mean effect share effect

I denote the first term as the mean effect and the second term as the share effect. Three
interesting results emerge. First, the ratio of the mean effect to the share effect of the offline
channel is constant —(’T_l. Second, the ratio of the share effect in the online channel to the
share effect in the offline channel is —1. Third, the ratio of the mean effect to the share effect

of the online channel is,
o-1

y=——(k7Ts)’

which is an increasing function of s and k. Specifically, y = (’T_] when s = 1 and k = 1.
In this case, the online and offline channels are symmetric in terms of preference and price
differences. Above linkages between these terms allow me to express these effects by one
of these effects. I choose to normalize these effects based on the share effect of the online

channel. Define v as the share effect of the online channel. The other parts can be shown as

below,
dQ,ij dA  dn,
dk = (ﬂoﬁ +AE)C1] (220)
~——  ——
v v
dQ i dA  dny
i = (ﬂfﬁ + AE)CU (221)
~——— ——
o-1 -V

5V

Consumption in city j can then be obtained by aggregating through origin cities i € I.
Therefore, the online-offline substitution ratio 4;, defined by the ratio of the change in online

shopping to the change in offline shopping in city j, is,

_ 2iAQuj 0+ (0 - D(kos)’
C YiAQgii 0—o+1

A; A (2.22)

The online-offline substitution ratio is the ultimate goal of the demand model. It has following
properties:
(i) This ratio is the same across cities due to the symmetry assumption of s.

(ii) Given the assumption 6 > o — 1, it follows that 4 < 0, which guarantees that offline

consumption decreases when online shopping increases.

(iii) Asalongas o > 1, |A]is always greater than 1. If varieties are substitutable, then o > 1
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is satisfied. This indicates that the switch from offline shopping to online shopping is

not one-to-one. In the trade literature, o is frequently estimated to be greater than one.

(iv) The inverse of the absolute value of the ratio ﬁ determines the amount of offline
shopping that consumers are willing to substitute with a one unit increase in online
shopping, and therefore dictates the amount of traffic related to offline shopping that

can be saved.

Especially, it turns out that A can be conveniently estimated using the elasticity of online
consumption quantity to the relative price of online to offline channel,
1
—-1-Z (2.23)
|4 P
where p is the elasticity of online consumption quantity to the relative price of online to
offline channel. To be brief, this follows from equation 2.12 and equation 2.20, by expressing
s? using the information on the share of online shopping 7, j»
(o - Ds?+6 o
B sf+1  o-1

(2.24)

Aon
Quj
change in the relative price shock. This holds when Ak is small®!. p can be calculated using

where p = QA—‘Z“’. 0, = denotes the growth rate of online shopping quantity. Ak is the

data on Q, ; and Ak. See Appendix B.2.3.1 for a derivation.

Equation 2.23 shows that &—| increases with the elasticity of online consumption quantity
to the relative price of online to offline channel p, while decreases with the elasticity of
substitution between varieties o. Intuitively, if consumers are more sensitive to the price
difference between channels (a higher p), consumers reduce more offline shopping with
one unit increase in online shopping; if products are highly substitutable (a higher o), then
consumers reduce less offline shopping with one unit increase in online shopping. Note
that oo measures the substitutability across products while 4 measures the substitutability
across channels. As certain approximations are involved in the derivation, Appendix B.2.3.2
provides a simulation to validate the formula for A. The simulated A is slightly smaller than
its theoretical value in equation 2.22 due to an omitted higher order component in equation

2.19, but are almost identical to the value obtained using equation 2.23.

30p; could vary across cities as s; is potentially heterogenous and vary across cities. As s; is assumed to be

the same across products and thus across cities, p; reduces to a scalar p.
AQ,;

3IWhen Ak is small, QA;'CJ = QAl’ approximates the elasticity of online consumption quantity to the relative

price of online to offline channel. k& = 1 due to the assumption of equal price across channels. Note that k
increases when the online price decreases in the set-up of my model, so p is positive and is the absolute value

of the elasticity of online consumption quantity to the relative price of online to offline channel. Denote p = %
_Ap
R

as the relative price, Ak—k = pAIl) ~
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2.2.2 Traffic Congestion and Online Consumption

Assuming the two ways of shopping have different levels of traffic efficiency, the overall
traffic due to shopping will then change during the event. The following section combines
insights from transportation engineering literature and accounting assumptions on vehicle
demand and traffic density to derive the elasticity of traffic congestion index to the quantity
of online shopping. The elasticity includes three components: traffic density, the importance
of e-commerce, and a traffic-saving factor, which is per-unit online good traffic saving. Note
that the model ignores the effect of traffic congestion on vehicle demand given the unique

context of the event, for which I will provide more details.

2.2.2.1 Online Consumption and Vehicle Demand

Given a time interval in city j, shopping vehicle demand D; can be calculated as the sum of

online shopping vehicle demand and offline shopping vehicle demand,

Dj=t, Z Qoij + &jty Z Qyrij
i i

=176Q0; + {jfffr—ion (2.25)
where 7, is the per-unit good vehicle demand for online shopping and ¢, is the per-unit good
vehicle demand for offline shopping. ¢ = ;Lf which I call vehicle-saving ratio. It is smaller
than one if online shopping is more vehicle-efficient relative to offline shopping. ¢; is the
average share of shopping made through private vehicles32. Thus, {;tr >,; Qyi; is the vehicle
demand for offline shopping. Now, denoting the share of shopping vehicle demand to the
overall vehicle demand (including vehicles for other purposes such as commute) on the road
as y;, then the overall vehicle demand in a city is i—j’ Denoting the capacity of roads (for
example, the total length of roads) in the city as R;, then the traffic density on the roads

(vehicle/km),
D . .
nj = _]/% (2.26)
R;
Given the change of online consumption AQ,;, the change in shopping vehicle demand is the

sum of the change of vehicle demand in online shopping and that in offline shopping.
AD]' =1, Z AQOU + gjl‘f Z Ainj

gj
= d— —
ST

32Bus travel can be discounted into car travels, which is ignored here for simplicity. Other forms of
transporting shopping goods include walking or taking public subways.

)AQ,; (2.27)
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Similarly, the change of traffic density is

An; = 2P (2.28)
nj=—- .
J R]

Combining equation 2.25, 2.26, 2.27, 2.28 gives,

Al’lj _ ‘/’j(é - %) AQOj
nj G+ Qo

(2.29)

Equation 2.29 presents the relationship between the changes in traffic density with the changes

in online shopping.

Before moving on to introducing the relationship between traffic congestion index and online
shopping, it is worth noting that the change of shopping vehicle demand for intercity logistic
is,

AD;j = t,AQ ifi #j (2.30)
where 1, is the per unit of good vehicle demand for online shopping on the intercity roads.
This equation simply states that the increase in online shopping increases vehicle demand for
intercity travel owning to offline retail logistics. Of course, the reduction in offline shopping
may reduce intercity traffic; however, this negative adjustment may materialize much slower
than the sharp increase in the demand for online shopping. For this reason, I assume that

possibility away.

2.2.2.2 Vehicle Demand, Traffic Density, and Traffic Congestion Index

Now the task is to provide a mapping from vehicle demand to traffic congestion index using
traffic density. Note that the model assumes that vehicle demand increases traffic density,
and thus increases traffic congestion, while ignores the effect of traffic congestion on vehicle
demand. The reason is that empirical evidence shows that the change in traffic congestion is
very small. Traffic congestion index reduces by 4%, which is about 2 minutes time reduction
for a one hour travel. Such small change is arguably undetectable by commuters, at least in
the one week post-event time window that this research focuses on. Therefore, I model a

one-way relationship between vehicle demand and traffic congestion.

As summarized by Yang et al. (2018b), traffic speed and density follow a monotonic relation-
ship. Density further reflects vehicle demand monotonically because a decision to use road
transport is essentially a decision to add a vehicle on the road (Else, 1981; Walters, 1961).
I follow the functional form of speed and density as in Adler et al. (2017)33 and derive the

33This functional form was proposed by Underwood (1961). See Brilon & Lohoff (2011) for how well this
functional form fits with real-world data and other possible functional forms.
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relationship between the traffic congestion index and density,

n:
InTj = —— — In(u) (2.31)

mj
where T; is the traffic congestion index for a given road segment. n,,; is the density of vehicles
on the roads when maximum flow is achieved, and u is a constant®*. Using equation 2.29,

the marginal change in traffic congestion index can be expressed as

% _ n_j Yim, 5 g] Qo;

AlnT; = =
Ny j Ny j om, + é/jﬂf |4 Q0]

(2.32)

Qo;

When the change of AQ,; is very small, ~ AlnQ,;*. Hence, I derived the elasticity of

traffic congestion to online consumption,

n Wi .
g n YT (5 4 (2.33)
Nmj 0Tty + (i |A]

ej is a variable that varies across cities. €; can be decomposed into three parts: the first part

n— is the ratio of actual density to the optimal density, which measures the congestion level.
mj

The intuition for this term to appear in the equation is that the impact of the reduction of

‘/’j o

Omo+Ljmy
importance of online shopping relative to offline shopping in the city. Intuitively, a higher

vehicles is stronger when roads are more congested. The second part captures the
share of online shopping in a city implies a larger scope for e-commerce to impact the city’s
traffic congestion. The third part 6 — | AI determines the traffic saved by per-unit online good,
which I term “traffic-saving factor”. Importantly, as the first two parts of €; are always

positive, the condition for online shopping to reduce traffic congestion is simply,

i

0 < —
1]

(2.34)

The intuition of the condition is that, for the increase in online shopping to result in a reduction
in vehicles, the vehicle-saving ratio is sufficiently low, or the amount of offline shopping that

consumers are willing to substitute with online shopping is sufficiently large.

In the following sections, I first conduct a quantitative analysis of the elasticity ¢;, then focus

34Omitting city index j, Underwood density-speed equation is
n=nnln(*-)
v

where v is speed, and v, is the “reference” speed, which is estimated to be 300km/h for typical motorways
conditions in the transport engineering literature. Assuming that the reference speed is u times to the free-flow
speed vy, traffic congestion index T' = t’l’r;”:f = 11//v Vf = u] //V"r = %e"/ "m where time is the actual passing time of
aroad segment and timey is the free-flow passing time. See Notley et al. (2009) for details.

351t is easy to show that AlnQ = In(1 +4 ) ~ AQ when AQ is very small.
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on estimating the mean of the elasticity e = €; empirically. Note, I use equation 2.32 as the

estimation equation for € instead of equation 2.33 because AQ is large3°.

2.2.3 Quantitative Analysis of the Model

In order to quantify the elasticity of traffic congestion to online shopping using the model,
I begin by assuming values of parameters or sample means of some variables for the three
components in equation 2.33. Table 2.1 lists the parameter values and sample statistics used
to estimate the elasticity in equation 2.33. I first estimate A and the vehicle-saving ratio for
per unit of good, with reasonable assumptions of o and using the sample moment of p. Note
that there are some complications in transferring the spike in the Baidu Index to the growth
rate of online shopping quantity between the two weeks surrounding the event3’. A very
crude procedure is to use the average daily online consumption (estimated using yearly online
consumption) and consumption on the event day (estimated using reported overall sales on
the event day) to calculate the weekly online consumption growth rate. The extra online
consumption due to the event in the first week can be evenly added to the normal online
consumption stream in the second week. If the numbers from the two sources do not align, I
can adjust the growth rate of the Baidu Index, accordingly, to better approximate the weekly
growth rate of online shopping. The weekly growth of consumption is estimated at about
160%, which turns out to coincide with the sample mean of the growth rate of the Baidu
Index. For this reason, I just use the growth rate observed from the Baidu Index without
any adjustments. Admittedly, estimation errors may arise due to a lack of information.
Because the online prices are reported to be about 80% of the online price on the event day
as mentioned earlier, the change in price shock is set to 0.25 (= Tlg — 1). The estimate of
p is then 6.4 (= 1.6/0.25). The elasticity of substitution between varieties o is assumed
equal to four, which is in line with figures frequently used in the international trade literature
(see Redding & Sturm (2008)). Using equation 2.23, the online-offline substitution ratio A is
estimated to be —1.9, which suggests that offline shopping reduces a half unit when online
shopping increases one unit. Because a fraction ¢ of offline consumption is made by using
private vehicles or taking taxis, the decrease in offline shopping vehicle demand is frac{1.9
units assuming that the offline consumption reduces proportionally for consumers who use
private vehicles and for consumers who do not use private vehicles. ¢ is estimated to be 0.91,
derived by calculating the share of shopping trips in private vehicles or taxies to the total

shopping trips during peak hours in urban areas in the United States using the NHTS 2017

36The estimation of the elasticity € based on equation 2.32 is therefore an approximated value.
37For simplicity, I assume that the impact of the shopping event only lasts for a week.
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data38. It is reported3® that a typical Amazon driver can delivery about 150-200 parcels a
day (about 10 hours, according to the report.). Given that it takes consumers about one hour
for a round trip for retail shopping#®, and assuming the amount of good that consumers buy
is equivalent to a parcel in the trip, then online delivery is about 15 times more efficient than
offline retail*!. Thus, ¢ is assumed to be 0.067. For a one unit increase in online shopping,
about 0.48 (= 0.91/1.9) units of vehicles used for offline shopping are saved, while additional
online shopping vehicles is only 0.067 unit of vehicles. Taken together, the vehicle-saving
ratio per unit online shopping quantity is -0.413(=0.067-0.48)42.

Yn,
Ono+lmy”

equal to be 12.6% according to national statistics on the share of online sales to overall retail

Next, I set the values of parameters or estimate sample statistics in 7, is estimated
sales. I do not have city-level data on the share of online consumption, which is the reason
for assuming homogeneity in s(w). The share of online shopping grows dramatically since
online shopping increases by 160% on average in the week after the online shopping event.
I postulate the value of the share of online shopping in the week after the event using its
initial value and the growth rate of online shopping, and then take the mean of both values
for calculating the elasticity. ¢ is estimated based on the US NHTS 2017 data as well. I
calculate the share of shopping trips using vehicles to total trips using vehicles during peak

hours in urban areas. Finally, I estimate the value for . This part can be expressed as

n
N

index, which is 1.65 in peak hours in the two weeks surrounding the event. u is estimated

= ln% = [nu+I[nT. InT can be estimated using the sample mean of the traffic congestion

using the ratio of the reference speed, which I set to 300 km/h, and free-flow speed, which
I set to 60 km/h. Collectively, the elasticity of traffic congestion index to online shopping
quantity is estimated to be —0.06. However, the estimates based on the quantitative model
vary substantially when the share of online shopping and the growth rate of online shopping
change. If increasing the values of the share of online shopping to 0.2, which is the statistic
for Beijing in 2016, the elasticity is estimated to be —0.11. If I also increase the values
of the growth rate to the maximum value observed in the sample (2.7), then the elasticity
is —0.25. Therefore, while the model predicts a negative elasticity of traffic congestion to
online consumption quantity, it does not identify exact magnitudes. For this reason, I turn to

empirical estimates.

38The reason to use the US data is that I do not have access to Chinese household traffic survey data. The
figure observed from the US data is likely to be larger than that in Chinese cities as the number of road vehicles
per capita is much higher in the US. See https://en.wikipedia.org/wiki/List_of_countries_by_
vehicles_per_capita

39See https://www.bbc.co.uk/news/uk-england-37912858.

40 According to the US NHTS 2017 data, an average shopping trip using cars take 27 minutes one-way.

4l Amazon driver delivers about 15(=150/10) parcels in an hour, while a consumer buys a parcel in an hour.

42Note I have only considered vehicle savings from the change of logistics from consumers to stores. There
may also be vehicle savings from the change of logistics from warehouses to stores in the long term, which is,
however, unlikely to be an issue for this study as I focus on a short term sales event.
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2.3 Data and Descriptives

2.3.1 Data on Traffic Congestion and Pollution

This study collected traffic congestion data from a GPS navigation company in China. The
traffic congestion index is the ratio of the actual passing time to the free-flow passing time for
a given road segment recorded from the company’s millions of GPS navigation service users.
The data contains 94 major Chinese cities. An average city in the sample has a population of

3 million*?* and an average annual GDP per capita of 86 thousands yuan.

Figure B.1 shows the time series of traffic congestion index in the period that is close to the
shopping event in 2016. The green line shows daily average traffic congestion; the red line
shows traffic congestion during peak hours from 7 am to 9 am and from 5 pm to 7 pm; the
blue line shows traffic congestion during off-peak hours. The unit in the horizontal axis is the
number of days away from the online shopping event on 11 November 2016. The big drop
of these lines around day 77 shows the Chinese New Year holiday, when people enjoy the
holiday and commute much less#4. The days between the vertical lines in the left of the graph
are the weeks surrounding the online shopping event of 11 November and an offline shopping
event on 12 December in 2016. Traffic congestion levels start high on Monday, drop in the
middle of the week, and bounce back to another peak on Friday, before plummeting over the
weekend. Given the high volatility in the time series of congestion data, I restrict the sample
to a narrow band around the event: weekdays of one week before the event and two weeks
after the event. This restriction reduces the unobserved time trends of traffic in the study

period and highlights the impact of the online shopping event on traffic congestion*>.

Inspired by Akbar et al. (2018), I utilized Baidu Map API to query hourly travel time based
on real-time road traffic condition across the cities in my sample in one week before and two
weeks after the Singles’ Day shopping Event in November 2018. There are 9,216 records of
travel time information recorded from 7 am to 11 pm for each day. Routes between cities
remain the same. The lengths of routes are known and remain constant. This dataset shows
how the Singles’ Day shopping event shifts intercity traffic pattern. The data were collected
from 5 November to 23 November. I was unable to collect the data for some hours of the day.

The data are mostly complete on the Thursday and Friday in the week before the event and in

43The population data is based on household (Hukou) registration, which does not include migration popu-
lation. The number is usually smaller than the actual population in cities.

44Many migrant workers return to their hometowns, often in rural areas. Therefore, the population temporarily
drops in cities.

45Ideally, I would like to have the traffic congestion index in two weeks before the online shopping event to
study the pre-event trend carefully; however, I started to code the program to track the hourly update of traffic
congestion index on the website of navigation company on 6 November 2016, and the website does not provide
data retrospectively. The data collection was also interrupted during the first weekend after the event due to
technical reasons, so I cannot study the effects over the weekends.
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the two weeks after the event. In the related graphs and regressions, I added hour X weekday
fixed effect to address the missing variable issue. In the regressions, I restrict sample size to

Thursday and Friday only.

Air pollution data are published online hourly by China’s Ministry of Environmental Pro-
tection. I collected the data for about 1,563 monitoring stations across 337 prefectures.
The measures include air quality index (AQI), carbon monoxide (CO), nitrogen dioxide
(NO2),0zone (O3), particulate matter with a diameter of 2.5 um or less (PM2.5), particulate
matter with a diameter of 10 um or less (PM10), and sulfur dioxide (SO2). NO2 concentra-
tion is the primary outcome variable of interest as it is a major vehicle exhaust. Figure B.4
shows the daily cycle of the shock of NO2 and traffic congestion index#¢. The timing of the
generation of NO2 in each hour follows the change of traffic congestion index closely in the
daytime. I further plot daily NO2 level and traffic congestion index in a longer time horizon
as shown in Figure B.5. NO2 follows traffic congestion index closely across days, especially
when traffic congestion index plummeted during important holidays such as the Chinese New
Year Festival. NO2 concentration is a good predictor of traffic congestion. Other pollutants

do not correlate with traffic congestion as well as NO2.

Table 2.2 reports summary statistics for our dataset in the two weeks window surrounding the
Singles’ Day Shopping Event. Each observation is city-by-hour. The first two columns report
the outcomes of interest one week before and one week after the event for the peak hours, and
the last two columns report those for off-peak hours. The average traffic congestion index
for peak hours is 1.74 before the event, and dropped to 1.67 after the event. The hourly
concentration of pollution appears to be much more volatile than traffic congestion. Pollution
levels increase substantially in the week after the shopping event; however, its increase does

not correlate with the change of online shopping as shown later in Section 2.6.5.

2.3.2 Data on Online Shopping

To measure the change in online shopping, I use the frequency of searching the name of the
online shopping platform in each city based on Baidu Index. Baidu is the largest search engine
service provider in China and dominates the market since Google search engine exited the
Chinese market in the year 2010. Baidu Index is a publicly available web service and bears
a number of similarities to Google Trends. The query index is based on the frequency of the
search keywords within a day as the minimal unit. Importantly, it provides the IP addresses
of its users to city level. This feature allows tracking the trends of search frequency of the
online shopping platform for each city. Web search engine index has been previously adopted
to track economic activities in real time (Choi & Varian, 2012). Vosen & Schmidt (2011)

show that forecasting of monthly private consumption based on Google Trends outperforms

46] estimated hourly shock of NO2 following procedures in Henderson (1996).
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survey-based indicators.

Figure 2.1 depicts an example output from Baidu Index for the query of the two possible
names of the online shopping platform: Taobao and Tmall. Taobao is a consumer-to-
consumer (C2C) online retail platform for small businesses and individual entrepreneurs to
open online stores. In contrast, Tmall runs a business-to-consumer (B2C) online platform for
local Chinese and international businesses to sell brand name goods. Tmall shops are required
to have established physical stores, and often have national offline distribution channels. In
short, Taobao operates like eBay while Tmall operates like Amazon. Unlike either eBay or
Amazon, Alibaba provides both services and the product searches in either platform give
results from both Taobao and Tmall4’. Assuming that a constant share of the population
entering the online shopping website through the search engine in cities, the index can serve
as a proxy of the number of online consumers and captures the increase of online shopping
during the shopping event day. As shown in Figure 2.1, daily searches on the online shopping
platform escalated from around 900 thousand times before the event to around 2.7 million
times at the peak on 11 November 2016. I extracted the index for the day of 11 November
2016 which is the event day, and 11 October 2016 which is one month before the event. I
only used the index on the event day instead of a cumulative sum of the index around the
event, given the fact that the sale only lasts for one day and consumers have to complete
the order on the day of the event*®. The daily value in a month before the event shows the
event-free frequency of visiting the online platform. I choose 11 October 2016 to represent
the event-free average search as it is far enough from the event in time but not too far, and
using the same day as the event day in the last month could avoid possible bias in the seasonal

trend of searches within a month#°.

The online shopping platform also publishes an index that measures e-commerce development
in cities: Alibaba E-commerce Development Index (AEDI). AEDI is the weighted average of
an online shopping index and an online selling index. The online shopping index is a weighted
average of the number of online buyers and average online consumption; The online selling
index is a weighted average of the number of online sellers and average online sale. The
two indices thus measure the intensity of online shopping and online selling in each city,
respectively. Equations in Appendix B.2.2 show how the two indices are constructed. The

Baidu index and AEDI cover about 277 cities while the traffic congestion index only covers

47Consumers can easily search goods from the two sources in the same search entry box in either of the two
domains of the platform. Therefore, I use the sum of the search of both platforms in Baidu Index instead of
only using Tmall, despite the fact that the online shopping event is only for Tmall stores.

48The index is above average in the few days around the event day. Consumers may browse products before
the event and check the status of delivery after the event. Using the cumulative sum of these searches may
double count the actual number of transactions.

49Tt is possible to obtain an average of Baidu Index over a period; however, there is a daily cap for querying
these indices, which makes obtaining more data time consuming and difficult. As shown in 2.1, the index was
very flat before the event. Obtaining more days is unlikely to change the pre-event average of the index.
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94 major cities. The overlap cities form the main sample of the study. I occasionally use the

expanded sample with 277 cities when I do not need the traffic congestion index.

To validate the e-commerce indices, I collect actual online consumption or online sales data
from news and online reports. In Figure B.2(a), I record the first-hour online consumption
data by provinces in the Singles’ Day event in 2016. I took the average of the city-level
online shopping index to create an index at the province level. The graph shows that log
online consumption is positively correlated with online shopping index°. In Figure B.2(b), I
collected monthly online sales data of Alibaba in May 2017, by cities. Plotting it against the
online selling index shows that the log online selling index is a good predictor of log online

sales in cities.

I extracted city-to-city postage fee per km from the website of a leading national logistics
company and derived the average postage fee for each city>!. Specifically, I take the simple
average of postage fee for a destination city across all origin cities. I calculate the distance
matrix of cities based on their centroids. Coupled with population data, I measure market
access for each city. In addition to the overall trend in online shopping measured by the Baidu
Index, and the cross-sectional variation measured by the online shopping indices, I obtain
the number of online stores in different categories for both Tmall and Taobao in each city. I
assign the online stores to their registration cities, despite that being online means that it can
provide its products to all cities. This data allows me to examine the heterogeneity in the

effects of online shopping on traffic congestion.

2.4 Econometric Models for Online Shopping and Traffic

Congestion

This section discusses the econometric models to estimate the effect of online shopping
on traffic congestion. First, I present simple regression models that quantify the changes
in intracity traffic congestion index and intercity travel time surrounding the event. Then,
I present the ordinary least squares (OLS) estimates and instrumental variable estimates of
equation 2.32. Third, I present an event-study approach as a robustness check. Due to reasons
mentioned in Section 2.3.1, I restrict the timeframe of the analysis to weekdays in one week
before the online shopping event and one or two weeks after the online shopping event. Note
that all mathematical notations in the regression models have different meanings compared

to those in the theoretical model section unless explicitly specified otherwise>2.

50The relationship holds when controlling for GDP and population.
S1Logistics is a highly competitive industry in China, so the price should be very similar across firms
52This relieves the burden of finding new Greek letters.
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2.4.1 Quantifying the Changes in Travel Time and Traffic Congestion

Surrounding the Event

To quantify the change of intracity traffic congestion, I estimate equation 2.35,

InT;, = Z theek,+Z ﬁtWeek,an,-+Z 6,WeektlnS,-+Z Week, X;l;+ i+ Ap+Yy+Eine
t t t t
(2.35)

where ¢ indexes weeks, with r+ = 0 indexes the week before the event and ¢ = 1,2 indexes
the first and second week after the event. The dependent variable [nT;j, is the log traffic
congestion index in city i at hour & (in week t). Week, are dummies indicating the first and
second week after the shopping event, with the reference group being the week before the
shopping event. ¢; is city fixed effect, A, is the hour of the day dummy, and ¢, is the day
of week dummy. 7; and y, capture the average change of the traffic congestion index in
the first and second week after the shopping event, respectively. I further expect |y>| < |yi|
as the impact of the event would fade away. To relate the change of traffic congestion to
heterogeneous shocks experienced by cities during the online shopping event, I include the
interaction of log online shopping index O; and log online selling index S; with the week
dummies in the regression model. X; are control variables such as income and the number
of internet and mobile users in cities. The interactions of X; with week dummies control for

potential city-specific trends that correlate with income and the number of online consumers.

Similarly, I quantify the change of intercity travel time with equation 2.36,
Time;jn; = aDistance;; + Z viWeek; + ZﬁtWeek,ani + Z o;Week;InS;
t t t

+ Z Week, Xils + ti + Kj + Ap + Y + Eijme (2.36)
t

where Time;y, is the intercity travel time from city i to j at hour 4 (in week t). Distance;; is
the length of each route between city i and j in km. ¢; and «; are origin and destination city
fixed effects. As predicted by equation 2.30, roads between cities are expected to be filled
with trucks that deliver goods from manufacturers or warehouses to distributors, therefore I

expect at least y; > 0 and y; > 7 as the effects are expected to weaken over time.

2.4.2 Ordinary Least Square Estimation of the Effect of Online Shop-

ping on Traffic Congestion

This section explores the variation in the increase of online shopping index across cities to
estimate the relationship between online shopping and traffic congestion. Estimating equation

2.32 derived from the theory section requires estimating below first-differences regression
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model,
AlnT; = BBj; + &; (2.37)

where i indexes cities. AlnT; is the change of log traffic congestion index. B;; denotes the

growth rate of Baidu Index for the online shopping platform %”, which is the proxy for AQQO ‘;j

in equation 2.32. S estimates the mean elasticity € in the theoretical model.

There are occasional missing values in the traffic congestion index. If the missing values
happen on hours or day of week with particularly high or low traffic congestion, then the
difference of the outcome variable between weeks may arise due to missing values. Therefore,
I add hour of the day and day of week fixed effects to avoid potential biases. For these reasons,

I estimate below level specification,

Il = B+ + i 238)
where t = 0,1 with + = 0 indicating the week before the event and r = 1 indicating the
week after the event. The dependent variable [nT;, is log traffic congestion index in city
i at hour h. Bj; is the value of Baidu Index in time ¢, and B;q is the Baidu Index for the
week before the event. In r = 0O, the value of g—; is always 1. The construction of the
regressor allows the coefficient from the level specification have the same interpretation as
in the change specification as Ag—;’) = AT}?" given there are only two periods. The value of Bj
is taken on the day of 11 Oct 2016, and B;; is measured by the peak value on the day of the
event, as explained in Section 2.2.3. A, represents hour dummies, and ,, represents the day
of week dummies. The residual y;;; in equation 2.38 can be further decomposed into three
components,

Hint = 4 + T + Eipg

where (; represent city-specific unobserved components that are fixed over time. 7; represents
general time effects due to the seasonality in traffic congestion, and error term &;5,. I include

city fixed effects to account for ¢; and time trends to account for 7; in the regression model.

There are three potential issues with OLS estimation of equation 2.38. The first is meas-
urement error. I measure the change of online shopping by the number of searches of the
online shopping platform. If the measurement error is “white noise”, then it biases the OLS
estimates toward zero, which is the well-known attenuation bias>3. The second is reverse
causality. The estimate of S will be biased if the change in traffic congestion can affect the
change of online shopping. Consumers in the cities with a higher level of traffic congestion
may prefer online shopping. The city fixed effects can alleviate this concern of the effect of

the level of traffic congestion on the level of online shopping since I essentially regress the

53] cannot assess whether the measurement error complies with the classic measurement error (CME) model.
See Angrist & Krueger (1999) for the consequences of other types of measurement errors.
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percentage increase in traffic congestion on the percentage increase in online shopping. How-
ever, the change in traffic congestion might affect the change in online shopping. Consumers
that observed a higher reduction in traffic congestion have a higher chance to choose offline
shopping or other types of travels by cars, which leads to an overestimation of the effect (or
an underestimation of the absolute value of the effect if it is negative). As argued in Section
2.2.2.2, the temporary reduction in traffic congestion is unlikely to be detected by commuters,
especially as the study limits the timeframe to a narrow time band>*; however, this cannot
rule out the risk completely. The third issue is omitted variable bias (OVB). Although the
city fixed effects and common time trend have eliminated the possible correlation between
the level of online shopping with the residual, the change of online shopping may correlate
with the city-specific trend in the residual, that is, Ag; correlates with g—l’f(’). For example, the
true model may include the interaction terms of time trends 7;; with road network density
presumably because cities with denser road network may experience less traffic congestion
under the similar level of a travel demand shock. Road network density is also likely to negat-
ively associated with the increase in online shopping as cities with denser road network may
have more street shops within walking distance of consumers, which makes online shopping
a less attractive shopping option. This leads to an overestimation of the effect. To tackle the
potential endogeneity issues in the estimation above, I propose an instrumental variable (IV)

identification strategy.

2.4.3 The Instrumental Variable Estimation of the Effect of Online
Shopping on Traffic Congestion

The proposed IV is the interaction of the online event with the average postage fee between
cities conditional on its market potential. The rationale behind the IV is that postage fee
is a major factor in deciding the amount of online shopping in cities, and importantly the
online shopping platform waived the postage fee on the day of the event. Hence, places that
had higher postage fee are expected to consume more during the limited time window of
free shipping as they have a higher opportunity cost for not participating in the sale event.
However, postage fee is likely to correlate with other factors in deciding the trade volume of a
city, which in turn may affect the change in traffic congestion during the event. First, the most
significant confounding factor is the remoteness of a city in the trade network. Cities with
higher postage fee are likely to locate further away from other cities. Further, the postage
fee is likely to be a function of trade quantity, which is a function of remoteness. A higher
trade volume means higher scale economy in the trade route, so the freight cost in each route
can be reduced. Second, the importance of the size of the waived postage fee depends on the

price index of a city. The model in Redding & Sturm (2008) shows that the price index is a

s4Consumers have to change their travel behavior very fast in light of the change in traffic congestion, which
seems unlikely. For example, Hall et al. (2019) shows that Uber drivers’ earnings adjusted to fare cuts fairly
slowly although the information of fare cuts is very clear given the digital platform context.
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function of market access. Cities with higher market access have lower price index. Given
these considerations, I control for polynomial terms of the market potential of a city in the
IV specification. The market potential is measured by the weighted sum of the population
in all destinations j that can be reached from origin i by incurring transport cost ¢;; along a
specific route between i and j. That is:

M; = & (2.39)

= i

where M; is the market potential of city i, N; is the population in city j, and ¢;; is the straight
line distance from city i to city j. I use the simple inverse cost weighting scheme similar to
Gibbons et al. (2019) and Couture et al. (2018). For robustness checks, I construct additional
sets of market access variables using other measures of market potential instead of population.
One measure is the overall number of online shops in each city listed in the online shopping
platform of Alibaba. Another is the number of Tmall shops in each city. Tmall shops are
certified online retailers with established brands and revenues above a certain threshold. It is

the Tmall shops that are available for the online shopping event during the event day.

Specifically, I estimate below system of regressions:

By =" + yPi + f(M;) + X;0™" + v; (2.40)
AInT; = treduced L 5P+ F(M;) + X;07¢91 e + ¢ (2.41)
AInT; = 71V + BIV B, + F(M)) + X:0" + & (2.42)

where P; is the average of waived postage fee in city i5°, f(M;) is a polynomial function of
the market potential in city 7, X; represents other control variables including GDP per capita,
the number of internet users and the number of mobile users. Equation 2.40 is the first-stage
regression that estimates the effect of waived postage fee on the changes in online shopping.
Equation 2.41 is the reduced-form regression that estimates of the effect of waived postage
fee on the changes in traffic congestion. Equation 2.42 provides the 2SLS estimate of !,
which identifies the causal effect of the change of online shopping on the change of traffic
congestion. Above IV specifications can be written in a level specification similar to equation
2.38. In that case, the instrument will be the interaction of the online shopping event dummy

with the pre-event average postage fee>°.

The key identification assumption is that conditional on the polynomial terms of market

i Pij . e .o ..
Sp; = %, where P;; is the postage fee from city i to j, I is the number of cities.

S6For example, the first-stage regression model using the level of traffic congestion is:

_ Ist Ist Ist Ist plst
InBiyy =y + 7, +yPir;,”" + f(Mp)t;,” + Xi7,n 0% + vy,
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potential and other possible controls:

1. Cov(P;, BN,-t) # 0, that is, P; affects the change of online shopping (relevance);

2. Cov(P;, &) = 0, that is, P; only affects the change of traffic through online shopping
(exclusionary restriction);

3. Cov(P;, B) = 0 and Cov(B;;, B) = 0, that is, both the waived postage fee and the growth
rate of Baidu Index are not correlated with the congestion relief effects of online
shopping.

The validity of the first assumption can be tested in the first stage regression. The validity of
the second assumption cannot be directly tested but is likely to be satisfied. Given the online
shopping event is the only significant event in the short periods of two weeks, it is unlikely that
the waived postage fee can affect the reduction of traffic through other intermediate factors
other than the increase of online shopping. To account for the possibility that cities with
different average income levels and size of consumers may respond differently to the change
in postage fees, I control for the former using GDP per capita, and the latter with the number
of internet users and the number of mobile users. Finally, for the third assumption, Heckman
et al. (2006) show that when both instrument variable and endogenous treatment variable are
uncorrelated with gains from the treatment, the IV estimator can obtain the mean treatment
effect (the mean of the distribution of S given the heterogeneity). It is reasonable to believe
that cities do not foresee the impact of online shopping on traffic congestion and consume
more online products or choose to be more responsive to the waived postage fee, because
there has not been common knowledge on the gains of traffic reduction from e-commerce.
This assumption implies that even if consumers adjust their travel demand based on traffic
congestion simultaneously, which is unlikely to be true, the IV can provide unbiased estimates

as long as the gains of traffic congestion from online shopping are unclear to commuters.

2.4.4 Event Study Estimates

Above specifications use traffic in the week before the online shopping event as the counter-
factual traffic had the share of online shopping not changed. The counterfactual might be
contaminated if consumers hold up their consumption until the event day. As a robustness
check, I use traffic congestion data following other shopping events of similar influence on
consumption as the counterfactual outcome. If consumers do reduce their budgets after shop-
ping events, this approach could cancel out part of the budget reallocation effect. Specifically,
I consider a follow-up event one month after the Singles’ Day shopping event: the Double
Twelve Shopping Event on the day of 12 December each year. On the day of the event in
2016, the event generated $13.85 billion sales, which is along the same magnitude as the
online shopping event ($17.6 billion). Prices in the offline channel dropped significantly due

to discounts in using Alipay at the counters of the stores. The magnitude of price shocks in
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this event is similar to that of the Singles’ Day shopping event>.

2.4.4.1 Traffic in the Weeks After Both Shopping Events

Denote the period dummy D;, with D; = 1 indicating the weeks after the online shopping
event, and D, = 0 indicating the weeks after the offline shopping event. I estimate below
equation,

T =" = +6D)"=" + B1inO; DY =" + BolnS; D" + €™ (2.43)

1

where W, = 1 indicates the weeks after both events. O; is the online shopping index and S;
is the online selling index. I replace Baidu Index with the online shopping index because
I cannot measure the change in offline shopping during the offline shopping event, I need a
more flexible way to measure the change of online and offline shopping during both events. I
use the interaction of the level of online shopping before the event with the period dummy to
measure the change in online shopping (replace A%é’ with O, D;), given the fact that the cities
with a higher online shopping index experienced a greater increase in online shopping during
the event as shown in 2.4. The online selling index could potentially capture the change of
traffic in the cities that sell products to other cites, so I include them in the regression. S is
a difference-in-differences in style estimator (Cooper et al., 2011), which reflects how traffic
responds differently in cities with different intensity of online shopping. If online shopping

reduces traffic, I expect g1 < 0.

2.4.4.2 Traffic in the Weeks Before Both Shopping Events: A Placebo Test

Replicating the above specification in the weeks before the two shopping events would serve
as a placebo test. Had both events not happened, we should not observe the correlation

between the change of traffic and the change of online shopping.

T = 4 + 0D + 11nO: D} + BaInS; D} =" + €)'~ (2.44)

Here, I expect that 81 = 5, = 0.

2.4.4.3 Further Differencing Out Unobserved Trends: Triple Differences in Style

Combining equation 2.43 with equation 2.44 provides another difference-in-differences in

style or triple-differences in style estimate of the effect of online shopping on traffic congestion.

57Tt used to be an online event for Taobao stores, which are mostly individual sellers like eBay merchants. As
Tmall increasingly dominates the online marketplace and the Singles’ Day shopping event (for Tmall) becomes
exponentially far-reaching in recent years, the online impact of the Double Twelve event is reported to be
negligible. In 2016, the event turned to the offline channel to promote the company’s mobile payment product
Alipay (similar to Apple Pay). Consumers can obtain up to 50% deals when paying using Alipay during the
event.
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The control group includes the week before the online shopping and the week before the offline
shopping events (in different months), while the treatment group includes the two weeks after
both events. The post online shopping event week in the treatment group is treated (by
the online shopping event). Taking the difference of equation 2.43 and equation 2.44 can
eliminate unobserved city-specific monthly trends ¢;D;. For example, online price tends to
start low after Chinese New Year, and increase mildly throughout the year, reaching a peak
before the following Chinese New Year, then plummeting to a low point again®®. The triple
difference in style specification is,

InTy = 4Dy + W, + DiW, + BV lnO:DW, + B P InS;D W, + X + Ay + & (2.45)

irip " in Equation 2.45 estimates a triple differences in style estimator. Again, if online
shopping is more traffic-efficient, ﬂtlrip * should be negative. Note that this is different from
the classical difference-in-differences specification in the literature where the treatment and
control groups contain different cross-sectional observations. The control group in this setting
contains the same individual cities as in the treatment group, but at different times. The time
interval between the two events is about two weeks, which could arguably insulate the impact
of the first event from the second event. If that is true, the two weeks surrounding the offline
event can be used as the counterfactual outcomes for the two weeks surrounding the online

event.

2.5 [Initial Evidence on the Connection Between Online Shop-

ping and Traffic Congestion

This section provides initial evidence on the connection between online shopping and traffic
congestion. First, I demonstrate that the trends of intracity and intercity traffic break around
the online shopping event. Second, I show that there is a substantial change in online shopping
patterns around the event. Third, I provide graphic evidence on the correlation between the

change in online shopping and the change in traffic congestion.

2.5.1 The Traffic Congestion Trend Surrounding the Event

Figure 2.2 compares the intracity traffic and intercity traffic one week before and two weeks
after the event. To highlight the difference of traffic congestion or traffic time in different
time of a day, I divide a day into five segments: Morning off-peak (before 7 am), Morning
peak (7 am-10 am), Day Off-peak (10 am-17 pm), Evening Peak (17 pm-20 pm), Evening
Off-peak (20 pm-0 am). Figure 2.2(a) shows the intracity traffic congestion in one week

58See Alibaba Shopping Price Indices (aSPI) http://topic.aliresearch.com/market/aliresearch/
aspi.php
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before and two weeks after the Singles’ Day shopping event. The dashed orange line provides
the average traffic congestion index one week before the event and serves as the reference
group. The solid blue line moves downward in most segments, which suggests that traffic
congestion within cities eased in the first week after the event. The short-dashed green
line shows average the traffic congestion index in the second week after the event, which
tends to be regressive towards the week before the event. Figure 2.3 plots the de-trended
traffic congestion index>® in the three weeks and highlights the impact of the event on traffic
congestion. These changes of traffic congestion index and travel time index in the upper
panel and the bottom panel suggests that this short-term surge of online shopping reduces
traffic within cities and increases traffic in the intercity roads, which provides suggestive
evidence for the prediction from equations 2.27 and 2.30. Figure 2.2(b) shows the trend of
intercity traffic congestion surrounding the event. The y-axis is the travel time index, which
is obtained following two steps. First, I regress the raw intracity travel time data on hour X
day of week fixed effects to obtain the residuals of the regression. I then add the mean of the
raw travel time in the regression sample to the residual. Using the index instead of raw data
is to address the missing variable problem. In contrast to Figure 2.2(a), the solid blue line
that represents the average travel time index one week after the event moves up substantially
in all time segments in a day, and falls to the levels closer to the pre-event week in the second

week after the event.

Table 2.3 quantifies the change of traffic within cities following the specification of equation
2.35. The first three columns show the result for peak hours and the last three columns show
the result for off-peak hours. The coefficient of Week; dummy in column 1 shows that peak
hour traffic congestion is reduced by 3.3% in the first week. The coefficient of Week, dummy
shows that the traffic congestion index bounces back to the level before the event in the second
week after the event. Column 4 shows the corresponding result for the off-peak hour sample.
The traffic reduction effect is about one-third of that in the peak hour sample. Interestingly,
there is a small increase in traffic congestion in the second week. Given the seasonal trends in
traffic congestion, it is difficult to interpret this slight bounce in traffic congestion. Columns
2 and 5 add the interaction terms of week dummies with the log online shopping and the
log online selling index. I find that cities with a higher online shopping index experienced a
larger reduction in traffic while cities with a higher online selling index experienced a higher
increase in traffic, with stronger effects in the peak hour sample. Columns 3 and 6 further
control for other city characteristics that might affect the change in traffic congestion due to
the event by adding the interactions of the week dummies with these characteristics. Log
GDP per capita is used to control for income. Log number of mobile users and internet
users are used to control for the number of online consumers. Again the change in traffic

is negatively correlated with the online shopping index while positively correlated with the

>9T regress the traffic congestion index on hourly and day of week fixed effects first and then take the residual.
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online selling index. Similar results are found in off-peak hours, although the estimate for the
interaction term of Week; dummy and the log online shopping index reduces traffic and is
less precise. These results provide strong evidence indicating that cities engaging in higher
intensity of online shopping experience more reduction in traffic congestion. Appendix Table
B.2.4.2 shows the regression results of the changes in intercity traffic®® following equation
2.36.

2.5.2 The Trend of Online Shopping Surrounding the Event

Next, I turn to measure the change of online shopping in the weeks before and after the event
using the Baidu Index as a proxy. The search index is consistent with the online shopping
index provided by the online shopping platform. Figure B.3 shows that the logarithm of Baidu
Index is positively correlated with the logarithm of online shopping index in an expanded
sample consisting of 277 cities, both before and during the shopping event. Table 2.4
quantifies the linear relationship between the two indices, controlling for city characteristics.
The table presents the results in both the regular sample where I have the traffic congestion
data and the expanded sample where I have the online shopping index and the Baidu Index but
not the traffic congestion data. In the regular sample, cities with a 100 percent higher online
shopping index have, on average, a 63 percent higher value of the Baidu Index in normal
days (i.e., non-sales event days). This correlation is reduced by two-thirds after controlling
for income and online consumers in Column 2. The Baidu Index increased by about 1.6
times (exp(0.915) — 1) during the event. Column 3 shows that the cross-sectional correlation
between online shopping index and Baidu Index holds up during the event. The interaction of
the event dummy and the log online shopping index is positive but not significant, indicating
that cities with higher online shopping index have a higher increase in online shopping.
Columns 4-6 show the same results in the expanded sample as Columns 1-3. The pattern
remains and the interaction of the event dummy and the log online shopping index is larger
and statistically significant as the sample size increases, which suggests that cities that are
more adapted to online shopping spent even more during the sale. This is important for
interpreting the results presented earlier in Section 2.5.1 and that I will show in Section
2.6.4, where I use the interaction of the event dummy and the online shopping index as the
key regressors. This rules out the possibility that online shopping grows less in cities with
higher online shopping index due to mean reversion. Thus, this interaction term contains the

variation of differential growth of online shopping due to the event across cities.

60The intercity comparison uses data in the year 2018. The measure is travel time in minutes. The intracity
comparison uses data in the year 2016. The measure is traffic congestion index. It would be ideal to know the
intercity travel time in the year 2016, but I started to collect real-time intercity travel time data this year. I did
not use intracity traffic congestion data in the years 2017 and 2018, because offline retailers also participated in
the Singles’ Day Shopping Event.
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2.5.3 The Connection Between the Change in Online Shopping Activity
and the Change in Traffic Congestion

Does the change in online shopping activity correlate with the change in traffic congestion?
Figure 2.4 presents the scatter plot of the change of the logarithm of peak hour traffic
congestion against the growth rate of the Baidu Index in one week before and one week after
the event. Most cities experienced a drop in traffic congestion after the event. The magnitude
of the reduction effect is larger for cities with a higher increase in online shopping as indicated
by the dashed line with a modest negative slope. Given that the online shopping event is
the only significant event in the narrow two-week window, this provides strong suggestive
evidence on the connection between the increase in online shopping and the reduction in

traffic congestion. The next section further investigates the potential causal link.

2.6 Regression Estimates of the Effect of Online Shopping

on Traffic Congestion

2.6.1 OLS Estimates

Table 2.5 reports the OLS estimates for the effect of online shopping on traffic congestion.
The dependent variable is log traffic congestion, and the key regressor of interest is the
Baidu Index in time ¢ divided by its value in t = 0. The OLS results indicate a negative
association between online shopping and traffic congestion. Column 1 follows equation
2.32 and estimates a regression model without a common trend in traffic congestion. The
following columns estimate equation 2.38, which accounts for common trends. The sample
in Column 2 contains all hours, while Columns 3 and 4 look at peak hours and off-peak
hours separately. The result from peak hours is much stronger than the effect estimated from
off-peak hours. As the Singles’ Day shopping event in 2016 falls on a Friday in the first week
and some consumers may adjust their travel plans in order to have enough time to shop on
the internet®!, Column 5 excludes Fridays from both pre-event and post-event weeks. The
result remains. Finally, the last column excludes both Fridays and off-peak hours, which
is the preferred sample specification and the sample will be used in the IV estimation. It
suggests that a 10% increase in online shopping reduces traffic congestion by 0.13%. Since
the traffic congestion index is likely to correlate within cities in the time dimension, I cluster

the standard errors by cities in all columns®2.

61The company used live stream to engage consumers during the event. Consumers may go home early to
participate in a series of interactive sales.
62Estimating the first-differences specification

AlnT, = IBBNU + 7+ &

gives very similar point estimates.
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Given the granularity of the data in time, I stratify the data by hours and plot the £ in equation
2.38 in Figure 2.5. The traffic reduction effect is most significant from 9 am to 10 am and
around 7 pm. This is in line with the prediction of the theoretical model. Because the ratio
of traffic density to free-flow density % in peak hours is much higher than off-peak hours,
the size of the effect in peak hours should be larger. Intuitively, traffic congestion is more
likely to happen when the sum of different types of trips, such as shopping trips, commuting
trips, leisure and other trips, exceeds a threshold where the road’s maximum traffic capacity
is reached®. Commuting trips have consumed most of the road capacity and left the roads in
a congested or semi-congested situation in peak hours. Therefore the impact of the reduction

in offline shopping trips on traffic congestion is much more notable.

2.6.2 The Instrumental Variable Estimates

Table 2.6 reports the results from estimating equations 2.40 and 2.41. The dependent variable
is the change of the logarithm of the weekly average traffic congestion index. Specifically, I
first take the mean of congestion index in peak hours from Monday to Thursday (excluding
Friday to avoid the event day) for each city and week. I take the logarithm and then take the
difference across weeks. As shown in Column 1 in the upper panel, the waived postage fee
is a strong predictor of the increase of online shopping conditional on log market potential. I
further add second-order and third-order polynomial terms of log market potential in Columns
2 and 3 to strip out any variation in the IV that is related to remoteness, trade quantity and price
index. In Column 4, I add the control for average income measured by GDP per capita, and
the coeflicient of interest barely changes. Column 5 further controls for the number of mobile
users and internet users. The combination of both variables controls for the number of online
consumers. The waived postage fee remains highly significant through all specifications.
The F-Statistics in Columns 1 and 2 indicate that the first-stage impact of waived postage fee
is very powerful, despite that it drops when adding more potentially irrelevant controls in
Columns 3-5. The second panel of Table 2.6 shows the reduced-form result of the effect of
waived postage fee on traffic congestion. Waiving postage fee has a significant and consistent
effect on the reduction of traffic congestion. Taking literally, these results imply that the
interaction of the reduced postage fee and the online shopping event resulted in a surge in

online shopping and a reduction in traffic congestion.

Table 2.7 contains the instrumental variable estimates of the effect of online shopping on
traffic congestion with three different constructs of market access. In the first panel, the
market access is the inverse distance weighted city population, so the reported 8’V is simply
the ratio of the reduced-form estimates in Table 2.6. The estimates suggest that a 10%

increase in online shopping reduces traffic congestion by 1.4%-1.7% in peak hours, which is

63See Braithwaite (2017) for Figure 4.3, which shows personal trips by start time and purpose in weekdays
in England in the year 2011. Shopping trips are a non-negligible component of traffic in peak hours.

70



an elasticity of -0.14 to -0.17. Further, these estimates are largely insensitive to polynomial
terms of different orders of market access and including control variables on income and the
number of online consumers. The results are also robust to different measures of market
access. The second panel uses the number of both Tmall and Taobao online stores by cities
listed in the online shopping platform of Alibaba and the last panel uses the number of only
Tmall shops as the market access. The results support the robustness of the IV estimates
in the first panel. Although not reported here, the elasticity of traffic congestion to online

consumption for all hours is -0.094 to -0.113.

Note that the IV estimate is much larger than the preferred OLS estimates in Table 2.5. As
the study by Lgken et al. (2012) shows, the difference between the OLS estimates and IV
estimates can be decomposed into two parts: the difference in the marginal effects between
OLS and IV estimates, and the difference in the weights between OLS and IV estimates.
Reasons that could explain the differences in the marginal effects have been discussed earlier
in Section 2.4.2, including measurement error, reverse causality and omitted variable bias.
Here, I explore the possible difference between the OLS and IV estimates arising from the
difference in the regression weights following the method proposed in Lgken et al. (2012).

The regression weights can be calculated as,

O_LS _ Cov(dgi, El)

&t Var(B;)
”./ _ COV(dgi, Pl')
& COV(E,‘, Pl')

(2.46)

(2.47)

where B; is the Baidu Index growth rate, which is the endogenous variable in regression
2.42. P; is the instrumental variable: the waived postage fee. dg; are dummy variables
constructed as dgy = 1{B; >= b}. b are evenly distributed cutoffs with an interval of 0.1 that
OLS and w!¥ gives the
gi gi

weights of OLS and IV estimates in group g, respectively. As shown in Lgken et al. (2012),

divides the range of B; into 20 groups, with g indicating each group. w

OLS estimates give more weights to the marginal effects close to the sample median of the
regressor, while IV estimates assign more weights to the marginal effects for the changes of
the endogenous variable that are most affected by the IV. Given the heterogeneity in £, the
IV weights lead to different estimates even if the marginal effects of OLS and IV are the
same. Figure 2.6 shows the distribution of the weights IV and OLS estimates, respectively.
The Figure reveals that the IV estimate assigns more weights to the marginal effects in the
right tail of the distribution of the growth rate of Baidu Index relative to the OLS estimate. A
following up question is what are the characteristics of the cities in the right tail. Appendix
B.2.4.1 provides some suggestive evidence showing that the IV estimates are identified from

the cities with higher market potential, income, and number of online consumers.
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2.6.3 Heterogeneity

My theoretical model predicts that the elasticity €; include three components: congestion

(r//jﬂ'o

nj . . .
level i the importance of online shopping traffic Sl

and the traffic saving factor.
All three parts could vary with cities, which results in heterogeneity in 8. Among the three
sources of heterogeneity, the comparison of the effect between peak hours and oft-peak hours
has shown the heterogeneity due to the first component n% For the second component, I
do not have data on the share of online consumption (r,) or the share of shopping-related
traffic (i), or the share of shopping made through private vehicles ({) by cities. This section
focuses on the investigation of the heterogeneous effect caused by the third component: the

traffic-saving factor.

The theory predicts that the reduction of traffic congestion is caused by higher traffic efficiency
in online shopping relative to offline shopping. If that is correct, the more products delivery
vans can carry, the more traffic-efficient is online shopping. The number of products that
a van of standard size can carry depends on the size of goods; therefore, online delivery
of bulk goods may have lowered traffic efficiency relative to smaller pieces of goods such
as apparel. This implies that ¢ varies across product categories. I do not have data on the
volume of purchase by categories in cities; however, I extracted the number of online shops
by categories from the website of the online shopping platform. In the international trade
literature, countries are found to be the net sellers of the products that they demand the most,
which is known as the home market effect. Analogously, if such effect also exists in the
trade across cites, then the number of online store of certain category could indicate the
domestic demand for the products in that category in the registration city (Costinot et al.,
2016; Cosar et al., 2018). Assuming that the number of online shops in certain categories
registered in a city provides a proxy for the consumption of the category®4, I might obtain
some suggestive evidence of how differential traffic-saving factors across product categories
causing heterogeneous congestion relief effect. For that reason, I add interaction terms of the
change in online shopping with the number of online shops in a certain category in cities to

equation 2.42. Formally, I estimate
AlnT; = &'V + BV B; + BV BHy + £(M;) + Xi0" + &
, where Hj; is the number of online shops in category k in city i.

I adopt two strategies to estimate the endogenous interaction term B;H;;. The first IV strategy
interacts the waived postage fee with the number of online shops in categories to instrument
the endogenous interaction term. The second IV strategy first predicts the growth rate of

the Baidu Index after regressing it on the waived postage fee and controls, and then use the

%4Here, the location choice of retailers indicates local demand for certain products.

72



interaction of the predicted value with the number of online shops in category k as the IV
for the endogenous interaction term. Table 2.8 shows the result for the heterogeneous effects
estimated in both ways. The upper panel presents the results estimated with the first strategy,
and the lower panel reports the second. There is little difference between the results of the
two strategies. Cities with a higher number of online shopping in the categories of furniture,
appliance and home products tend to benefit less from the increase in online shopping. This
is consistent with the prediction from the theory: the products in these categories are bulky

and have lower traffic saving potential (|6 — ijl is lower).

2.6.4 Event Study Estimates

Table 2.9 shows the results for the event study estimation discussed in Section 2.4.4.3.
The dependent variable is log traffic congestion index. As explained in Section 2.5.2, the
interaction of online shopping index with period dummy captures differential growth of online
shopping across cities. I control for city average income and number of online consumers
by including the interactions of these variables with the period dummy. Standard errors are
clustered at city level to address the serial correlation of traffic congestion in time within
cities. The first panel compares the traffic one week after the online shopping event with the
traffic one week after the offline shopping event following equation 2.43. Consistent with the
earlier results, the cities with higher online shopping activities experienced a larger reduction
in traffic congestion. A 100% increase in online shopping index reduces traffic congestion
index by 1.9%, on average. The effect is stronger over peak hours (3.3%) and weaker (1.5%)
during off-peak hours. Note that the magnitude is not comparable with the earlier results as
the measure of online shopping is different. Interestingly, the online selling index appears to
have a positive effect on traffic. I interpret this result as reflecting the increased traffic due to

online delivery in the cities that are more actively engaged in online selling activities.

The second panel compares the traffic one week before the online shopping event with the
traffic one week before the offline shopping event following the specification in equation 2.44.
When the event is “turned off”’, the correlation between the change in traffic and the change
in online shopping disappeared. This assures that the connection between traffic and online
shopping event is not just a superficial correlation. The third panel estimates equation 2.45
which takes the difference of the first two panels to eliminate potential monthly trends. The
main result reduces slightly, but remains significant. A 100% increase in online shopping
index reduces traffic congestion index by 1.4%, with a larger effect for peak hours (2.5%) and
a smaller effect for off-peak hours (1.1%). The online selling index continues to correlate

with traffic positively, but the effect loses its statistical significance.
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2.6.5 The Effect on Air Pollution

Another question of interest is whether online shopping leads to the reduction of traffic-related
air pollution, which is a proposed mechanism in Gendron-Carrier et al. (2018). Table 2.10
shows the results of estimating equation 2.38 using air quality index and six other types of
air pollutants as dependent variables. The first takeaway is that there is a common trend
of increasing air pollution in the week after the event for the seven indicators except for
Ozone. The point estimates for the effect of online shopping on the change of NO2 and CO
suggest that online shopping reduces traffic-related air pollution; however, the effects are not
statistically significant. Online shopping appears to have caused little changes in the other air
pollution indicators. One possible explanation is that the surge of online shopping drives up
products production, which could contribute to the common trend of increasing air pollution.
It is also possible that delivery vans use diesel and produce higher per-vehicle air pollution
relative to private vehicles, which may have offset the reduction effect of online shopping on

traffic congestion.

2.7 Welfare Analysis

If we divide the purpose of travels into commuting, shopping and others, then the reduced
travel demand for shopping will benefit the other two types of travels. Ifocus on the congestion
relief benefit for commuters in peak hours, because I do not have data on the number of travels

for specific purposes and commuting travels are the majority.

Figure 2.7 presents a classic static economic model of traffic congestion. The downward-
sloping blue curve is the travel demand function. The upward-sloping green curve is the
average cost of trips. The per-trip cost increases with the number of vehicles on roads due to
the externalities of traffic congestion. Note this curve is flat when traffic density is sufficiently
low. The constant marginal cost of each trip includes costs such as time cost, fuel cost, or
fare of a bus trip. The slope of the curve becomes upward when traffic density is higher
than free-flow density, when an additional vehicle causes delay for existing vehicles. Given
the focus here is traffic congestion in peak hours, I assume that the average costs of trips
increase with the number of trips. At the original equilibrium point (g1, p;), the total welfare
of consumers from these travels is A + B. The welfare loss due to negative externality from
traffic congestion is C + D + E%. When e-commerce takes away part of the shopping travel
demand, the demand curve shifts inward to the orange line. A new consumer equilibrium will
be reached at point (¢, p»). The total welfare of consumers from these travels is then A + C,
and the welfare loss reduces to E. The welfare gain is then C — B(=(A + C) — (A + B)). Note

that B actually represents the welfare of consumers who switched from offline shopping to

65This obtained by integrating the marginal negative externality along the upward-sloping green curve up to
the point of the market equilibrium.
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online shopping. Assuming offline shopping and online shopping provides the same level of
utility, B is negligible. The welfare gain is then just C. If we know the decrease of time cost
of travel p; — p», and the number of trips ¢’ at the new equilibrium, then we can approximate
part C using the shaded square in the graph (the region of py, a, b, p>). The triangle part a, b, ¢
represents the welfare gain due to the adjustment of travel demand in the long run. Given
that I cannot clearly identify the long-term effects for reasons listed in Section 2.8, I will only

focus on the short-term effect here.

I estimate the welfare improvement only for Beijing. Apart from data constraint, congestion
relief in Beijing has been extensively studied and these prior estimates provide a benchmark
to compare the effect of e-commerce with other potential policies such as congestion charge
on the demand side and providing new subways on the supply side. According to Gu et al.
(2019), the average commuting time is 56 minutes one-way in Beijing in the year 2016.
The average peak hour traffic congestion index before the event is 2. This implies that the
free-flow travel time is 28 minutes for a typical commuting trip. If the congestion index goes
down by 1.4%, then the actual travel time will be 55.2 minutes, and the travel time saving is
0.78 minutes for each way. Therefore a 10% increase in e-commerce saves 1.57 minutes per
workday. The value of commuting time can be derived from the annual wage and working
hours, discounted by a factor of 0.5 (Anderson, 2014), which is 0.77 yuan/minute. Beijing
has 5.7 million people commuting by car and 5.2 million people commuting by bus in a
workday. Assuming cars and buses are affected by traffic in the same way, and there are 250
workdays in a year, the estimated welfare gain C will be 1.65 billion yuan for 239 million
US dollars for peak hours. This is about a third of the size of the gain estimated from the
supply of new subway lines in Gu et al. (2019). However, the cost of this “policy” appears
to be much smaller than the heavy investment in infrastructure, because this is achieved by
improving the traffic efficiency in shopping goods within cities and the change of shopping
behavior. There is potentially rising cost of traffic congestion in the intercity roads as shown
in this paper; however, its aggregated value is likely to be small given the share of population
traveling on the highway for commuting is much smaller relative to commuting on intracity
roads. There are obviously many other gains and losses in a broader sense, such as benefits
from the convenience of online shopping, losses due to the structural change of the economy.
However, these factors are not directly related to traffic congestion, and thus they are out

beyond the scope of this paper.

2.8 Discussion on the Long Run Effect

Above results show that traffic congestion was reduced in the short-term event. Does the
growing popularity of online shopping improve traffic congestion in a longer term? Through

the lens of the theoretical model, the empirical results suggest that the traffic-saving factor is
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smaller than zero. The interpretation of the result is that the vehicle-saving ratio is sufficiently
low, and the amount of offline shopping that consumers are willing to substitute with online
shopping is sufficiently large. In the long-run, the vehicle-saving ratio is likely to become
even lower. As online shopping is increasingly convenient, the amount of offline shopping
that consumers are willing to give can be even larger. Therefore online shopping is likely to
continue to reduce the overall shopping vehicle demand. However, adaptation may reserve
this result. Similar to the proposition of the fundamental law of road congestion by Duranton
& Turner (2011), the reduction in shopping-related vehicle demand might be offset by vehicle
demand for other purposes, such as commuting and leisure trips. Without knowing the long-
term travel demand, I cannot predict the general equilibrium effect of online shopping. It
is possible to answer the question empirically using longer-term changes in online shopping
and traffic congestion. Unfortunately, I currently do not have such data. For the change in
online shopping, the Baidu Index does not appear to be measuring the long-term change
of online shopping. The official statistics indicate that the overall online sale increased by
32.2% between the year 2016 and 2017%°; however, there is little increase in the Baidu
Index. Nevertheless, Gu et al. (2019) provides some positive perspectives on the long-term
effect. They find a persistent congestion relief effect of new subway lines on traffic congestion
over the timeframe of one year. This suggests that the reduction of traffic achieved through
diverting peak-hour road traffic to other transportation modes can be larger than the latent
travel demand. E-commerce could at least be a complementary soft policy that reduces traffic
congestion along with many other congestion relief policies such as congestion charge and

provision of the fast transit systems in dense urban areas.

2.9 Conclusions

The paper has aimed to make three contributions to our understanding of the congestion relief
effects of e-commerce in the context of the Singles’ Day Shopping Event. First, I derived the
elasticity of traffic congestion index to the quantity in online shopping. The elasticity includes
three components: traffic density, the importance of e-commerce, and a traffic-saving factor,
which is per-unit online good traffic-saving. The condition for online shopping to reduce
traffic is the traffic-saving factor being negative. Quantifying the traffic-saving factor depends
on knowing the substitution between online and offline channels, which relies on assumptions

of channel choices on the demand side.

My second contribution is to develop such a model that can predict the online-offline substi-
tution of quantities. Portraying e-commerce as trade across cities, I develop a trade model
with heterogeneous consumers and two shopping channels. Inspired by the mechanism that

the lowest price wins the market introduced by the work of Eaton & Kortum (2002), I assume

66See http://www.ec.com.cn/article/dssz/scyx/201801/24827_1.html
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that consumers have Fréchet distributed matching quality with varieties, and purchase from
the channel that gives the higher matching quality. The model thus inherits the beauty in the
price distribution properties from Eaton & Kortum (2002) model: the distribution of quantity
consumed in a specific channel is independent of the channel. The channel specific quantity
consumed can be expressed as the mean quantity consumed and the share of consumers that
choose that channel. The effect of the price change on quantity in each channel can then be
decomposed into a mean effect and a share effect. Particularly, the online-offline substitution
is found to be a concise function of the elasticity of online consumption quantity to the relative

price of online to offline channel, and the elasticity of substitution between varieties.

My third contribution is exploiting the traffic congestion reduction induced by the event to
provide the first available empirical evidence on the congestion-relief effect from e-commerce.
The evidence suggests that the reduction in the traffic congestion index surrounding the event
is related to the increase in online shopping. The temporarily waived postage fee during
the event day provides exogenous incentives for consumers to switch to online shopping.
Using the waived postage fee as an instrument, I estimate that a 10% increase in online
shopping reduces traffic congestion by about 1.4%, which is about a -0.14 elasticity. While
the anticipation of the event may encourage consumers to hold up consumption until the
event day, and thus introduces bias, I find the congestion relief effects of online shopping
remain significant in a difference-in-differences specification, where the counterfactual traffic
congestion level is the week after another a large scale shopping event. The effect is stronger
in peak hours when traffic density is high, and in cities that engage in more online sales of
bulk product, which confirms the embedded heterogeneity of the elasticity as predicted by the
theoretical model. Welfare calculations suggest that the reduced shopping vehicle demand
leads to a welfare gain of about 239 million US Dollars for peak hours, which is about a third

of the size of the welfare gains estimated from the supply of new subway lines in a city.

Admittedly, at least three limitations are worth noting. First, I use the trend in the searches
of the online shopping platform on the internet monitored by Baidu Index as a proxy of
the growth rate of online shopping quantity. The growth rate of the Baidu Index may be
systematically higher or lower than the actual growth rate of online shopping quantity and
leads to bias in the estimate of the elasticity. Obtaining confidential online shopping data by
cities recorded by the online shopping platform can improve the estimate. Second, because
the event creates a spike in online shopping, the empirical results may not reveal the effects
of the marginal changes in the adaptation to e-commerce. Third, it is difficult to generalize
the effect from the day-long shopping event to effects over longer periods of time, without
knowing the travel demand elasticity over a longer horizon. Online shopping can reduce
shopping vehicle travel demand but may not necessarily reduce traffic congestion due to
potential long-run adaptations as predicted by the fundamental law of traffic congestion.

Exploring the long-term congestion reduction effects of e-commerce may be an area of future
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Figure 2.3: The trend of traffic congestion index surrounding the event
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Note: Y-axis shows the residual after regressing congestion index on city, hour and weekday fixed effects.
X-aixs shows the days until the event. Dashed vertical lines separate weeks.
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Figure 2.4: Change in traffic congestion versus change in online shopping
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Note: The dependent variable is changes in log traffic congestion index. For each week, I first take the mean
of the congestion index in peak hours from Monday to Thursday (excluding Friday to avoid the event day)
for each city and then take the logarithm. The key regressor of interest is the growth rate of the Baidu Index.
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Figure 2.5: The effects of the increase of online shopping on traffic congestion, by hour
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Note: This figure stratifies the data by hours and plots the coefficient 8 in equation 2.38.
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Figure 2.6: OLS estimates and I'V estimates weights
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Note: The method to produce the regression weights follows Lgken et al. (2012).
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Figure 2.7: The welfare effects of e-commerce
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Note: This Figure illustrates the congestion relief effect due to the increase in online shopping. The blue
downward-sloping curve is the travel demand function (willingness to pay for various quantities of trips).
The demand curve shifts inward to the orange line when e-commerce reduces shopping vehicle demand.
The green upward-sloping curve is the average cost of trips. The per-trip cost increases with the number of
vehicles on roads due to traffic congestion when there are enough vehicles so that the traveling speed is
below free-flow speed. Given that I focus on peak hours, I assume that the average costs of trips increase
with the number of trips. The original equilibrium point is (g1, p1). The total welfare of consumers from
these travels is A + B. The welfare loss due to negative externality from traffic congestion is C + D + E.
The changes in travel demand result in a new equilibrium at (¢, p2). The total welfare of consumers is
A + C, and the welfare loss reduces to E. The welfare gain is then, C — B.
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Table 2.1: Parameter values for quantitative analysis

Parameter Variables Mean Source Year
Statistics
Sample mean of Online shopping B 1.6 Baidu Index data 2016
growth rate
Mean change in price shock k 0.25 CCX Credit Technology On- 2016

line Report
Sample mean of traffic congestion T 1.65  Traffic congestion data 2016
index
The ratio of traffic density to op- % 2.3 Traffic congestion data 2016
timal traffic density
Share of online shopping o 0.126 National Bureau of Statistics 2016
of China

Share of shopping made through 14 0.86  US National Household Travel 2017
private cars Survey (NHTS)
Share of shopping vehicles to the 1/ 0.31  US National Household Travel 2017
overall number of vehicles on the Survey (NHTS)
road
Parameters
Elasticity of substitution o 4 Redding & Sturm (2008)
Per unit good vehicle-saving ratio 0 0.067 BBC News
The ratio of reference speed to free- u 5 Notley et al. (2009)

flow speed
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Table 2.2: Summary statistics for traffic congestion and air pollution by peak hours

Peak hours Non-peak hours
Before After Before After
Traffic congestion index 1.74 1.67 1.31 1.29
(0.33) (0.25) (0.22) (0.19)
NO2 42.86 56.44 38.33 52.40
(20.88) (26.84) (21.47) (27.45)
CcO 1.05 1.44 1.00 1.40
(0.62) (0.90) (0.62) 0.91)
AQI 73.26 105.90 73.58 109.42
(51.37) (66.74) (54.21) (70.45)
03 36.11 37.89 40.09 40.40
(25.31) (35.91) (26.67) (36.04)
PM10 82.85 125.93 83.67 129.36
(70.85) (92.78) (77.42) (92.47)
PM2.5 46.50 74.09 47.47 77.43
(36.84) (55.79) (38.61) (58.97)
SO2 20.87 26.30 20.36 26.89
(21.62) (28.24) (21.43) (29.35)
Observations 2820 2820 8207 8460

Note: The observation is the city-hour. Parentheses contain standard deviations.
*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.
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Table 2.3: Estimates of the changes in intracity travel time before and after the event

ey @) 3) “ ®) (6)
Week 1 -0.033*** -0.117%** -0.047 -0.011%** -0.048*** -0.017
(0.003)  (0.029)  (0.055) (0.002)  (0.015)  (0.043)
Week 2 -0.005 -0.038 0.147 0.008*** 0.009 0.113
(0.004)  (0.050)  (0.109)  (0.003)  (0.027)  (0.083)
Week 1 x Ln online shopping index -0.016%* -0.009 -0.009**  -0.009
(0.007)  (0.006) (0.004)  (0.005)
Week 2 x Ln online shopping index -0.004 0.002 -0.002 -0.000
(0.013)  (0.013) (0.006)  (0.008)
Week 1 X Ln online selling index 0.045%**  (0.036** 0.021*%*  0.020%*
(0.016)  (0.014) (0.009)  (0.009)
Week 2 x Ln online selling index 0.016 0.016 0.001 0.004
(0.028)  (0.028) (0.015)  (0.017)
Week 1 x Log GDP per capita 0.004 0.002
(0.005) (0.003)
Week 2 x Log GDP per capita -0.008 -0.007
(0.009) (0.008)
Week 1 x Log mobile users -0.026%%#%* -0.020%%#%*
(0.007) (0.006)
Week 2 x Log mobile users -0.028* -0.011
(0.016) (0.010)
Week 1 x Log internet users 0.013** 0.016%**
(0.006) (0.006)
Week 2 x Log internet users 0.016 0.008
(0.016) (0.010)
R? 0.614 0.612 0.614 0.842 0.841 0.841
N 11287 10807 10567 33278 31870 31159

Note: The dependent variable is In congestion index. The omitted group is the week before the Singles’ Day
shopping event. Columns 1-3 show results for peak hours, and columns 4-6 show results for off-peak
hours. City fixed effects, day-of-week fixed effects, and hour fixed effects are included. Standard errors are

clustered at the city level.

*p<0.1, ¥ p <0.05, *** p < 0.01. Standard errors in parentheses.
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Table 2.4: The relationship between web searches and the online shopping index

Regular Sample Expanded Sample
ey 2 3) “) &) (6)
Log online shopping index 0.6327%** (0.198*** 0.167** (.707*** (0.285%** (.243%**
(0.057) (0.056) (0.064) (0.032) (0.032) (0.037)
Online event dummy 0.915%%% 0.915%** 0.829%** (0.803*** (0.802%** (.760%**
(0.094) (0.055) (0.091) (0.050) (0.029) (0.028)
Online event dummy X Log online shopping index 0.063 0.084**
(0.065) (0.038)
Income Yes Yes Yes Yes
Online consumsers Yes Yes Yes Yes
R? 0.575 0.857 0.857 0.646 0.890 0.892
N 184 182 182 552 538 538

Note: The dependent variable is log Baidu index. The key regressor of interest is log online shopping index,
online event dummy and their interaction. Income control includes log GDP per capita. Internet controls
include log number of mobile users, and log number of households with internet connection. Robust
standard errors are applied.

*p<0.1, ¥ p < 0.05, *** p < 0.01. Standard errors in parentheses.

Table 2.5: Ordinary least square estimates of the effect of online shopping on traffic congestion

) 2) 3 “4) &) (6)
No common trend Base line Peak hours Non-peak hours Excluding Friday Excluding Friday
Peak hours
g—i(; -0.0171%%%* -0.009*%*  -0.012* -0.007* -0.008* -0.013*
(0.001) (0.004) (0.007) (0.004) (0.004) (0.007)
Week 1 -0.004 -0.021%* 0.001 -0.006 -0.018
(0.007) (0.010) (0.006) (0.007) (0.012)
R? 0.855 0.855 0.647 0.852 0.857 0.643
N 22307 22307 5640 16667 17795 4512

Note: The dependent variable is log traffic congestion. The key regressor of interest is the Baidu Index in
time ¢ divided by its initial level. Column 1 compares the change of traffic congestion in one week before
and one week after the event without common time trend. Column 2 allows for common time trend.
Columns 3 and 4 show results for peak hours and off-peak hours, respectively. Column 5 excludes Fridays.
Column 6 shows peak hour results with samples excluding Friday. City, hour and day-of-week fixed effects
are included. Standard errors are clustered at the city level.

*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.
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Table 2.6: Estimates of the impact of the waived postage fee on changes in online shopping and
traffic congestion

ey @) 3) “) &)
Online shopping changes
Log avg postage fee 1.896%** 1.838%*#%* 1.807#*%* 1.808*** 1.524 %%
(0.486) (0.468) (0.472) (0.470) (0.395)
Traffic congestion changes
Log avg postage fee -0.265%*%* -0.286%** -0.292%%%* -0.285%** -0.259%%%*
(0.077) (0.079) (0.080) (0.076) (0.075)
F-Statistic 29.51 20.19 15.43 14.3 13.72
Market potential Yes
Market potential square Yes
Market potential cube Yes Yes Yes
Income Yes Yes
Online consumers Yes
N 91 91 91 90 90

Note: The upper panel presents the reduced-form regression results for the changes in online shopping. The
dependent variable is the growth rate of the Baidu index, and the key regressor of interest is log average
postage fee. The lower panel reports the reduced-form regression results for the changes in traffic
congestion index. The dependent variable is the change in log traffic congestion in one week before the
event and one week after the event. For each week, I first take the mean of congestion index in peak hours
from Monday to Thursday (excluding Friday to avoid the event day) for each city and then take the
logarithm. The key regressor of interest is log average postage. Income control includes log GDP per
capita. Online consumers controls include log number of mobile users and log number of internet users.
Robust standard errors are applied.

*p<0.1, ¥ p <0.05, *** p < 0.01. Standard errors in parentheses.
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Table 2.7: The instrumental variable estimates of the effect of increased online shopping on traffic

congestion
(D (@) (3) “4) )
Population
Baidu Index growth rate -0.140%** -0.156%** -0.162%* -0.157** -0.170%*
(0.053) (0.059) (0.063) (0.064) (0.074)
Tmall plus Taobao
Baidu Index growth rate -0.103%%** -0.118%** -0.123%%* -0.123%** -0.143%**
(0.037) (0.038) (0.041) (0.042) (0.067)
Tmall
Baidu Index growth rate -0.096%** -0.097%*** -0.096%*** -0.095%** -0.096%**
(0.035) (0.034) (0.032) (0.033) (0.040)
Market potential Yes
Market potential square Yes
Market potential cube Yes Yes Yes
Income Yes Yes
Online consumers Yes
N 91 91 91 90 90

Note: The first row of each panel indicates which market potential variable construction is used. Market
potential in the first panel is constructed with inverse distance weighted city population; The second panel
uses the overall number of online shops in cities; The last panel uses the number of Tmall shops in cities.
The dependent variable is the changes in log traffic congestion index. For each week, I first take the mean
of congestion index in peak hours from Monday to Thursday (excluding Friday to avoid the event day) for
each city and then take the logarithm. The key regressor of interest is the growth rate of the Baidu Index.
Income control includes log GDP per capita. Online consumers controls include log number of mobile

users and log number of internet users. Robust standard errors are applied.

*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.
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Table 2.8: The heterogeneous effects of online shopping on traffic congestion by product categories

@ @ 3 (C)) (%) (6) ) (®)
Office Clothing  Furniture ~ Appliance Home Electronics Baby Cosmetics

Interacted instrument
Baidu Index growth -0.118**  -0.113%%* -0.123%* -0.113%* -0.0947#%* -0.120%%* -0.113%* -0.113%%*

rate (0.049) (0.052) (0.052) (0.047) (0.035) (0.052) (0.049) (0.050)
Interaction with 0.002 -0.001 0.006%* 0.024%3 0.009%3: 0.002 0.003 -0.003
product categories (0.002) (0.001) (0.003) (0.012) (0.003) (0.001) (0.013) (0.019)

Predicted instrument
Baidu Index growth -0.118%*  -0.112%%* -0.123%* -0.113%* -0.094 %3 -0.119%* -0.113%* -0.113%%*

rate (0.049) (0.053) (0.052) (0.047) (0.035) (0.052) (0.049) (0.050)
Interaction with 0.002 -0.001 0.006** 0.023* 0.009%##* 0.002 0.002 -0.004
product categories (0.002) (0.001) (0.003) (0.012) (0.003) (0.001) (0.015) (0.021)
N 90 90 90 90 90 90 90 90

Note: The coeflicients are estimated using 2SLS. The dependent variable is the changes in log traffic
congestion index. For each week, I first take the mean of the congestion index in peak hours from Monday
to Thursday (excluding Friday to avoid the event day) for each city and then take the logarithm. The key
regressors of interest are the growth rate of the Baidu Index and its interaction with the number of online
sellers of the product category in the column titles. Controls variables are the same as in the last column of
table 2.7. Income control includes log GDP per capita. Online consumers controls include log number of
mobile users and log number of internet users. Controls also include third-degree polynomials of market
potential. Robust standard errors are applied.

*p<0.1, ¥ p <0.05, *** p < 0.01. Standard errors in parentheses.
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Table 2.9: Difference-in-differences in style estimation of the effect of online shopping on traffic

congestion
All hours Peak hours Non peak hours
ey (@) 3
Post week
Period X Ln online shopping index -0.019%** -0.033** -0.015%%*
(0.008) (0.014) (0.006)
Period X Ln online selling index 0.033** 0.056%* 0.025%*
(0.016) (0.027) (0.013)
N 12672 3168 9504
Prior week
Period X Ln online shopping index -0.005 -0.008 -0.003
(0.009) (0.015) (0.008)
Period X Ln online selling index 0.015 0.024 0.011
(0.018) (0.033) (0.016)
N 12436 3168 9268
Difference
Period x Post x Ln online shopping index -0.014%* -0.025%* -0.011%%*
(0.006) (0.012) (0.006)
Period x Post x Ln online selling index 0.018 0.031 0.014
(0.013) (0.028) (0.011)
R? 0.881 0.683 0.880
N 25108 6336 18772

Note: The dependent variable is log traffic congestion index. The first panel compares the traffic one week
after the online shopping event with the traffic one week after the offline shopping event; The second panel
compares the traffic one week before the online shopping event with the traffic one week before the offline
shopping event; The third panel estimates the differences between the estimates in the first two panels.
Controls variables include the interaction of period dummy with log GDP per capita, log mobile users, log
internet users. The first and second panel includes period-fixed dummy and period X city fixed effects. The
third panel includes the interaction of the period dummy and post-event week dummy, period X city and
post-event week dummy X city fixed effects. Standard errors are clustered at the city level.

*p<0.1, ¥ p < 0.05, ¥** p < 0.01. Standard errors in parentheses.

Table 2.10: Ordinary least square estimates of the effect of online shopping on air pollution

6] @ (€) “4) &) (6) )

In aqi In co In no2 In 03 In pm10 In pm25 In so2
g—i(’) 0.086 -0.035 -0.039 0.140 0.089 0.085 0.040

(0.068) (0.065) (0.046) (0.125) (0.075) (0.093) (0.063)
Week 1 0.268** 0.333***  (.348***  -(0.335% 0.335%%** 0.338%*%* 0.156

(0.109) (0.106) (0.076) (0.191) (0.119) (0.152) (0.106)
R? 0.552 0.540 0.606 0.534 0.573 0.501 0.648
N 20084 20084 20083 20054 19975 20084 20084

Note: The dependent variables are AQI and another six types of pollutants. The key regressor of interest is
the Baidu Index in time ¢ divided by its initial level. City, hour and day-of-week fixed effects are included.

Standard errors are clustered at city level.

*p<0.1, ¥ p < 0.05, *** p < 0.01. Standard errors in parentheses.
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Chapter 3

Colonial Legacies: Shaping African
Cities

3.1 Introduction

This paper shows that the spatial structures of a large set of cities in Sub-Saharan Africa are
strongly influenced by the type of colonial rule experienced. Our main findings are based on
a sample of 318 cities in 15 former British and 13 former French colonies in Sub-Saharan
Africa (excluding South Africa). The extent and nature of land development are based on
satellite measures of built cover which span 1990-2014 at fine spatial resolution. Compared
to Anglophone cities, Francophone cities are more spatially “compact”. There are several
complementary dimensions to compactness which we investigate. First, we look at "sprawl"
in cities taken as a whole today. Otherwise similar Anglophone cities cover 29% more area
and have 17% more “openness’ - the measure of sprawl from Burchfield et al. (2006). Second,
we look at regularity and density of layout in older sections of the city likely to be physically
influenced by how cities were laid out in colonial times. Francophone cities are laid-out in
a more Manhattan-like gridiron fashion with lineal road systems, 4-way intersections and

rectangular blocks, with higher density development.

Third, in the main body of evidence, we look at disconnectedness of new developments at
the extensive margin of cities built well after the colonial era, to see if there is persistence
of compactness beyond a margin where colonial influenced physical layout matters. Such
persistence would then be due to persistence in colonial planning and land use management
practices decades after the end of the colonial era. We focus on the degree to which
new developments "leapfrog", or are scattered and spatially disconnected from existing
developments, employing a novel measure of leapfrogging. New patches of development can

be broken into in-fill and extensions of prior developments versus disconnected, or leapfrog
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developments. We define leapfrog developments to be new patches of built cover emerging
in a city which are at least 300 meters (or other minimum) away from the edge of any existing
development. Anglophone cities have 54% more leapfrog patches compared to otherwise
similar Francophone cities. In summary, we find Anglophone cities both sprawl more overall

and have more leapfrog new developments than Francophone ones.

Taking our results for the moment as correct, we will argue that the Anglophone-Francophone
differences arise because of differences in planning and land management policies and institu-
tions under the two colonial rules. As such, a key lesson from the paper is that major planning
procedures and policies put in place at a point in time can leave a huge footprint on urban
form decades later. That lesson still leaves two important questions, both of policy relevance.
First speaks to motivation: why does sprawl matter? Second speaks to mechanisms. By what
means would colonial institutions have both a historical and on-going impact? We address

both questions now in the introduction and return to them later in the paper.

Why does sprawl matter? The paper presents some suggestive evidence in an Appendix.
For a sample of 45,000 household in 193 cities, we show using Demographic and Health
Survey (DHS) data that, conditional on socio-economic characteristics, families have worse
connections to electricity, phone landlines, piped water, and city sewer systems, if they live
in neighborhoods of a city which are more sprawling, presumably because of increased cost
of infrastructure provision. However attempting a focused and full analysis of why sprawl
matters would be a full-length paper on its own, contributing to a literature of over 180 papers
reviewed in Ahlfeldt & Pietrostefani (2019)’s new meta-study on the "compact city policy
paradigm".

On the direct public policy side, planners argue that compactness lowers the cost of providing
public services and urban infrastructure. Compact cities require less infrastructure per person
in the form of roads and utilities and the opportunity to operate mass transit systems more
effectively, with the planning literature offering assessments of the savings from compact-
ness (Trubka et al., 2010; Calderén et al., 2014). Hortas-Rico & Solé-Ollé (2010) provide
econometric evidence on public budget cost savings from increased density for Spain, and
Carruthers & Ulfarsson (2003) do the same for the USA. The literature also argues that
how cities are shaped and sprawl affects how we live: whether we attain efficient density
for production in the face of communication externalities (Rossi-Hansberg, 2004; Helsley &
Strange, 2007); how much we pollute (Glaeser & Kahn, 2010); how much time we spend
commuting (Harari, 2017); and how we interact socially (Putnam, 2000; Burley, 2016), with
sprawl argued to lower positive density externalities, increase pollution and commuting times,

and enhance social isolation!.

I'Using data on German neighbourhoods, Burley (2016) corroborates Putnam’s hypothesized correlation
between socialization and neighbourhood density, but also presents panel data evidence to suggest that sorting
may explain most of this: more social people move to denser neighbourhoods which facilitate socialization. Of
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Ahlfeldt & Pietrostefani (2019)’s meta-study after factoring in the credibility of different
studies gives recommended elasticities (Table 6) for the impact of increased density. Results
of course differ across studies and methodologies. However, the recommended and best
founded estimates from a causal point of view suggest increased density significantly reduces
energy consumption and vehicle mileage, and, in particular lowers public sector costs, as
well as raising wages and improving other production type outcomes. On the other hand,
they find evidence on crime rates and pollution to be more mixed. While the evidence overall
suggests positive impacts of increased density, regardless of one’s take on the normative
implications of compactness, there is no question that, for hundreds of millions of Africans,
as they urbanize, the institutions and history under which this happens will affect how they
live their lives. Colonial origins can have a strong lasting influence on the way people live

today in African cities, and most likely other parts of the world.

Why are Francophone cities more compact? From the literature, the answer is that the
different institutions imposed under the two colonial rules affected and continue to affect
urban spatial structure, including road layouts, sprawl and leapfrogging. The literature on the
history of urban planning in Africa argues that the French compared to the British adopted
more centralised and standardised urban institutions within cities. Much of this literature
is based on contrasting the “indirect rule” strategy of the British with French “direct (and
assimilative) rule” (Silva, 2015; Njoh, 2006; Crowder, 1964)2. Following an economically-
oriented style of rule, the British operated under a dual mandate system and dual structure
of local government (Oto Peralias & Romero-Avila, 2017). Home (2015) develops the dual
mandate theme in detail for Anglophone Africa and some other parts of the British Empire:
"Native authorities would continue to govern the native population, while townships, largely
based on the cantonment model, accompanied the colonizers ... Land laws distinguished
between on the one hand, the plantation estates and townships of the European colonizers,
and, on the other hand, indigenous or customary land under the dual mandate approach...."
(p.55, 57). In summary, generally there was no overall integrative land use plan for a city.

Any planning focused on the British sections of the city.

Driven to establish dominance over their colonies and to promote cultural assimilation, local
French rule sought to bring all urban land under one control, supplanting all indigenous
institutional structures and practices with French varieties, and bringing all public service
provision under the local colonial government. Njoh (2006) provides significant details of
the French style of rule and city planning for Benin, Cameroon, Cote d’ Ivoire, Guinea, Mali,
Madagascar, Mauritania, Niger and Senegal, and Togo, with other details in Oto Peralias &

Romero-Avila (2017). As part of maintaining control over the landscape, the French wanted

course that means greater density is of benefit to social people.
2In dealing with local chiefs, British rule was advisory while French rule was supervisory, sapping "the
traditional powers of chiefs in the interest of uniformity of the administrative system" (Crowder, 1964).
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the different neighbourhoods spatially integrated and linked in a lineal pattern so that from
one intersection an official could see 2 km in four directions (Njoh, 2016, chap. 1). Different
chapters in Silva (2015) also detail how the French adopted centralised and standardised grid
systems. Durand-Lasserve (2005) writes about the urban dimension to the direct control
strategy: "Customary land management is not recognized.....In former French colonies, this
situation is clearly linked with....the French Centralist political model. It is characterised by
state monopoly on land, and state control over land markets and centralized land management

"

system....". We interpret these writings as indicating that, at the local level, the French
imposed more centralised city planning and land use management than the British. Even in
contexts where there are strong pre-colonial institutions especially in countries with a heavy
Islam influence and urban history such as Senegal, researchers such as Ross & Bigon (2018)
acknowledge the strong French imprint not just in the main colonial centres but throughout

urban centres in the country.

How might these differences affect spatial layout? Ross & Bigon (2018) argue that grid
structures of neighborhood road systems are found in many places across the globe historically.
What is more distinct is attempting to impose such a structure on a whole city so that grid-
like neighborhoods are linked together in a common gridiron, not as more disconnected
gridded pieces. We expect Francophone cities in the older colonial sections are more likely
to have lineal road and rectangular block structures throughout. As such the literature
argues that imposing a road grid pattern leads to greater contiguity (Libecap & Lueck, 2011;
Ellickson, 2012; O’Grady, 2014), where the aggregation properties of rectangles without gaps
or overlaps promotes contiguity of the spatial structure, reducing sprawl. Second leapfrogging
seems less likely at least historically in Francophone cities. British dual mandate already
allows for disconnected parts of the city; and, then in the disconnected native parts, the
British had a hands-off approach. The specifics of French centralized city planning allow for

neither3.

Methodologically, in terms of identification of causal effects of colonial rule, Africa gives an
experiment in which initial institutions are given by the happenstance of what colonial power
a city fell under, with country borders argued to be imposed from above with no regard for
local conditions, history, or past governance (Michalopoulos & Papaioannou, 2016). Even
if we think the colonial origin of a city is happenstance, the train of events could have left
Francophone versus Anglophone cities ending up on average with very different geographies,
which we know affects sprawl and city shape (Burchfield et al., 2006; Harari, 2017). We have
a large set of geographic controls to account for these effects and results are robust to many
experiments. However there could still be unobserved geographic features of cities or pre-

colonial histories which differ systematically between Anglophone and Francophone cities.

3However both regimes did advocate racial segregation, the French as part of an integrated physical city
layout.
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To meet this challenge to identification of causal effects, we conduct a border experiment
in West Africa identifying and matching cities within 100 km of borders between different
pairs of Anglophone and Francophone countries to ensure more equality in geographic and

historical unobservables. We find as strong effects for this border sample.

The context also lends itself to a second experiment, separating out the effects of colonial
influences due to the persistence of physical infrastructures and historical city layouts versus
persistence in influence in new areas of the city of colonial planning and land management
practices and norms. Historical spatial layout of cities affects urban form for many decades.
Public capital stocks are long-lived; and rights of way for roads which are key to laying out a
city once established are usually followed, given the high costs of acquiring new rights of way
in an already built-up area. Persistence due to prior infrastructure could go beyond the older
sections of cities to some degree, since postcolonial lay-outs may initially follow existing
types of patterns as accretions of older developments. An interesting paper by Huillery
(2009) argues that, for Africa, colonial investments in infrastructure had strong impacts on
people’s access to infrastructure 30 years after the end of colonial rule, potentially reflecting
persistence in the infrastructure itself and in post-colonial policies governing infrastructure

investments.

However, our context allows for a clear extensive margin where the primary influence cannot
be persistence of the physical. For 111 cities of the 318 of our cities which are included in the
World Cities Data set#, population grew by 550% from 1960 to 2000, with approximately the
same growth rate of Anglophone and Francophone cities. For 249 of our cities for which we
have a 1975 measure of the built cover area, built cover grew by 145% from 1975 to 2014. We
will focus on incidence of leapfrogging in areas of cities developed after 1990, in sections of
cities built well beyond the colonial physically influenced city. Here differential effects must
arise from colonial institutions and city planning and land management practises which persist
decades after the end of colonial rule, as well as post-colonial influence of former colonial
powers. Home (2015) and Scholz et al. (2015) argue with examples including Ghana and
Tanzania that generally Anglophone countries in the post-colonial era maintained colonial
era planning practices through at least the end of the 20th century. Individual countries
made some adjustments; and, in the 15 years, some have started to experiment with new
paradigms. Njoh (2004) makes the same argument for French West African countries, as
does Silva (2015, chapter 2): general inertia and continuation of colonial planning practises

in the post-colonial era.

This discussion leads to an organization of the paper and presentation of results in four
sections, after review of other literature, and introduction of the context and data. First we

look overall for cities in 2014 at the degree of sprawl as measured by openness and by overall

4http://www.econ.brown.edu/Faculty/henderson/worldcities.html
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area of the city. Then we turn to the more likely older and colonial influenced parts of a sample
of larger cities for which there is reliable Open Street Map (OSM) data, where persistence
of physical layout and infrastructure and its extensions will drive outcomes. There we
examine whether these sections of cities have more of a “Manhattan-like” gridiron structure,
with lineal roads, 4-way intersections, and rectangular blocks in Francophone compared to
Anglophone cities; and, for the full sample, we compare the intensity of built cover in older
parts of cities. Next we turn to our main results, where we examine a clear extensive margin
where persistence due to existing layout and road structures should not be important. We
look beyond the 1990 built area of the city, to identify patches of new development. We
examine whether Anglophone cities have higher counts of leapfrog patches and a higher ratio
of leapfrog to total number of patches of new development. We then conduct a number of
robustness tests and examine the issue of mechanisms and persistence. In the conclusions we

return to the question of why sprawl matters.

3.2 Related Literature

The related literature not already covered has two distinct veins: the more general literature
on colonialism and the literature on local governance and urban form. For the latter we divide

the review into theory versus empirical papers. Our review is brief.

3.2.1 Colonialism and Institutions

The literature on institutions and persistence (e.g., Banerjee & Iyer (2005) and Guiso et al.
(2016)) argues that historical institutional accidents can have a strong impact on modern
day outcomes>. Historical colonial rule and associated institutional choices have been docu-
mented to be significant for contemporary institutions, economic development and political
stability (Acemoglu et al., 2001; La Porta et al., 2004). La Porta et al. (2008) show that
having French civil law as opposed to British common law imposed resulted in differences
in regulatory outcomes, banking procedures, property rights enforcement and the like. They
argue that French civil law operates to control economic life, while Mahoney (2001) argues
that given the ideological differences underlying the two legal systems, French civil law is
more "comfortable with the centralized activist government"®. Oto Peralias & Romero-Avila
(2017) point out that in Africa with its limited extractive opportunities and large indigenous
populations compared to some other British colonial regions, even the imposition of British

common law was limited, while the French tended to impose direct centralist rule in all

SThere is the specific work on Francophone and Anglophone colonial legacy within a small area of Cameroon
(split into parts which are former British and French colonies) as affecting wealth and water outcomes Lee &
Schultz (2012).

°In a different vein, Acemoglu et al. (2011) argue that the imposition of French civil law in the 19th century
on areas of Germany which had remnants of feudalism and elitist extractive institutions improved subsequent
economic growth.
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colonies. For this paper, it is helpful to note the parallels between statements about French
civil law and our characterization of Francophone cities as being managed top down by a

central city authority with an eye to imposing regularity in design and layout.

3.2.2 Theory Literature on Local Governance, Urban Structure and

Sprawl

Theory papers examine the potential impact of an authority with overall control in metropol-
itan area governance, as opposed to there being either no control or decentralised governance.
An older literature dating back to the 1960s on the benefits of centralized city governance does
not deal with compactness per se’. However recent work focused on specific externalities
argues that cities with no centralized planning will have insufficient density. Rossi-Hansberg
(2004) and Helsley & Strange (2007) show that, in the face of communication or social
interaction externalities which decay with distance, absent appropriate regulation by a single
city authority, cities will lack efficient density of activity near the city centre. More inform-
ally, Brueckner (2001) and Brueckner (2005) note that uncoordinated developers will take
advantage of the fact that congestion is unpriced and public infrastructure may be subsidised
which will lead to sprawl, for example, through ribbon developments sited along government
built arterial roads. These are strong arguments that uncoordinated and decentralised land
development will result in cities that are less compact, offering an empirical prediction in
comparing Anglophone and Francophone cities. That said, these papers do not directly model
the political forces driving the decisions of a central authority, treating that authority as a

benevolent dictator.

Our main empirical results concern leapfrogging, which is examined in two theory papers.
Turner (2007) examines whether neighbourhoods on the urban fringe will have leapfrog
commercial developments. Henderson & Mitra (1996) consider a city with spatially decaying
communication externalities across firms and strategic competition by developers setting up
new developments on the city fringe. Such developments may be contiguous to old ones or
leapfrog. Both papers argue that higher intensity of development in the core city is associated
with a lower likelihood of land developers engaging in leapfrog development at the extensive
margin. In summary, the theory papers suggest that centralized control and more intensive

core city development which are aspects of Francophone rule can each reduce sprawl.

7See Davis & Whinston (1964); Hochman et al. (1995) There is also the huge literature on decentralization
of governance within countries. See a general summary in Oates (1999) and for within cities see Helsley (2004)
and Epple & Nechyba (2004).
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3.2.3 Empirical Literature on Land Use Regulation and Urban Form

A key paper by Libecap & Lueck (2011) uses a border methodology to study the allocation of
rural land in Ohio under a ‘metes and bounds’ system versus a rectangular survey system. The
former is a decentralised system with plot alignments and shapes defined by the individuals
claiming the land and topographic constraints, while the latter involves centralised and
regularised demarcation of surveyed plots. The authors find subsequent strong coordination
benefits and reduced transaction costs due to regularity, which they show metes and bounds is
less likely to achieve. Their exploration of land demarcation systems in rural areas suggests
land institutions in urban areas may be distinguished by their degree of centralisation and
standardisation. The parallels to colonial land demarcation systems were extended more
directly to cities by O’Grady (2014), focusing on an example comparing a centralised and
standardised rectangular grid demarcation with more ad hoc demarcation systems. O’Grady
(2014) shows that, for New York City, neighborhoods with a greater fraction of rectangular
grids imposed centrally and historically then experienced higher future land values and more

compactness, or higher density of use.

Other papers examine persistence in spatial outcomes driven by historical infrastructure
investments (e.g. Bleakley & Lin (2012) and Brooks & Lutz (2014))8. The key paper on
sprawl by Burchfield et al. (2006) analyses geographic and historical influences on the degree
of land use sprawl in US cities. Shertzer et al. (2016) argue that 1923 Chicago zoning
ordinances have a bigger effect on the spatial distribution of economic activity today than

geography or transport networks in Chicago.

3.3 Context, Data, Specification and Identification

In this section we describe the context and data, with more details given in the parts of
Appendix C.3.1 and in Table C.1. Then we turn to a base specification and issues of

identification.

3.3.1 Colonial Countries

Our classification of African countries by colonial origin is shown in Figure 3.1 (a) along with
the cities in our sample. The division is not always straightforward. World War I changed
the colonial map, with former German colonies being split among the French (e.g., most of
Cameroon) and British (e.g. Tanzania), with many complex splits vis-a-vis modern countries
(e.g., Togo). If we think governance procedures and urban plans were developed near the

end of the 19th century and early 20th before the end of World War I, those procedures could

8Michaels & Rauch (2017) look at the differential influence of the fall of the Roman Empire in France versus
England on urban population size and growth centuries later, based on the notion that French Roman settlements
persisted after the fall, while British ones due to political upheavals disappeared almost immediately.
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set the tone for decades to come. We would then face the problem of German influences
confounding the picture. Omission of these countries in robustness checks has no impact on
results. While some approaches to governance and land allocations are in place well before

World War I, many cities were in infancy potentially limiting the pre-World War I influence.

3.3.2 Data on Land Use and Cities

We utilize three epochs of land cover data - 1990, 2000, and 2014 - which classify pixels of
38m spatial resolution into different uses where our general focus is on built cover (impervious
surface) versus non-built cover (water, various vegetation and crop, barren water and so on).
These data are constructed from the Global Human Settlement Layer (GHSL) — a new global
information baseline describing the spatial evolution of the built environment, a project
which is part of the Global Human Settlement Project by the European Commission and
Joint Research Centre (Pesaresi et al., 2013). It is the most spatially global detailed dataset
on built cover available today. While the data are based on open access Landsat satellite
imagery, other information from publicly available and validated coarse-scale global urban
data (MODIS Global Urban Extents, MERIS Globcover and Landscan among others) to more
fine-scaled and volunteered geographic information (Open Street Maps and Geonames) are
incorporated® (Pesaresi et al., 2016). Available since 1972 (Ban et al., 2015), the GHSL
estimates the presence of built-up areas in different epochs (1975, 1990, 2000 and 2014)°.
For built-up cover we have two types in any year, the stock of built cover from the prior period
(defined to also be covered in the current and subsequent time periods) and new cover built

since the last period, which we use to analyse the nature of new development.

In applying these data, we have a base sample of 333 cities, of which 106 are former
Francophone cities and 227 former Anglophone cities, with the latter including 122 Nigerian
cities. These cities are reported in Table C.1 and shown in Figure 3.1 (a). These 333 cities
are all cities in the relevant colonial origin countries which are over 30,000 in estimated
population in 1990,!! which have built cover data for years of 1975, 1990, 2000, and 2014.

9Landsat data is typically available at 30m spatial resolution. GHSL employs an information fusion operating
procedure based on a tiling schema to combine the source Landsat imagery with other data, imposing further
restrictions on effective data resolution - the GHSL project adopts a nominal spatial resolution at the equator of
38.21m which best approximates the native 30m of the Landsat imagery.

10Pre-processed Landsat scenes were collected for the epochs (1975, 1990 and 2000) from the Global Land
Survey (GLS) at the University of Maryland (Giri et al., 2005) and were combined with Landsat scenes for
the 2014 epoch to create the spatiotemporal composite. The epochs that characterise the built-up GHSL data
approximate the temporal dimension of the GLS data. Epochs signify a time-period range around a given year
from which the best available Landsat scene is drawn. For instance, the 1990 epoch for a city i may be drawn
from 1988, while it may be 1992 for city j. Processing uses supervised and unsupervised classification based
on a combination of data-driven and knowledge-based reasoning. Spectral, textural and morphological features
are extracted and a supervised classification method relying on machine learning is employed using a global
training dataset derived from various sources at different scales.

UThese are based on population censuses around 1990 and with growth to 1990 generally based on city
population growth rates between two relevant population censuses.
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We use Citypopulation.de to get city population numbers (based on Censuses), supplemented
with data from Africapolis for Nigeria. We set 30,000, because across countries and time
there is a difference in population cut-off points for reporting on city populations; a 30,000
cut-off provides more consistency in reporting. We also wanted cities to have some degree of
maturity to urban spatial development and planning (or lack thereof). We then apply criteria
on the extent of persistent cloud cover to get cloud free city-year observations for 2000 and
201412, Removing cities with cloud cover and hence only partial coverage for land cover, in
2000 we have 299 city observations and in 2010 we have 307, with a total of 318 out of 333

cities in one year or the other.

From the base sample, in robustness checks, we explore various sub-samples. One is West
Africa which is distinct as seen in Figure 3.1 (a), in that it contains most of the Francophone
countries. Another sub-sample excludes Nigeria which is a third of the sample, to make sure it
is not driving the results. There is a sample for Open Street Map analysis of all Francophone
cities over 300,000 in 2012, with the size bound imposed to ensure more reliable Open
Street Map data which are new to Africa. These 20 cities are then propensity matched to 20
Anglophone cities over 300,000 (out of 68) which have similar attributes like populations,
growth and coastal location, among others. We will use these to analyse differential urban
structure and road layouts in the colonial portions of larger Francophone versus Anglophone
cities. These cities are listed in the Appendix and mapped in Figure 3.1 (b). Finally there is a
sub-sample of newer cities founded after 1800, whose origins are more likely to be colonial.

These cities are denoted in Table C.1.

3.3.3 Data on Geography and the Extent of the City

In applying these data, we must define the spatial extent of cities. Since outcome measures
involve aspects of the built environment, we do not want to use a measure based on built cover
per se to define the extent of the urban area. We will note later how that biases results, by
tending to omit extensive margin developments which are more leapfrog in nature as opposed
to infill and extension. We rely on night light readings (Elvidge et al., 1997) for Africa and
define the city to be the area within the outer envelope of all areas lit for at least two of
the last 5 years from 2008-2012 (Donaldson & Storeygard, 2016; Henderson et al., 2017).
African cities generally have low light levels, so we do not threshold the lights to be above
some cut-off. For smaller cities thresholding tends to exclude obvious built areas (looking at

Google Earth) and even some entire cities. In very big cities, blooming is an issue and the

12We require the city-year to be 95% cloud free in 1990 for initial stock variables and 100% free in 2000 and
2014 for flow variables. We lose 49 city-year observations from imposing the O cloud cover restriction and 11
more from requiring no more than 5% cloud cover in 1990. If we imposed a O cut-off in 1990 for cloud cover,
there would be a loss of another 65 cities. We use the 1990 built cover within our cities at times as a control
variable, when looking at flows to 2000 or 2014. Since 1990 defines 2000 pre-built area, in the 2000 analysis
any 1990 cloud cover areas in a city are dropped from the calculations for that city.
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lights boundary can include large undeveloped areas and cover satellite towns. In various
robustness checks, some reported in Baruah et al. (2017) and some later in the paper, we
experiment with imposing light thresholds, setting distance limits over which we look, and
trimming the cities with high maximal and low minimum distances from the centre to the
farthest edge. Results are robust to these experiments. We use night lights to define the city
centre, as the brightest lights pixel (about 0.8 x 0.8 km square near the equator) in 1992/93.
We also defined smoothed built cover boundaries for cities as described in the Appendix for
1975, 1990, 2000, and 2014. The 1990 measure gives an urban core, beyond which, in the

extensive margin, we will find over 98.5% of our post-1990 leapfrog patches.

3.3.4 Specification

Throughout the paper, regressions have the following general form:
Yiit = XijB + Z;j0 + Anglophone + €, (3.1

where i is city, j is country and ¢ is time. The initial regressions are cross section. The later
leapfrog ones will be flow measures for 1990 to 2000 and 2000 to 2014; there we will add a
time dummy to the error structure, d;. X;; are city i factors which are either time-invariant or
for which we want a base period measure. Z;;; are time-varying factors where relevant in the
leapfrog regressions. The coefficient of interest is ¢ - the Anglophone differential. For the
border experiment in Section 3.6.2 we will also adjust the error structure to have fixed effects
for 14 cross-border clusters of cities in close spatial proximity. In addition, for all relevant
tables we do an Oaxaca (1973) decomposition to obtain the differential for Anglophone cities
based on the differential in outcomes not explained by differences in characteristics. That is,
we estimate

Y4 = X584+ 25,04 + &,

F _ yF pF F gF | _F
Y =X B + 2,0 +¢&;,

(3.2)

and calculate the unexplained part X7 (84 — 8F) + ZF (64 — 07), as well as the explained part.

A basic identification issue is whether Anglophone cities differ from Francophone because of
colonial origins or because of differential underlying geographic conditions of cities which
influence urban layout, regardless of colonial origins, noting that Burchfield et al. (2006), Saiz
(2010) and Harari (2017) all show that geography influences urban form!3. Our X;; controls

on geography reflect this concern. We use measures found in different literatures, starting

3There are also social conditions and in a developed country context we might worry about differential
attitudes towards use of the automobile and the development of sprawl. First we note that even in seven major
Sub-Saharan African cities, automobiles presently account for under 15% of trips (Consortium, 2010). Second,
that fraction would have been even smaller in the colonial era.
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with Burchfield et al. (2006). First there is terrain where hilly areas spread out developments
around inaccessible topography. We have measures of ruggedness as defined by Nunn &
Puga (2012) done here at a 30m x 30m resolution and of the range of elevation within the
city. Water is another constraining feature - we have whether a city is coastal, distance to the
coast from the city centre; and, if the city is coastal, the length of coastline (in km) within
its boundary. More extensive coast means more inlets and bays again influencing city shape
(Harari, 2017) and thus the possibility of gridiron structures. For the same reason, within the
city, we control for the fraction of pixels that are inland water (lakes, rivers, wetlands). We
control for average rainfall and average temperature for 1950-2000 and for an index of soil
suitability for cultivation from Ramankutty et al. (2002), all reflecting in part the opportunity
cost of land at the city edge. We have base 1990 land cover in the city which will appear in

leapfrog specifications.

Finally we control for local ethnic-linguistic fractionalization (ELF), where increased frac-
tionalization and the potential for conflict may affect sprawl, for example inducing people to
spatially separate more within cities for example. The 19th edition of the World Language
Mapping System gives polygons showing the extent of any language group circa the early
1990s. Polygons of different languages may overlap and languages are defined in trees by
different levels from 1 up to 15. So a level 1 is Indo-European; level 3 is Indo-Aryan; level
7 includes Punjabi and Urdu; and below level 7 are local dialects such as “Eastern Punjabi”.
For details on the use of these data see Desmet et al. (2018). Within each city we define ELF

as

ELF, = 1= (x},)? (3.3)
m

where n,lﬂ ; 8 the share of group m in city i at language level /. Ethnolinguistic fractionalization
starts at O for unilingual cities and rises towards 1. Following Desmet et al. (2018) we
generally use level 15 for languages although results do not change with a coarser resolution.
We populate the city and construct these shares using the GHS data, with resolution at the

1km grid square.

The hardest items to deal with are growth and economic opportunities for the city. We have
initial population size (based on circa 1990 population) and lagged country level GDP per
capita, a Z;j, variable. For a city specific growth control, we experimented with various
measures of local and national growth of night lights and national urbanization rates which
yield similar results, but decided to directly condition outcomes on individual city population
growth rates, despite the potential endogeneity issues. Faster growing cities will be more
likely to sprawl per se in the short run and Appendix Table C.8 hints at modestly faster average
growth among Anglophone cities. We thus decided this was a critical control, and viewed
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any feedback of sprawl on growth to be second order. Fortunately, results are essentially
the same with and without the economic controls. The growth control is specifically the
annualized city population growth rate from 1990 to 2012. This loses us about 9% of the
sample due to lack of circa 2012 population numbers. We also control for whether the city
is a national capital in 1990 or not; and, if not, its distance from the national capital and the
center of power as in Campante & Do (2014). As part of opportunities, we control for the

malaria index from Anthony et al. (2004).

3.4 Overall Patterns in the Data for Cities as a Whole

Using the GHSL Landsat based data, first, we correlate an accepted measure of sprawl with
Anglophone colonial origins to see motivating patterns in the data. We examine the openness
index from Burchfield et al. (2006) for the overall city. For openness, following Burchfield
et al. (2006), for each built-up 38m x 38m pixel in a city in a year we calculate the fraction of
unbuilt pixels in the immediate 1 sq km neighbor. These fractions are then averaged across
all built pixels in the city. The measure reflects the extent of open space around the typical
built pixel in a city. Second we look at the lights area of cities, to see if, ceteris paribus,

Anglophone cities occupy larger areas.

What correlations do we see in the raw data? First, we compare distributions of openness for
Francophone versus Anglophone cities, !4 based on graphs in Burchfield et al. (2006). Figure
3.2 (a) and Figure 3.2 (b) show the probability distribution function (pdf) for the distribution
of built-up pixels in 1990 and 2014 by the percent of land not built in the surrounding one
square kilometer (i.e., openness). In both years, the dotted line for Francophone relative to
the solid line for Anglophone shows the Francophone pdf shifted left. Francophone cities
tend to have a greater fraction of built pixels in areas with very low openness and a smaller
fraction of pixels in areas which are very open, suggesting that Francophone development is
more compact and Anglophone more sprawled. Visually it may appear that the differential is
smaller in 2014, raising the possibility of some convergence. We did explore this issue, but
regression work suggests that, conditional on 1990 openness, there is no distinct Anglophone

convergence in openness between 1990 and 2014 (Baruah et al., 2017).

Table 3.1 examines the Burchfield openness index in 2014 in regressions controlling for geo-
graphy and other city characteristics and focusing on the Anglophone city effect. Column 1
has no controls. Column 2 adds in all geographic and situational controls including distance
to the national capital, a malaria index, and a local measure of linguistic fractionalization.
Column 3 adds the country lagged GDP per capita control and the listed controls on 1990

population size and growth in Table 3.1. Results on these controls are in Table C.2. The

14These are 307 cities where the Landsat images used are 95% cloud free in 1990 and 100% cloud free in
2014.
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Anglophone effect in column 1 is an increase in openness of 23 %. It drops modestly and
insignificantly when geographic and situational controls are added and is little affected by
economic controls. The end result is that Anglophone countries have 17 % more openness.
Some critical controls variables in Appendix Table C.2 have expected impacts in Burchfield
et al. (2006): bigger cities have less openness and cities with greater elevation differentials
have more. We note that it could be that French centralised land use control may have
responded to differential geography of cities differently than the more decentralised Brit-
ish approach. The Oaxaca decomposition yields unexplained effects which are similar in

magnitude to the base regression coeflicients in columns 2 and 3.

Columns 4-6 of Table 3.1 turn to the area of cities as measured by the lights boundary,
following the same format as columns 1-3. In column 6 with full controls, Anglophone cities
occupy 29% more land than their otherwise similar Francophone counterparts. Coeflicients
for control variables are in Table C.2. The Oaxaca unexplained effect of Anglophone at 27%
is close to the base estimate of 29%. One should worry about lights being a noisy measure
of larger and smaller city areas. We ran a robustness check in Table C.9 in the Appendix
trimming the sample by dropping the bottom and top 2.5% each of the sample by distance
from the center to the nearest boundary point. Trimming has little effect on magnitudes,
whether we measure sprawl by openness or total area. In summary in Table 3.1, Anglophone
cities as a whole have significantly more sprawl. The task now is to look at the two margins,
intensive in the colonial influenced sections of the city and extensive in effectively the areas
beyond the 1990 built part of the city.

3.5 The Colonial Portions of Cities

We define portions of cities as possibly being under direct colonial influence if they are within
5 km of the city centre. These include the old colonial sections and, through road extensions,
the potentially physically colonial influenced sections of the city. For larger cities we know
the spatial layouts of the colonial sections, today and some historically from maps. For all

cities we know their current intensity of land use, or built cover.

3.5.1 Road Layouts: Anglophone Versus Francophone Cities

To better understand aspects of colonial influence we start with an example, which first
compares Bamako to Accra, and then Brazzaville to Harare. Examples are difficult to
construct since the key is to have city-pairs for which we could obtain detailed road maps
from about the same year near the end of the colonial era. We also want cities with similar
initial and final sizes. All four cities emerged as cities in the late 19th century, Bamako and
Brazzaville under French rule and Accra and Harare under British. Starting with Bamako and

Accra, their populations were similar in the early 20th century: Bamako at 16,000 in 1920
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and Accra at 18,574 in 19115, They retain that modest population difference with Accra at
roughly 2.3 million and Bamako at 1.8 million today. While Accra is a coastal city, Bamako
is on a major river with the initial city on just one side (like a coastline). Bamako had its first
(apparently implemented) road plan in 1894 (Njoh, 2006, p. 92), replacing spontaneously
prior developed roads with a street network on a classic gridiron with streets intersecting
perpendicularly (Njoh, 2001).

Bamako’s urban land was under state control by 1907 with the "Plan d’une cite administrative
- un quartier de Bamako", with the state supreme in land allocations and assignment of set
plots (Bertrand, 2004). Accra proceeded under the usual British dual mandate without
a comprehensive plan until The Town and Country Planning Ordinance of 1945 when,
according to Grant & Yankson (2003), “zoning and building codes were strictly enforced to
maintain an orderly European character and ambience”, with a focus on the European Central
Business District (Ahmed & Dinye, 2011; Grant & Yankson, 2003).

Figure 3.3 (a) and (b) show the road layout in the older sections of these cities, roughly up
to Skm out from the city centre. For Bamako we show the 1963 road layout from tracings of
road maps and the road layout today from Open Street Maps. For Accra we show the roads
for 1966,'¢ as well as today. Visual inspection suggests several takeaways. First there is
physical persistence in both cities - roads that were in place 50 years ago generally remain in
place today. Second Bamako presents as having large sections of intense dense, gridiron-like
road structures where neighborhoods are interconnected by mostly long lineal roads. Also,
1963 fringe roads that appear to meander to the northeast have in some cases been replaced
by grid-like structures. New sections of the city generally are on a rectangular grid structure.
In contrast, Accra shows much less grid-like structure with fewer lineal connecting roads
between developments even in the colonial parts of the city. Moreover, new developments on
the fringes of the colonial parts of the city appear to have much less rectangularity and lineal

connections than Bamako.

Figure 3.3 (c) and (d) show a comparison between Brazzaville and Harare. Both cities had
a population of about 50,000 in 1945'7. These populations have grown to about 2 million
or more based on available information. The Figure shows current OSM roads and the 1958
and 1954 mapped roads in respectively Harare and Brazzaville. The comments we made

on rectangularity and lineal connected or gridiron roads systems for Accra versus Bamako

I5For Bamako: "France: Africa: French West Africa and the Sahara". Statesman’s Year-Book. London:
Macmillan and Co. 1921. pp. 895-903 — via Internet Archive. Colony of French Sudan. For Accra "Population
Studies: Key Issues and Continuing Trends in Ghana" S.N.A. Codjoe, D.M. Radasa, and S.E. Kwankje,
Sub-Saharan Publishers, Accra, 2014, p.115

16The source of both old maps is Bodleian Library of Oxford University. Itis digitized by Ramani Geosystems,
a firm based on Nairobi.

"From respectively Robert Edmond Ziavoula, ed. (2006), Brazzaville, une ville a reconstruire, Paris:
Editions Karthala; and the Demographic Yearbook 1955 of the UN
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apply equally well in this comparison. These illustrative mappings suggest evidence of more
regular layout and centralised planning in Francophone cities compared to their Anglophone

counterparts.

To test whether these differences hold more generally, we took all 20 Francophone cities in
Sub-Saharan Africa over 300,000 in 2012, to analyse road layouts from OSM. Since OSM
data are relatively new for Sub-Saharan Africa, we restricted our sample to larger cities and
to mapping within 3-5 km of the city centre to try to ensure better reporting. We then chose
20 corresponding Anglophone cities over 300,000 out of the 68 in that size range, using a one
to one Mahalanobis distance based matching approach without replacement. The covariates
include initial city population in 1990, city annual estimated population growth from 1990
to 2012, average rainfall from 1950 to 2000, coastal dummy, and absolute elevation, noting
the comment earlier on including potentially endogenous variables. With matching, means
of the matching variables show insignificant differences between Francophone and chosen
Anglophone cities (See Table C.3 in the Appendix). Also in the end there are 11 Nigerian out
of 20 Anglophone cities, effectively matching Francophone ones concentrated in West Africa.

Other samples drawn to reduce the Nigerian count show similar if not stronger results 8.

For this matched sample we ask if the Francophone colonial sections of cities and immediate
extensions have different structures than Anglophone ones, with a more regular and connected
road system, which would guide the complementary layout of private investments. Here we
give quantitative evidence of the more standardised grid system of Francophone cities. Figure
3.4 illustrates the process followed and derivation of measures. In part A we have the raw
OSM road network data for part of a city and part B shows the derived roadblocks. Roadblocks
are categorised by their degree of rectangularity using the minimum bounding rectangular
method of Zunié et al. (2012) and Rosin (1999). The minimum bounding rectangle is a
rectangle which minimally encloses the actual block polygon. Rectangularity of a block
is the ratio of the area of the block to the area of its minimum bounding rectangle - a
perfectly rectangular roadblock would be 1, and the ratio tends to fall as it takes on more
complex shapes. Part C of Figure 3.4 ranks all the blocks in the shot - the dark blocks with
rectangularity measures equal to or greater than 0.9 are ones we call rectangular blocks. We
chose a cut-off of 0.9 to allow for measurement error and topography in approximating perfect

rectangles.

Part D of Figure 3.4 shows how we define gridiron blocks, which is the basis for our main
measure and captures contiguity in rectangularity of layout in the city. To be a gridiron block,

ablock must be rectangular blocks, be devoid of dangles, and be connected to all neighbouring

18For example, for another project, we had a sample of 55 cities generally over 240,000 for which we
obtained SPOT data which was weighted against having too many Nigerian cities and towards greater country
(Francophone) coverage. We also matched with Anglophone cities without an explicit requirement that they be
over 300,000 which again weighs against Nigeria.
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blocks by 4-way intersections. Dangles are roads off the regular road network which lead to
no connection (i.e., dead-end), or blocks with a cul-de-sac, dead-end, or T-intersection; and
they are illustrated in Part E of Figure 3.4. Part D of Figure 3.4 shows in yellow the subset of
rectangular blocks which qualify as gridiron. For analysis we calculate the share of gridiron
blocks to all blocks in the area in question, to capture the degree to which there is an overall,

and connected gridiron structure.

We believe OSM data pretty comprehensively maps roads in these 40 African cities up to
about 5 km from city centres, covering both the colonial parts of the city which generally
lie within 3 or fewer km of the centre and post-colonial immediate extensions. Further out,
mapping is expected to be of poorer quality because of the incomplete nature of volunteered
OSM information. In Figure 3.5, for each of these cities we show the fraction of gridiron
blocks out to 5 km with Anglophone cities represented by the darker shades. Francophone
cities generally have higher shares of gridiron blocks. The Anglophone outlier, Bur-Sudan
(Port Sudan), was a new “planned city” from scratch, like for example Canberra. The
visual impression is confirmed by a regression coeflicient giving the average Anglophone
differential. Anglophone cities average 20 percentage points fewer gridiron blocks, from a
mean of 17. The sample means are almost the same at 3 and 5 km, so there is no overall
diminishing of regularity with the 150 percent increase in area covered. We also looked at
the share of dangles. Anglophone cities have 3.5% higher shares of blocks (for a mean of
10.7) with at least one dangle to all blocks of the area in question, but the coefficient is only
significant at the 11% level.

Overall the results suggest a strong colonial influence of centralised control and grid planning,
as suggested by Njoh (2016) and Durand-Lasserve (2005), which persists until today '°.

3.5.2 Intensity of Land Use in the Colonial Portions of Cities and Im-

mediate Extensions

We now return to the full sample. Corresponding to grid-like structures of roads is much
greater intensity of land use in the colonial portions and their extensions for Francophone
cities compared to Anglophone, indicating much greater compactness. In Table 3.2, for the
full sample of cities, we show ring by ring intensity regressions for 2014, as we move out
from the city centre in 1 km increments. The dependent variable is the log of the total number
of built pixels in each ring. Shown are the coeflicients for Anglophone and for an additional
covariate beyond those in Table 3.1: the log of number of available pixels (built or not) in

each ring by city, which also allows for differential ring counts based on geography (e.g.,

190ne issue is whether Anglophone cities were regularly laid out but just not on a rectangular grid, using
more diagonal roads with roundabout intersections. We checked the count of roundabouts within 5 km of the
centre. On average there is no difference between Francophone and Anglophone cities.
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rings intersecting a coastline or river).

Forrings 1-2, 2-3, and 3-4 km Anglophone cities have 46-64% fewer built pixels, with similar
Oaxaca unexplained portion effects. Anglophone rings near the city center are much less
intensely developed. After 4km, the sample starts to drop as we lose smaller cities with no
area beyond the given radius. At 4-5 km and beyond out to 11-12 km, there are no significant
differences for Anglophone countries although coefficients are generally negative. A full ring
set of results and many other intensity specifications are in Baruah et al. (2017). We report
two here. The first is in column 7 of the table, where all rings are pooled out to 20km and we
estimate the height and slope to the intensity gradient as we move away from the city centre.
Anglophone cities have 73% less intensity at the centre; Francophone cities have a steep slope
to the intensity gradient of -0.29; and Anglophone cities have a significantly flatter slope of
-0.19. In Table C.3, when we estimate the gradients separately for the two samples, we get
essentially the same slopes of -0.29 and -0.20. Given the height and slope differences, the
two gradients cross at about 8 km from the center. This raises an issue of how to examine the

comparative extensive margin of cities, which we will discuss below.

The second related aspect concerns the one cross-section for 2014 where, besides the count
of built pixels, there is a measure of the intensity of building in those built squares for built
pixels: an estimate of the fraction of the grid square that is covered with built surface from
the GHSL. Table C.5 shows this for the rings 0-1 to 5-6 km. Anglophone built grid squares
are less intensely developed than Francophone ones and significantly so from 1 to 4 km. The
bottom line is always that Francophone cities have much more intense land use in the older

colonial physically influenced portions of cities than Anglophone cities.

The evidence so far indicates that Francophone cities are more compact overall and in
particular in colonial physically influenced sections of cities. We want to look beyond these
sections of the city, to examine persistence through more than persistence of physical colonial
layout. Moreover openness and intensity raise two problematic measurement issues. First
in looking at these measures, it is hard to define the comparative extensive versus intensive
margins of cities in a simple way. For the same city populations, Francophone cities are
smaller and extend less from the city centre. At, say, 7-9 km, many middle size Francophone
cities will be ending, or at their edges and extensive marg