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ABSTRACT

The thesis comprises three chapters and an introduction. Chapter
1 extends the basic Principal-Agent model by allowing the principal
to investigate the agent after the latter has chosen his action.
The threat of investigation can be used by the principal as an incentive-
scheme, As is well known, this scheme 1is most effective when the
punishment imposed on an agent who is found shirking is as large as
possible. It is shown, however, that there will be limits fo the
optimal size of penalties if the principal makes inspection-errors and
if he cannot precommit himself to a given inspection-strategy. |
Furthermore, i1f one of these two assumptions is not verified then the

principie of maximum deterrence may still apply.

Chapter 2 addresses the question of whether an incumbent seller
who faces a threat of entry into his market does prevent entry by
signing long-term contracts with his customers. The related question
of the optimal length of contracts between the incumbent and his clients

is also considered.

It 1s shown that such contracts do prevent entry to some extent
but that they never completely preclude {it. Furthermore, it is
established that such contracts are socially inefficient. Finally,
when the seller possesses superior information about the likelihood
of entry, it is shown that optimal contracts may be of finite length,
since the length of the contract may act ;s a signal of the likelihood

of entry.

Chapter 3 deals with vertical restraints in manufacturer-retailer

contractual relations. The case of a manufacturer who sells a



homogeneous good to retailers who compete in prices and "post-sales"
services, 1is considered. It is shown that éimple férms of vertical
restraints, such as resale-price-maintenance and franchise-fees,
dominate the optimal linear-price contract but are dominated by }
vertical integration. The analysis 1s concluded with the deséription

of an optimal contract.
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INTRODUC TION

fbe thesis comprises three self-contained chapteré, which can be
read independently. Each covers a specific aspect of the role of
contracts in industrial organisation. Te 1i£erature on contracf
theory in industrial organisation (or transaction—cost economics) has
developed in a number of different areas in recent years. The purpose
of this introductionn is to relate each chapter to the existing body of
research. Over the past twenty years the literature has gfown so large
that it would be difficult to provide a comprehensive sur&ey. Most
existing surveys have had to concentrate on a specific line of researéh
(see for example Baiman (1982); Blair-Kaserman (1983); Rey-Tirole
(1985a) and Williamson (1985)). We shall, therefore, be‘very selective
and will limit ourselves to presenting only the maih issues at stake

and the underlying themes in the existing literature.

Transaction-cost economics is concerned with three fundamental
questions: Firstly, a large volume of research has been devoted to the
problem of the optimal allocation of transactions inside the firm and
in the market. This includes the question, "What determines the
optimal size of the firm?" This is a very important question, since it
underlies much of the literature on vertical and lateral ihtegration,
mergers and take-over bids. Standard microeconomic theory takes the
market-structure as given and represents the firm as little morerthan a
production-function. Transaction cost economics, on the oﬁher hand,
views the cofboration as a nexus of contracts,.with the cdrporate
charter taking a constitutional role fér the firm. Hence, thg |

<<firm versus market>> question reduces to an optimal contracting



Problem: the optimal allocation of residual rights through contracts.

The second broad question, which transaction costs = economics
tries to tackle, is the optimal internal organisation of the firm, and
how this structure affects the firm's behaviour in the market. For
examﬁle, how is authority and control optimally delegated within the
firm? What determines the hierarchical structure of firms? This
field of investigation is generally known as managerial economics. It
was first developed in the early sixties by, most notably, Marris |
(196L4); Simon (1959), Williamson (1964), Cyert and March (1963). Two
main themes are prevalent: (1)) most modern corporations are
characterized by the separation of ownership and control; so that the
objectives of managers do not necessarily coincide with those of the
shareholders. (2) As a result, modern corporations do not seek to
maximise profits and, as a consequence, their behaviour in the market
will be very different from what standard micro-economic theory
predicts. The formal foundations of managerial econohics were not laid

until the Principal Agent theory was developed in the 1970's.

The third main topic of interest concerns the iséue of how the
various contractual practices, which firms enter into affect
competition in (intermediate) industries; also, in the opposite
direction how competition disciplines individual firms' opportunistic
behaviour. In particular, to what extent competition may act as a
substitute for sophisticated incentive-schemes. The main difficulty
here is that many of the contractuél practices made between suppliers

and buyers are designed to enhance efficiency, (by promoting the



right incentives of each party), but may simltaneously be acting as
coordinating devices to enforce a cartel, or perhaps be acting as
entry-barriers against potential entrants. As Williamson pointed out,
thislleads to the direct confrontation of two fundamental contracting
traditions:

'<<The two polar contracting traditions for evaluating non-standard
or unfamiliar contracting practices are the common law tradition and
the antitrust or inhospitability tradition. Whereas contractual
irregularities are presumed to serve affirmative economic purposes
under the common law tradition, a deep suspicion of anticompetitive

purposes is maintained by the antitrust (or inhospitability)
tradition>> [WilXliamson (1985), p.200].

Naturally, all of the three main issues are closely linked. For
example, it is difficult to separate the <<firm-versus-market>>
question from the problem of whether contractual restraints serve the
purpose of maintaining a monopoly position or whether they are meant to
ensure the efficient execution of transactions. Similarly, issues of
internal organisation of firms have a bearing on the <<firm-versus-
market>> problem. These inter-connections are reflected in the three
chapters in the thesis. Thus, while chapters two and three concentrate
on the third issue of the role of contracts in intermediate markets
they also deal with aspects of the first question indirectly, since
they compare various contractual practices with the vertical
integration solution. Chapter One, on the other hand is concefned with
the internal organisation and delegation literature since it studies a
specific monitoring scheme (random inspection) in the context of a
Priﬁcipal—Agent model. Despite the obvious interconnection between
these three broad issues it is still uéeful to consider each one in -

isolation.



(1) The entrepreneur coordinator versus the price mechanism

Coase (1937) was the first to raise the question of why some
transactions are undertaken inside a firm while others are mediated
through the price system. He phrased his question as follows:

<<Outside the firm, price movements direct production, which is
coordinated through a series of exchange transactions on the market.

Within a firm, these transactions are eliminated and in place of the
complicated market structure with exchange transactions is substituted

the entrepreneur coordinator, who directs production. It is clear that
these are alternative methods of coordinating production. Yet, having
regard to the fact that if production is regulated by price-movements,
production could be carried on without any organisation at all, well
might one ask, why is there any organisation?>> [(Coase (1937) pp.388].
Indeed, the very existence of firms implies some form of market
failure. Having recognised this, however, the next question is: Why is
not all production carried out by one big firm? Coase identifies
several reasons which limit the size of the firm. They are all

classified under the heading <<diminiéhing returns to management>> and

include:

(1) the costs of organising production: If, beyond a certain point,
the marginal cost of organising an additional transaction within the

firm is increasing, then there will be a limit to the size of the firm.

(2) As the number of transactions increases, the entrepreneur will

tend to misallocate resources more.

These are obviously somewhat vague categories. The reasons for market
failure given by Coase are also obscure. They include:

(1) the costs of discovering what the relevant prices are on the

market,
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(2) the costs of negotiating and concluding a separate contract for
each exchange transaction,

(3) the costs of writing completely contingent long-term contracts.

To be sure, these are costs that are also faced by the entrepreneur
inside the firm. Thus Coase has not clearly identified the reasons for

market failure that lead to the existence of firms.

The major challenge for research after Coase was to identify more
precisely the determinants of how transactions are allocated between
firms and the market. This is what Williamson has tried to answer (see

also Klein, Crawford and Alchian (1978)).

Williamson's argument is in three steps: first, he delimits the
underlying causes of transaction costs, attributing them essentially to
a combination of asset specificity, bounded rationality, opportunism
and uncertainty (this is also the line taken by Klein, Crawford and
Alchian). The main difficuity is, however, in haking precisevthe
meaning of each of.these four categories. The second step is in
demonstrating why, and when, internal organisation is more efficient in
minimising transaction costs. The last step is to identify theilimnits

to the size of firms.

The main problem with asset-specificity is that, even if thefe is
competition between buyers and sellérs in intefmediate markets before
the signatﬁre‘of a contract, once the buyer and the seller have signed
the contract, (and have invested in specific assets), they are locked

into a bilateral monopoly relationship. If an event then occurs which
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has not been anticipated by the parties, and is not covered by their
agreement, then they will have to find a new agreement. In this
situation, each will try to exploit his newly acquired monopoly
posifion at the expense of the other. The bargaining outcome will in
general differ from the sharing-rule that the parties would have agreed
on e#-ante, had they anticipated the event. As a result, if parties
are aware that they might find themselves in ex-post bargaining
situations they may under-invest ex-ante, since they anticipate

that they will not be able to fully appropriatevthe returns to their
investment. (It is implicitly assumed here that ex- ante investment is

not contractible).

As is clear from the above argument, asset specificity only poses
a problem if situations arise in the future which have not been dealt
with initially in the contract. Williamson argues that such events are
likely to occur both because future outcomes are uncertain and because
people either cannot foresee all the possible future events or find it
too costly to write a complex contract which incorporates all possible
future contingencies. In other words, people have bounded
rationality. Finally, neither‘uncertainty nor bounded rationality
would cause any problems if people were not pursuing their self-
interest systematically. In Williamson's vocabulary, it is because
people are opportunistic that events which have been left out of the
initial contract are a problem, for when they do occur agents will
baréain over the sharing of the remaining surplus in such a way as to

induce ex~ante inefficient investment.
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Asset-specificity should be understood in a very broad sense.
Whenever a party to the contract invests in assets which are more
valuable to the parties to the contract than to outsiders, it invests
in a specific asset. Thus, on-the-ﬂob-trainiﬁg‘or learning-by-doing
are both examples of specific human capital. It is clear that in the
absence of asset-specificity, ex-post opportunism disappears and

consequently, the inefficiency of initial investment.

The next question to consider is, why internai organisation might
be more efficient at reducing transactién-costs than an appropriate
long-term contract signed by a buyer and a seller on the market?
Presumably, asset specificity and opportunism are still relevant
aspects of transactions carried out inside the‘firm. Any argument
which purports to show the superiority of internal organisation over
the market mist rest on the notion that internal organisation 6ffers a

wider set of instruments than the market. The difficulty then is to

identify instruments available inside the firm but not outside it.

Williamson identifies four such instruments:

First of all he argues that internal‘organisatioh is more flexible
than outside contracting. It allows a swifter adaptation to a changing

environment.

Secondly, when a buyer and a seller are members of the same firm
they will tend to cooperate more than if they were members of

different firms.

Thirdly, the firm is better at resolving internal conflicts than a

Judge. Managers can exercise their authority in a more selective and
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precise manner.

Finally, the firm knows more about its internal operations, since
internal audits are better than external audits. In other words,
internalising some operations will allow the manager to relax éome

information conétraints.

Each of the four reasons given by Williamson is vague and
questionable. Thus as Grossman-Hart (1985) argue, it is nét clear why
internal audits ought to be superior to external audits. One might
even argue that in some cases internal audits are worse since they are
more susceptible to be biased by corruption. Similar criticisms can be

applied to the other reasons given by Williamson.

The last step in Williamson's argument is to expiain why firms do
not grow larger and larger, relative to the market. This is another
tricky problem which has yet to receive satisfactory answers, as
Williamson himself admits. In 1967 he argued that firms vere limited
in size because of the <<control-loss>> phenomenon which he describes 
as follows in his recent book:

<<If any one manager can deal with only a limited number of
subordinates, then increasing firm size necessarily entails adding
hierarchical levels. Transmitting information across these levels

experiences ... losses ... Which are cumilative and arguably
exponential in forms>> [Williamson (1985), p.134].

This argument has also been explored by Mirrlees [1976] and Calvo-
Wellicz [1978], who developed models where the hierarchy is formed by
several layers of Principal-Agent relationships. These studies show

that when some inefficiency arises at higher levels in the hierarchy
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it will trickle down to all subordinates. Thus the more subordinates
and hierarchical tiers there are, the larger the aggregate in-

efficiency. This will tend to put limits to the size of firms.

This is a plausible argument but it is unsatisfactory mainly
because it is implicitly assumed that the entire firm is manageed from
tge top and that information is transmitted from bottom to tbp across
all the intermediate tiers. Clearly internal organisation can be mch
more flexible than this. Indeed there is no reason a priori why
internal organisation should not be able to replicate what is feasible
on the market, whenever the market organisation becomes more
efficient. In order to get a better understanding of the costs of
Bureaucracy and red-tape a more detailed study of internal organisation
is necessary. We shall discuss some recent research in this direction

later.

Another approach in the literature has been to identify situations
where the vertical integration solution can also be achieved through
restrictive clauses written into contracts between input-suppliers and
downstream firms. The purpose of this research, was fifst of all, to
explain why some standard clauses such as franchise-fees, tying
arrangements, exclusive territories or resale~price-maintenance are
~commonly used in contracts between buyers and sellers in intermediate
industries (see for example the surveys by Rey-Tirole (1985a) or
Mathéwson-Winter (1986)). The second aim was to bring about a
consistent approach of antitrust law to4vertical integration and

vertical restraints. If both integration and vertical restraints have
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the same effects then they ought to be treated the same way. Blair and
Kaserman (1983), explain that in the US:

<<The‘iegal status of the contractual alternatives to vertical
ownership integration varies from per se illegality to presumptive
legality.>> [Blair and Kaserman (1983), p.l54].
As a consequence, this strand of the litefature made clear that the
relevant comparison is not between a vertically integrated firm and a
competitive market, but rather between vertical integration and the
alternative contractual arrangements, which are available in the
market. This, in turn, makes it mich harder to explain vertical
integration. Indeed, it is extremely difficult to get away from the

economic equivalence between vertical integration and some alternative

optimal contract.

Most of the literature on vertical restraints not only shows that
there exists an alternative contractual solution to vertical
integration but also that such an alternative contract is usually of a
very simple form. It only involves one or a combination of the
standard clauses, which were mentioned above. Secondly, this
literature shows that these vertical restraints are privately and
socially efficient ((see Mathewson-Winter (1986)). Thererare two
exceptions, however. One is Rey-Tirole (1985b), who show that when
there is aggregate demand uncertainty or if there are shocks on costs,
then none of the above standard clauses will in general be efficient.
The second exception is Chapter 3 in this thesis. Here 1t is
demonsﬁrated ﬁhatifeftical integration dbminaﬁeéréénﬁraﬁté with
standard clauses, such as resale-price maintenance or frahchisé—fées

and that as a consequence these are inefficient contractual
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arrangements. This does not imply that there does not exist an
alternative contractual arrangement, equivalent to vertical

integration. In fact we derive one such alternative contract.

One of the reasons why vertical control by ownership is equivalent
to vertical control by contract in this literature is because the
domain of feasible contracts is very large and the situations described
are very simple. In more complicated environments, when parties are
forced to write incomplete contracts, this equivalence ought to
disappear. This is the point made by Williamson, but as was explained
earlier, he did not provide reasons that are sufficiently precise to
distinguish exactly when vertical integration is better than a
contractual alternative. Recently, however, Grossman-Hart (1985) have
attempted to provide a formal model of the costs and beﬁefits of
vertical integration along Williamsonian lines. They define
integratidn as the power to exercise control over thé ;sseté ownéd by
the firm. To avoid ex-ante inefficient investment caused by ex-post
opportunism, it may be optimal (depending on how bad ex=-post
opportunism is and how specific ex-ante investment is)‘to vertically .
integrate so as to be able to control ex-post the other aéent's assets,
They argue that vertical integration is a better solution than a
contract that specifically allocates rights to control assets in
situations

<<where there are many aspects of a firm's operations, each of
which may be important in a different contingency, and thus the costs
of assigning specific rights of control, ex ante are much higher than

the iosts of assigning generalized control>> [Grossman-Hart (1985),
P.llj. ,
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In other words, vertical integration is equivalent to a contract which
assigns generalised control over all assets. Finally, Grossman-Hart
identify the following costs of vertical integration:

<<the owner of firm 1 will have the power to intervene in firm 2
in ways which may distort the incentives of firm 1's manager.
Moreover, the owner cannot commit himself to intervene selectively in
his subsidiary's operations since by their very definition residual

rights refer to powers that cannot be specified in advance.>>
[Grossman-Hart (1985), p.T].

The inability to intervene selectively has also been émphasised
by Williamson in his‘recent book. It remains necessary to get a
clearer understanding of how this might be related to the size of the
firm, and why this problem gets worse as the firm grows larger. This
requires a closer study of the internal organisation of the firm, an

area to which we shall now turn.

(2) The Internal Organisation of Firms and the Delegation Problem

Economists have become more and more interested in issues of
interﬂal organisation, partly because in many industries some firms
have grown to be very large and cbmplex organisations and the share of
these corporations in the economy has grown larger and larger.
Furthermore, many of these firms have diversified their activities in
different markets and across national boundaries.  They are usually
widely held corporations, with a very larée number of shareholders,
each owning only a small fraction of the firm's assets and with most
shareholders hot taking an active part in rﬁnning the corporation.
Such modern corporations are characterized by the separation of

ownership and control.
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This separation has been considered very important by managerial
economists who argue that because of it, large corporat;ons do not
behave like profit-maximising firms. Instead, if is thought that since
managers }un the corporation and because sharehol&ers are free-riding
on monitoring management, executives are free to pursue their owﬂ
interests'(which are different from the shareholders' interests),
subject to a minimum profit constraint. The executives' objectives
are typically, <<expense preference>> or <<emoluments>> (Williamson
(1963)); the growth of the firm (Marris (196k4)), or revenue |
maximisation (Baumol (1959))). More generaliy it is argued that
managerial firms tend to grow larger than entrepreneurial (or profit-
maximising) firms. Furthermore, the benefits that accrue to managemenf
from the consumption of perquisites are described as rents that
managers extract from shareholders:

<<Emoluments represent rewards which if removed would not cause
the managers to seek other employment>> [Willliamson (1963), p.1035].

Most of the conclusions (and the arguments), of the early
literature have been severely criticised. Jensen and Meckling (1976)
have summarized one of the main objections to managerial economics as
follows:

<<In practice it is usually possible by expending resources to
alter the opportunity the owner-manager has for capturing non-pecunary
benefits. These methods include auditing, formal control systems,
budget restrictions and the establishment of incentive compensation
systems which serve to more closely identify the manager's interests

with those of the outside equity holderse.. >> [Jensen-Meckling
(1976), p.323].

More generally, even if there is a separation of ownership and

control is it clear that product and capital-market competition will
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not discipline the firm to behave as if it was ﬁaximising profits? We
shall deal with this question iﬁ the next section. Despite the
criticisms, it is now widely recognised that the delegation problem
between shareholders and management is important and that it requires

better treatment.

The new foundations of managerial economics have been provided by
the Principal-Agent theory. According to this theory, the shareholders
aré‘aﬁére that management will try and pursue different objectives from
theirs and therefore will write a contract with the manager that gives
him the right incentives to run the firm in the shareholdefs' interest.
For example, the manager may be offered shares of the company or stock
options; which bring his objectives more closely in line with those of
shareholders. (Alternatively, this theory says that managers are aware
of the incentive problem and are prepared to write contrac£s which give
the shareholders guarantees that they will run the firm in the owners'
interests, in exchange of a higher remineration). In fact, the
Principal-Agent theory has also provided new foundations for most
recent research on internal organisations. We will thus, briefly,
review the basic principal-agent model before turning to the numerous
applications. (There are two complementary surveys on the Principal-
Agent literature; one by Baiman (1982) and the second by Hart and

Holmstrom (1986)).

Two basic Principal-Agent models can be distinguished. One is
called the hidden action model and the other the hidden information

model. . The main difference between the two models has been presented
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in the following terms by Caillaud-Guesnerie-Rej-Tirole (1984):

Suppose that the profit generated by the agent, q, is a function of the
agent's action a € A and two random variables, 6 and e« Thus q =
f(a,0,€). Sgppose furthermore that the realisatioﬁs of these two‘

random variables are known to,the agent as follows:

(2) contract o (4) realisation
signed of € R
(1) realisation (3) agent chooses (5) the agent
of @ acA and the
: Prinéipal

observed output
q = f(a,0,e )
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Then the hidden action model corresponds to the case where both
the Principal and the Agent know 6 before the signature of the
contract, but where the Principal only observes q (and not a and €).
Furthermore, the agent has different preferences over actions than the
Principal. The hidden knowledge model, on the other hand, corresponds
to the situation where the principal does not observe 8, but where he

can observe (or infer from other observations) the agent's action.

In many situations both aspects are combined but it is useful to
consider them in isolation. The hidden action model seems most natural
as a representation of the shareholder-manager delegation problem,
since the conflict of interest arises over the way the firm should be
run and managers have superior information over their choice of action.
Consequehtly, this has been the most commonly used model to study

delegation problems inside the firm.

So far we have not said anything about how the conflict of
interest is formalised. In the hidden action model what is emphasised
is the trade-off between incentives and risk;sharing while in the
hidden-knowledge model the trade-off is between truthful information
revelation and the cost of screening. This latter cost may take
different forms depending on what variable is wused to screen the
agent. These types of conflict are different from the one described
in the early managerial theory of the firm.. One weakness of this
early literature was that most variables that entered the managers'
utility function were observable and verifiable. Thus they were

contractible and the divergence of interest between managers and
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shareholders could then be eliminated through an appropriate contract.
In addition, the trade-off between incentives and risk-sharing explains
why for example part (buf not all) of managers' renumeration is through
shareholdings. This is a widely observed practice which previous
managerial theories failed to explain (see Jensen- Meckling (1976),

Pp,330-331).

The Principal-Agent theory does, however, have some drawbacks.
Firstly, it does not explain why in practice linear incentive schemes
of the form R = w + s.q are so common (here R = manager's renumeration;
w = base wage; q = profits; s = share of profits that accrue to the
manager). Optimal incentive schemes in the Principal-Agent theory are
usually much more complicated and severe restrictions on the
distribution-function over ¢ are needed simply to guarantee the
monotonicity of the optimal incentive scheme. The point is that the
optimal sharing rule is extremely sensitive to the form of the
distribution function over e. Thus Hart and Holmstrom (1985) write:

<<The fact that we can view the optimal incentive scheme as
responding to inferences is intuitively very appealing but also
problematic for placing restrictions on s(q). The connection between g
as physical output and as statistical information is very tenuous, 1In
fact the physical properties of q are rather irrelevant; all that
matters is the distribution of the <<posterior>> (or the likelihood
ratio) as a function of the agent's action.>>
A notable exception to these problems 1s the recent paper by Holmstrom
and Milgrom (1985). They explain that linear schemes may be optimal in
a special multi-period Principal-Agent model, where the agent is

assumed to have an exponential utility function.

The second and probably more serious weakness of the hidden-action
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model is that it cannot generate useful predictions as to the optimal
choice of action by the agent and how his choice of action differs as
the incentive-problem gets worse. This makes it very difficult to
determine in what respect the behaviour of managerial firms differs
from that of a profit-maximising firm. Holmstom and Weiss (1985) have
developea'a model where they show that managerial firms tend to under
invest (in bad states) and as a result this may lead to g}éater
variability in aggregate output and investment. The trick-in their
model, however, is to transform the hidden-action problem into a
standard screening problem. Another study by Marcus (1982), has shown
that because managers in managerial firms cannot diversify away the
risk imposed on them by the contract signed with shareholders, they
tend to both underinvest in risky projects and waste resources in

reducing the variability in profits.

Despite these weaknesses, the Principal-Agent model has been
fruitfully used to explain how the separation of ownership and control
may imply a determinate debt-equity structure of the firm. Jensen and
Meckling (1976) offer a very interesting discussion along these iines
and suggest the following explanation of the determinateness of the
debt-equity ratio. If the owner-manager finances part of his
investment project through equity he will not receive all the benefits
obtained by running the firm efficiently. He will thus have a tendency
to slack. On the other hand, if he finances his investment project
through debt, he will not bear all the costé if the project fails but
he will get all the benefits if it succeeds. As a result he will tend

to take a more risky course of action, which is against the interest of
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bond holders. Debt financing will then become more costly as the size
of the debt becomes large. The optimal debt-equity ratio will then be
determingd when the cost of an additional unit of debt equals the
agency-cost of an additional unit of equity. More recently,
Grossman-Hart (1983) have provided another explanation of debt-equity
ratios b;éed on the idea that bankruptcy may act an an incentive scheme
for the manager. If the latter dislikes the event of bankruptcy he can
precommit himself to run the firm efficiently by incurring debt: the
existence of debt implies the possibility of bankruptcy and the risk of
going vankrupt (given the level of debt) can only be reduced if the
manager runs the firm efficiently. The optimal debt—equitj ratio is
then determined as the outcome of the manager's optimal commitment
probleﬁ. Eoth these studies, and others (see Ross (1977); lLeland and
Pyle (1977)) have stressed the importance of asymmetric information in
explaining the optimal debt-equity ratio. One weakness in all these
models, however, is that they

<<beg the question why capital structure needs to be used for

incentive purposes when direct incentive schemes would appear cheaper
cos>> [Hart-Holstrom (1985), p.2h].

This brings us to the question of what information regarding the
agent's performance, ought to be taken into account in a direct

incentive scheme?

Holmstrom (1979) answered this question by providing a very
powerful sufficient statistic theorem. Suppose for example that
instead of basing the manager's remneration solely on profits,

q= p.xv(where P = price and x = quantity sold), shareholders decided
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to base his remneration on price and quantity variances. Then to
disaggregate between price and quantity leads to an improvement if and
only if gisaggregation influences the likelihood ratio. Tat is, let
f(p.x|a) be the density of profits given the acﬁion, a, chosen by the
agent and let h(p;x]a) be the joint density of price and quantity given
a; then éisaggregation provides additional useful information about the
agent's action if the following equality is not satisfied:

fa(px|a) _ ha(p,x|a) - almost everywhere a ¢ A,
t(px|a) h(P,x|a)

(see Baiman-Demski (1980)).

Thus, if profits q are a sufficient statistic for (q,P) or (q,x)
then there is no point is disaggregating. Profits are a sufficient
statistic, for example, when to every profit outcome there corresponds

a unique price-quantity pair.

The main consequence of Holmstrom's theorem is that the standard
one~period Principal-Agent model where the only perforﬁance measu;e is
profits, is too restrictive. Much additional information'ought to be
used in an optimal contract. As a result much research has been
devoted to studying how repeated relationships and relative-
performance evaluation could reduce the incentive problem by providing
more information to the Principal (see for example Rogerson (1985) on
repeated Principal-Agent relationships and Mookherjee (1983) on

relative performance evaluation).

A third line of research has been devoted to optimal investigation
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policies. When the principal can observe another signal of the agent's
action (or possibly the action choice of the agent), by paying a fixed
cost, what is the optimal investigation policy and how should the
~transfer to the agent depend on the observation of this new signal?
This problem has particularly interested theoretical accountants who
have been concerned about two specific aspects of investigation
policies, the decision-facilitating role of new information and the

decision-influencing role [for a survey see Demski-Kreps (1982) 1.

The decision—facilitating problem is one where the investigator
mist decide whether or not to acquire further information about a
process, when the information he has already obtained about it is
imperfect and does not reveal whether the process is still in control
or not. ‘This is formally equivalent to a product-quality test problem,
where the investigator must“decide,'on view of the results of a

preliminary test, whether to carry out anotherytest or not.

The decision influencing problem ie basieally‘ah incentive problem
where the principal must decide how to make best ﬁse oflﬁhe threat‘of
inspection to discipline the agent. Typically, in most investigation
problems inside the firm, the two aspects are combined. Fbr example,
shareholders may decide to audit management both for inoentive purpoeea«
and to acquire additional information which will help to allocate new
investment. GJesdal (1981) has compared the value of information for
decision-facilitating and decision—influencing purposes in a general
one-period Prlncipal-Agent model. Not surprisingly he finds that the

value of an information system is not the same in general, when used
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for decision-facilitating purposes and when uséd for incentive reasons.

One of the main difficulties with optimal random investigation
policies, when used for incentive purposes, is thét it pays to impose a
penalty that is as large as possible on an agent who is found shirking.
This is éhe principle of maximum deterrence. The problem is that this
principle is rarely applied in practice and it is hard to find
straightforward explanations for this state of affairs. Chapter 1
takes a closer look at this problem and investigates whether the
possibility of punishing an innocent agent might imply a bound on
penalties and thus invalidate the principle of maximum detérrence. The
‘answer is somewhat surprisingly hegative. This result still holds when
the principal makes inspection-errors. (Note that the results obtained
depend very mich on the model specification. For example Polinsky-
Shavell (1979) obtain the opposite conclusion in a different model (see

Chapter 1)).

To close this section we shall briefly mention other applications
of the Principal-Agent paradigm to issues in internal organisatian.
Firstly, Holmstrom (1982) has used a Principal-multi-agent model to
formalise the idea suggested by Alchian-Demsetz (1972) that the main
role of the firm is to ascertain the marginal products of team members;
Thus if the production of a given commodity or service is undertaken by
a team,‘then the market will not be able to distinguish each team
member's contribution. As a result, Alchiaﬁ-Demsetz argue that each
member will have an incentive to shirk and free-riding can only be

reduced if a manager specialises in the activity of monitoring each
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member's performance.

Holmstrom gives a slightly different interpretation of the role of
the entrepreneur-manager. He shows that any sharihg rule (of aggregate
profits) which satisfies budget balance mist yield an inefficienf
outcome (i.e. agents are free-riding). The role §f the entrepreneur-
manager is then to break this budget balance and become a residual
claimant, in order to achieve an efficient outcome. In other words,
the manager sets up a Groves-revelation mechanism to induce each
worker to truthfully reveal his action choiée. It is well known that

he can ohly do this by breaking bﬁdget-balance. B

A second application of the Principal-Agent theory has been tb
study hierarchies inside the firm. In section 1 we have mentioned some
work by Williamson (1967), Mirrlees (1976) and Calvo-Wellicz (1978)
along ﬁhése lines. What these studies have overlookéd however is that
as soon as we have a three-tier relationship of the form, Principal-
Supervisor-Agent, (which in practice characterizes most hierarchies),
there is scope for collusidn betwéen some members‘in the hierarcﬁy
against uﬁper (or lcwer)‘tiers.' This problem has been stﬁdied by
Tirole (1985), who shows that the incentive problem gets'worée when
one takes into account collusive fehaviour., Inbparticular, it is
shown that the natural coalition is between the supervisor and the
Agent (more generally, collusion tends to take place <<at the
. organisation's nexus of informed parties>>»tl&role (1985), p.l3].

Thus, the supervisor tends to act as an advocate for the agent. In

addition, repetition of the relationship is now less desirable (or even
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undesirable) since it facilitates collusive behaviour.

Finally, collusion in organisations may explain why they tend to
be run by rules leaving little discretionary power to intermediate
tiers, since then supervisors and agents have little scope for cheating

the Principal.

(3) Competition and Long-term Contracts

Compared to the vast literature on the question of markets
versus hierarchies and on the internal organisation of firms,
relatively little research has been undertaken on how competition
reduces the scope of opportunistic behaviour in contractual relations.
On the other hand, competition is often invoked in informal discussions
~ about managerial slack as a disciplinary force which suffices to bring
managerial firm's behaviour in line with that of a profit-maximising
firm. Thus, in his review of Galbraith's book: <<The New Industrial
State>>, Solow wrote:

<<It is possible to argue - and many economists probably would
argue - that many management controlled firms are constrained by
market forces to behave in mich the same way that an owner-
controlled firm would behave, and many others acquire owners who like
the policy followed by the management>> [Solow (1967), p.103].
The disciplinary force of competition has been emphasized both in the
capital market (see Manne (1965)) and in the product market (see
Machlup (1967)). More recently, Fama (1980) suggested a reputation-
argument, whereby managers and other agents inside the firm are

efficiently disciplined by competition and the desire to establish a

reputation on the market for their services.
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Vice-versa, as far as the effect of long—ﬁerm contracts on
competition is concerned, another informal argument often heard, is
that long—term contracts between a buying firm and a selling firm
cannot prevent competition from working efficiently. For example,
Robert Bork put forward the following argument:

<<The problem is to know what exclusion is improper. All business
activity excludes. A sale excludes rivals from that piece of business.
Any firm that operates excludes rivals from some share of the market.
Superior efficiency forecloses. Indeed, exclusion or foreclosure is
the mechanism by which competition confers its benefits upon society.
The more efficient exclude the less efficient from the control of
resources and they do so only to the degree that their efficiency is

superior.>> |Bork (1978), p.137].

There have bheen several attempts recently in formalising the idea
that competition plays a disciplinary role in various markets. Most
studies conclude that, in general competition is not a sufficient
~disciplinary force to obtain efficiency. Worse than this‘even, it is
possible to show that competition may have adverse effects in reducing
managerial slack. In a similar vgin Chapter 2 demonstrates that long-
term contracts may have adverse effects on competition. That is,
market foreclosure may lead to social inefficiencies. Several authors
have also developed arguments that portray the role of certain
contractual clauses as coordinating devices of cartels. We shall first
review the literature on the effect of competition on incentives and
then that regarding the anticompetitive aspects of contractual

relations in intermediate industries.

The seminal paper by Grossman-Hart (1980) has uncovered several
difficulties with the argument that the threat of take-overs is

sufficient to discipline management. Firstly, it is poihted out that
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take—ovérs may fail because of a free-rider proﬁlem among shareholders.
The reason is that a raider is only willing to take over the firm if
he can increase profits after the raid. Existing shareholders are
aware of this and may want to hold on to their shares in order to
benefit f?om thé increase in profits, hoping that a sufficiently\large
number of other shareholders is willing to sell and hence make the raid
feasible, But every shareholder will make the same reasoning so that
no single shareholder will be prepared to sell and thus the take-over
attempt is bound to fail. Because of free-riding there may not be any
disciplinary threat of take-overs at all. Grossman-Hart suggest that
sharehqlders can improve on this state of affairs by somehbw committing
themselves not to get the full benefit of the take-over if it takes
place., That is by diluting their property-rights. From a social

- welfare point of view, of course, the threat of a take-over should be
maximised by having maximum dilution but this does not agree with the
shareholders' private interest. They would get a very low tender price
if dilution was large. Thus, in general take-overs will not lead to

"social efficiency.

A second point implicit in Grossman-Hart's analysis is the idea
that the take-over mechanism is not a substitute for an optimal
incentive scheme but rather supplements an optimal delegation
contract. If there was no incentive-scheme then whenever there is
separation qf ownership and contrbl, the m;pager wquld slack, thus

. profits would fall. If this is anticipated at the time,thgt’the raider

wants to sell his shares again, then the latter could not make a profit

simply by buying up a firm, reorganising it and selling it back. He

DKWAAD
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can gggl_ﬁake a profit if he introduces a better incentive scheme than
the old one when he takes over the firm. This leaves open the question
of why existing shareholders did not introduce the optimal incentive-
scheme in the first place? There may be many reasons for that and
recently Scharfstein (1985a) has explicitly modelled how the existing
incentive scheme can become outdated. He assumes that management is
likely to become better informed than shareholders overtime and can
then use its informational advantage to slack. Scharfstein then shoys
that an optimal incentive scheme involves the threat of a take-over but
that from a social efficiency point of view again this threat will be
<<to0 small>> since.shareholders tend to set tender prices <<too

high>>.

Schleifer and Vishny (1985) have extended the Grossman-Hart model
by explicitly modelling the raiders' search process of target-firms and
competition among raiders. In their model an attempt is made to
explain the commonly observed take-over resistance tactics used by
incumbent managers; Also, Harris-Raviv (1986) have recently modelled
the rolg of the financial structure of the firm as a means to reduce
the threat of a take-over: In the short-run, an owner-manaéer can more
easily prevent a take-over (wvhen this is in his interest) by

substituting debt for shares held by other shareholders.

If competition in the capital market cannot completely discipline
management, neither can competition in the product market. The
disciplinary role of product-market competition has often been

considered in evolutionary terms and a recent exposition of this
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approach can be found in Nelson-Winter (1982). An o0ld question in
economics 1s whether or not one can validate the hypothesis of
profit-maiimisation by appealing to some natural selection argument,
whereby only profit-maximising firms can survive. This is indeed how
Friedman (1953) Jjustified profit-maximisation. Now Nelson-Winter
(1982) show that this need not be true: there are many decision-
rules (some very inefficient in particular environments) which can
survive along with profit-maximisation rules in long-run equilibrium.
The reason is that many rules may work as well as profit maximisation
in a stable environment but very poorly in new circumstances not often
encountered. Then, as long as there is no systematic perturbation in
the long-run these rules will survive. The difficulty with this
literature, for our purposes is that it does not yield any predictions
as to the influence of competition in the product-market on the
contracting process inside the firm, since this process is not

explicitly modelled.

The first formal attempt in this direction was by Hart (1983) who
considers a market where a fraction of managerial firmg coﬁpetes with
entrepreneurial firms (e.ge. profit-maximising firms). In his model the
incentive problem is extreme in two respects: firstly because the
manager's effort and output are not observable by shareholders. Thus
all the latter can insist on is some minimum dividend payment,
,independént of the profits realised by the firm. Secondly, managers
are assumed to have very special tastes. Théir utility function has
the form: U(I) - V(a) where U' == for I < I and U' =0 for I > I.

Shareholders are uncertain about the firm's costs which can be high or
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low, but thése costs are correlated among firms. This correlation is
sufficient fof competition to play a role in reducing slack in
managerial firms. The reason is that when costs in a managerial firm
are low, they will also be low in some entrepreneurial firms. As a
result the latter will expand output. This lowers equilibfium prices
and managefial firms' profits. Thus shareholders can give a smaller
rent to low-cost firms to get their managers to truthfully reveal

their costs.

Finally, Hart argues that if one assumes that it is more costly to
set up an entrepreneurial firm than a managerial firm (because of
monitoring costs) then product-market competition cannot eliminate
managerial slack (this can only be achieved by increasing the fraction
of entrepreneurial firms in the market), for if it did, then there

would be no incentive for setting up an entrepreneurial firm.

One may wonder whether competition could not have a more
disciplinary effect on managers if the latter were assumed to have more
reasonable tastes. Scharfstein (1985b) has shown that, surfrisingly,
with more plausible managerial tastes, competition in the product
market can make things worse. Instead of the utility function
specified by Hart, he assumes that:

a + Bl I£I>0  ((80)
"u(1) = E
-0 ifI<oO
(when B=0, his utility function reduces to Hart's utility function).

In this more general setting, Scharfstein explains that the following
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Problem may arise:

<<Now consider the effect of an increase in competitive pressure
from entrepreneurial firms. This leads to a drop in the price in the
bad state (when costs are high) since entrepreneurial firms are more
efficient, thus ceteris paribus, the profits of managerial firms in the
bad state go down. It then becomes easier for managers in the good
state (when costs are low) to shirk since the profit target they must
meet is lower. This effect feeds back into the design of the optimal
contract, resulting in greater slack in the bad state. Rather than
mitigating the incentive problem competitive market pressure
exacerbates it>> [Scharfstein (1985b), p.2].

This phenomenon could not arise in Hart's model, since any change in I
(the profits that the manager gets) does not affect the managers
utility, (unless I < I). Therefore, neither does it affect his

incentive to slack.

A final area concerns the disciplinary role of competition among
managers and workers inside and outside the firm. This hes also been
fecently formaliseds In particular, Fama's argument that managerial
slack will be eliminated because managers are concerned about thelr
reputations, has been analysed by Holmstrom (1982b) in’a simple dynamic
model. He assumes that the managerfs output is a noisy function of
ability and effort, that no contingent contracts ere available, and
most importantly, that ability is initially unknown both to the market
and to the manager himself. Since contracts are non—contingent, the
only reason why a manager would want to increase his supply of effort
today is to influence the market's future beliefs about his ability.
The supply of effort is then most‘valuable when little is known‘aboup
the manager's ability. As a result manegere tehd to’suppky too much‘
effort when they are starting their career endrlittlekis known about
them and toe little effort after successive observations of output

make the market's beliefs much more precise. Efficiency, on the other
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hand, requires a constant supply of effort over time. The basic
roint of Holmétrom's argument is that reputation formationlis valuable
only temporarily. Furthermore, if considerations of risk-aversion by
managers were also taken into account there would be even greater -
inefficiency. Indeed, Holmstrom provides two examples Vhere
reputation-considerations when managers are risk-averse, induce the

latter to choose safer projects than shareholders would like,

We shall now turn to the other side of the coin, namely how long-
term contracting in intermediate industries affects the competitive

process.

There has been a long debate in the antitrust literature about‘
exclusive dealing contracts and their effect on the competitive
process. A focal point in this debate has been Judge Wyzanski's
controversial decision in the famous case:

~<<United States versus United Shoe Machinery Corporation>>
(see Bork (1978; Caves (1984) and Posner (1976)).

United Shoe was producing shoe-machinery which it then leased to
shoe-mﬁﬁufacturéré; Over the years it has developéd e complex system
vof leases whereby only a small fraction of shoe;manufacturers’saw their
leases expire at any given time. United Shoe's marketyshare'was‘mdre
than 80% and it was thought that the leasing system}developed by United
Shoe was éet up to prevent entry. Judge Wyzaﬁski decided that this
allegation was well—foundéd énd declared that United Shoe had'violated

the Sherman act.
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His decision has been a subject of continued debate, despite the
fact that affér his ruling United Shoe's market share dropped
considerably. Judge Wyzanski's critics have basically argued'that
long-term contracts could not have an entry preventing effect which is
socially harmful, since it is hard to conceive why a buyer (seller)
would be prepared to perpetuate a seller's (buyer's) monopoly
position by signing a long-term contract with hime The same point was
made again in a nﬁmber of other famous legal cases like <<Fedefal Trade
Commission v. Motionpicture Advertising Service Co.>> or<< Standard
0il Co. of Califofnia and Standard Stations v. United States.>>

(see Bork (1978).

In a formal model set up in Chapter 2, we demonstrate that
exclusive dealing contracts will have an entry-preventing effect for
much the same reasons as\why the take-over mechanism doés not wofk
perfectly in the capital market (one may view the raider as a
potential entrant into the market represented by the firm hé wants fo

raid) .

The crux of the argument is that whenever ah incumbent seller
signs a long term contract with a buyer, thé 1dtter mist pay damages
to the séller if he breaches the contract and switches to the entrant.
These damages are like an entry fee which the entrant nust‘pay to the
contractors. (The latter can then split this fee between them in
whichever manner they desire). Thus the bu&er ﬁnd the seller as a
coalition will set this entry fee in the same ﬁay as a monopolist sets

his price when he does not know the reservation-values of his
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customers: not too high (in order not to discoﬁrage entry too much)
and not too low (in order to get a high enough entry fee). Of course
social gfficiency requires that this entry-fee should be set at a
level where a more efficient entrant is not prevented from entering.
Private incentives, on the other hand generate higher entry fees than

the socially efficient level.

This is a very general principle. It explains the inefficiency
of the take-over mechanism in Grossman-Hart (1980)) and Scharfstein
(1985a), for example. It may also be an explanation for severance pay
in labour contracts. It also explains why in many markets (take for
example the housing market) bu&ers are required to make down-
payments before the final delivery of the goods. (There are of course
alternative explanations like Williamson's hostage theory, when there

are specific assets involved, which would also explain down-payments).

As Posner and Bork pointed out, the entry preventing nature of
such contracts depends on the length of the contract. Indeed, in
<<FTIC v Motion Picture Advertising Company>> the judge ruled thgt
exclusive dealing contracts of limited length (one or two years) were
permissible. Given the importance of the length of the contract in
this context, one may wonder what determines the optimal length of the
contract? This turns out to be a very difficult question. On the one
hand a well known principle says that (absent transaction costs)
parties‘should sign the longest possible céntract whenever they engage
in mutually advantageous trade. On the other hand, most contracts in

practice are signed for an explicit finite duration. Clearly,
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<<transaction costs>> and <<bounded rationality>> must be important
reasons for why contracts are of finite duration but this information
is not of mich help since <<transaction costs>> is a notably vﬁgue

- category and we do not have a satisfactory theory of <<bounded
rationality>>., - We have therefore attémpted to follow another route in
Chapter 2. We seek to explain the finite length of contracts through

asymmetric information at the time of signature of the contract:

Suppose that initially the seller has superior information about

the probability of entry than the buyer. Then the length of the

contract becomes a signal for the seller's information:

If the latter knows that the probability of entry is small he can
signal his information by signing a short-term contract. The reason is
that it would be too costly for a seller who faces a high probability
of entry to mimick a seller who faces a low probability of entry, by
signing a short-term contract. The length of the contract is then
increasing with the likelihood of entry.. We thus have a simple theory
of contract length which allows us to sidestep thekdifficult queétion

of what is <<bounded rationality>>.

Exclusive dealing contracts are not the only iméediment to
Competition. Contracts in intermediate industrieé may also be éocially
harmful because they serve as coordinating dévices for producer
cartels., Of course, << price fixing>> arrapgements or <<concerted
refusals to deal>$ are illegal, but seemingly innocent clauses may have
the same indirect effect as these explicit cartel-coordination

practices. It is not surprising then that there have always been two
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different approaches to non-standard contractual arrangements, one, =
(the Coasian view) - emphasizing the private (and possibly social
efficiencf) aspects of various contractual provisions, the other - (the
anti-trust view) - trying to find anti—competitive motives behind these

various clauses.

Resale-price-maintenance (RPM) is a classic example of such a
contractual restraint. Indeed, in his seminal article, Telsér (1960)
gave both an efficiency explanation for RPM and an anti-competitive
explanation. In Chapter 3, we summarize his efficlency explanation and
also provide an alternative efficiency explanation to Telser's, based

on post-sales service-competition by retailers.

Here we briefly mention his other explanation. Telser argued that
cheating on a manufacturers' cartel was more difficult if all
manufacturers imposed RPM on their retailers than if they did not. The
reason is that deviation from the cooperative strategy is more easily
detected by the other cartel members, when there is RPM, since by
cutting the wholesale price a chiseler can only expand int§ other
outlets and thus substantially reduce the market-share of his
competitors. This will be easily detected. If, on the other hand, he
also allowed retailers to lower his retail price then he could claim
that the increase in his market share was due to an increase in demand
induced by the fall in the retail price (and not the wholesale price
which is assumed to be unobservable). Unfértunately, this argument has
not been formalised yet and it is unclear whether it would stand on its

feet if it was analysed more carefully.
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Recently Salop (1986) argued that two other contractual
provisions the "clause of the most favored nation" and the "meeting the

competitién clause" may serve as cartel coordination devices.

The most favoured nation clause (MFN) guarantees a buyer the same
price as the lowest price conceded by the seller to any other buyer.
Such a clause can reduce competition among sellers considerably, since
it makes it very costly for sellers to engage in fierce price-

competition over new clients.

The meeting the competition clause (MCC) guarantees a buyer the
same price as the lowest price offered in the market by any seller.
Usually, it is the entry-preventing effect of MCC's thaﬁ is
emphasized. If an incumbent seller adopts an MCC he will eliminate the
threat of entry since he thereby makes sure that én entrant will never
have any customers. In Chapter 2 we show, however, that for
entry-deterrence purposes‘such clauses are inefficient since they
completely preclude entry and thus prevent the buyer and the seller
from cashing in on the entry fee. G&alop, however, argues that they
facilitate cartel—coordination:

<<Buyers are automatically given the rival's lower price until all
firms raise their prices. This eliminates the transitional losses that
might otherwise deter price-rises. It also eliminates the rival's

transitional gains and with it the incentive to delay a matching price
increase.>> [Salop (1986), p.281].

It is certalnly also possible to give efficiency-explanations for
the existence of these types of clauses (see, for example, the

discussion following Salop's paper in Stiglitz-Mathewson (1986)), thus
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making the antitrust judge's task extremely difficult. The
interactions between competition and contracting in intermediate

industries are extremely complex and have as yet been insufficiently

well explored.
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CHAPTER 1

RANDOM INSPECTION AND OPTIMAL PENALTIES IN THE

PRINC IPAL-AGENT RELATIONSHIP

INTRODUCTION

The purpocse of this chapter is to reconsider the problem of the
optimal size of penalties to be imposed on a shirking agent when the
principal is allowed to inspect the agent's choice of action, ex-post.
This problem has received a 1lot of attention in a wide variety of
contexts. To our knowledge, Becker (1968) was the first té address
this issue in his seminal paper on Crime and punishment. More
recently, a number of authors have dealt with this problem in the
context of adverse-selection models of the insurance market (Stiglitz
(1975)) and the labour-market (Guasch and Weiss (1980, 1981, 1983));
Nalebuff and Scharfstein (1985)). There are also a series of studies
in the theoretical accounting literature, most notably by Baiman and
Demski (1980a, 1980b) and in the Regulation literature (Baron and

Besanko (198L4)).1

One of Beckerfs main points was to show that when law-enforcement
is costly, society can reduce enforcement costs to a minimum by
imposing fines on offenders, which are as large as possible (equal to
the wealth of the offender), provided that no innocent person is
punished. The deterrence effect of large fines is stronger, so that
society can reduce the likelihood of detection of offenses and thereby

save resources. When agents are risk—nehtral this result is true both
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iﬁ cases where it is optimal to deter everybody.from commiting an
offense and in situations where it is Welfare-maximising to have some
agents cqmmiting the offense. (In Becker's own terminology, when the
social value of the gain to these offenders from the offense exceeds

the social cost).

Polinsky and Shavell (1979) have shown, however, that when agents
are risk-averse, then in this second case it is no longer true that the
optimal penalties should be as large as possibles, The reason is that
the lower the probability of detection and the higher the fine, the
more risk is imposed on those who have a positive net sociél value when
commiting the offense.?2 As a result those individuals may be over-

deterred.

Of course, overdeterrence is a good thing when society wants to
prevent everybody from commiting certain offenses such as theft, rape
or mirder. In these cases risk-aversion only strengthens Becker's
conclusion. Similar results have been established by Stiglitz (1975),
Townsend (1979), Guasch and Weiss (1981) and Nalebuff and Scharfstein

(1985).

Economists are,generally unhappy with this result. First of all,
this principle of maximum deterrence is not applied in most Western
legal systems. The principle that punishment should fit the crime is
usually the rule and it directly contradicts.the idea of maxirum
deterrence. Secogdly, if this proposition was taken seriously, almost

all incentive-problems that have been studied over the past twenty
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Years would find a very simple solution: with unbounded penalties the
first-best outcome can be approximated arbitrarily closely by making

the probability of detection (and thus inspection costs) arbitrarily

small.

To avoid this conclusion some authors assume that penalties are
bounded; the size of the penalty cannot exceed some number 0 < K < w
and the agent's utility U(K) is bounded away from minus infinity. This
is usually Justified by appealing to some form of limited liability
(see Baiman and Demski (1980a,b); Sappington (1983); Baron and Besanko
(1984)). The first-best is no longer attainable then, but the
principle of maximum deterrence still holds since the optimal solution
in these models is usually that the optimal penaltj is as large as
possible. One is then faced with the question: What determines the
constraint on penalties? If the efficiency of the contract can be
improved by increasing the size of the penalty, why not contract around
the limited liability constraint by increasing the size of the

collateral for example?

Some authors like Stigler (1970) or Harris (1970) have argued that
maybe one reason for why the principle of maximum deterrence should
fail is that there is’always the risk of punishing someone who is
innocent. We propose here to analyse this argument in greater detail,
in the setting of a Principal-Agent model. We also address the
question of commitment to a given inspection-policy. All the above-
mentioned studies have assumed that the Principal can commit himself to

a given inspection strategy. While this is a reasonable assumption to
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make when one deals with Crime and Punishment it may not be in other

contexts.

The Paéer is organised as follows: In section 2 we present the
model and discuss the maximum deterrence result under the assumptions
of commitment and non-commitment to an inspection strategy. In section
3, we consider the problem of random inspection, when the Principal
makes type-one and type-two errors when he inspects. Our main
conclusion is that, contrary to what intuition suggests, the risk of
punishing an innocent person, no matter how high it is, provided that
the principal does not systematically punish an innocent agent when he
inspects, does not imply that optimal penalties will be bounded, even
when the agent is very risk-averse (so long as he is not infinitely

-risk-averse). Section 4 presents some concluding remarks.
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SECTION 2: RANDOM INSPECTION WITH NO OBSERVATION ERRORS

It is ﬁow well known that the first-order approach to the
Principal-Agent problem is unsatisfactory unless one is prepared to
.make severe assumptions About the distribution function over output
(see Mirrlees (1974, 1975, 1979) and Rogerson (1985)). We did not want
to restrict ourselves, at the outset, to very special distribution

functions, so we foilow the approach by Grossman-Hart (1983).

The Principal hires‘an Agent to perform a certain task. For any
action, a, chosen by the Agent from his action set, A, there aren
possible profit (or output) outcomes, (ql,...,qn) that occur with
probability (nl(a),...,nn(a)); where ni(a) >0, for all i
and % ni(a) = 1. Usually one assumes that the principal does not
obsei;i a, but that q; is publicly known. Thus, he can make the
payment to the agent‘contingent on the observation of output. Let ti

be the monetary transfer to the agent when the principal observes Qe

The Agent'é preferences are represented by a Von Neuman-
Morgenstern utility function U(t,a), which is assumed to be separable
in income and actions: U(t,a) z V(t) -« a. 3 He is willing to work for

the principal only if he gets a reservation utility, U.

The principal is assumed to be risk-neutral for simplicity.
Furthermore, it is assumed that the Agent‘s-utility\functidn; his
action set and the function n: A » S (where 8 = {x ¢ Rn/xi'g 0 and

n B
} x; = 1}) are common knowledge.
i=1 -
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Thus the Principal solves the standard prdgram:

n
Max ilei(a) (qi-ti)
t, e [£.t]

ae A

subject to:

(IR) wi(a) V(ti) -a > U

1

il S

i

n
(1€) )

n
. lwi(a) V(ti) -a > izlﬂi(é) V(ti) -8

for all & in A.
We follow Grossman and Hart in assuming:

A.l: V(.) is continuous, concave and strictly increasing on the open
interval (t, +=), where t > ==, but lim V(t) = -,
t+t
A.2: Let M = {v/v = V(t) for some t ¢ (t, +=)}. Then (U-a) e M,
for all a in A.
The interpretation behind lim V(t) = -», is that the agent suffers an
t+t
infinite loss, in utility, when all his wealth is taken away from him.
We shall modify the progrem P; slightly, by allowing the principal
to inspect the agent's action, ex-post. We shall begin by assuming
that he can observe the Agent's action exactly by paying an inspection
cost C > 0. In the contract, the Principal must now specify a transfer
to the agent when he inspects, which will be a function of his

observation, s(a); a transfer when he does not inspect, ti and an
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inspection rule. This rule will in general be'a function of the
principal's output observation: for every outcome qi the principal
mist specify a probability of inspection p, € [0,1]. We assume, for
the moment, that the principal can precommit himself to a given

inspection policy.Y
He now faces the following program:

n
Max I n(a) {(q;-t,)(2-p,) + p,(L-s(a))}
i=1

(ti), s(a) e (1 +=)

aec A

Py Py € [0,1]
subject to:

(IR) § y(a) {(1p,)V(s,) + p,V(s(a))} = a > T
i=1

n

(c) § m(a) fa-p)V(t,) + p,V(s(2))} -8 < T,
i=1 '

for all a in A, 8 # a.

It is immediate from the IC-constraint what the form of the optimal
contract will be. Define a* to be the first-best action and consider
the worst case for the principal, where in the optimal contract all Py
are strictly positive. Then the principal can implement a* and make
rall Py arbitrarily small by letting s(a) tend to t for all a # a* and‘
setting s(a%*) = ty = V-1(U+a*). Such a contract is incentive-

compatible and satisfies the IR-constraint.



50

Moreover, this contract approximates the first-best outcome since
the agent chooses a*, is perfectly insured and the expected inspection
costs of\the principal, iElwi(a*)ypi.C, are negligible.

(The above contract is optimal, a forteriori; when the principal
can set some pi equal to zeroJd Of course, if the agent's utility-
function was bounded below, the first-best would not be approximated

but the principle of maximum deterrence would still hold.

How is the optimal contract modified if we do not allow the
principal to precommit to a given inspection-policy? 1In the absence of
commitment, the principal and the agent play a sequential game, where

the timing of moves is illustrated below:

| | l I

(1) contract (2) agent (3) occurrence (4) Principal
signed: chooses of chooses
c={s(a);(t,)} aeh qy p,¢[0,1]

Clearly, inspection by the principal will only be credible when 9y is

observed, if

(1) f:i >C + s(a)

where a is the action implemented by the contract.

When (1) holds with equality, the principal will be indifferent
between inspecting and not inspecting. Without loss of generality, ve

shall assume that he will then choose to inspect with probability one.
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let F = {i/ti >C +s(a)} and F;C be the complement of F,_.

Without precommitment the principal faces the following program:

Max iZFawi(a)(qi-S(a)-C) + ich wi(a)(qi-ti)
{(t;)ss(a)} &

ach

subject to:
P (IR) (a)V(s(a)) (a)v(t,) T
3 iEF ‘l'l'i a s\a + iEFc 1|'i a § ‘>_- +a

a a,
(1c) ) ni(a)V(s(a)) + 3 ni(a)V(ti) - ag U
ieFa ing .

for all a in A.

Here again, whenever the optimal contract involves inspection in
some state with positive probability (i.e. F is non-empty), we can see
from the IC—constraint that an optimal contract will be such that -s(a)
is as large as possible, for all ata. Thus, the principle of maximm
deterrence applies whether there is commitment or no commitmént to an
investigation-policy by the principal. The first-best outcome, on the
other hand, will not be approximated in éeneral, since F is non~empty.
This is altogether not very surprising and suggests that we must bring
nev features into the model if we want to obtain a result where optimal
penalties are bounded. We propose to do this in the next section, by

introducing observation~errors by the principal when he inspects.
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SECTION 3: RANDOM INSPECTION WITH TYPE-ONE AND TYPE-TWO ERRORS

In thié section we investigate the case where the principal may
only imperfectly observe the agent's action when he inspects. We
shall proceed as follows: first we solve for the optimal contract in
the simplest possible example. Then, whenever possible, we shall

explain how our results are modified when the example is generalised.

In this example the agent's action set is given by A = {ao,al},

- where ay < a;. That is, the agent can either work hard or slack.
Furthermore, it is assumed that the principal cannot make the contract
contingent on the output observation, Q. The only information the
principal obtains about the agent's action-choice is the signal he
observes when he inspects the agent. The second assumption is verified
in situations whgre the principal must pay the agent before he observes
Q. For example, when the agent is a building-constructor, the
principal often finds out only 10 or 20 years after the completion of
the building, what the quality of the construction is, but while
construction is underway, he may randomly inspect the agent. More-
over, this is the relevant example to consider if one is interested in

law-enforcement issues.

Suppose now that the agent has chosen action a,, (i =0,1), then

the probability that the principal will observe action ai when he

inspects is strictly less than one:
Pr(a = ai/ai) <1

where a 1is the signal observed by the principal. We define:



53

Pr(a

81 ay/a;)

Bo = Pr(g

aglag) .

We assume that the principal can precommit to a given inspection
policy, P ¢ [0,1] and that B1,B8(p are common knowledge. Also, for the
contract to be enforceable by a court we mist assume that the signal

a observed by the principal when he inspects is public knowledge.

Now when the principal offers a contract c = {t, s(a), P} to the
agent, the expected payoff of the agent when he chooses action aj and

aqg respectively is given by:

EU(c,a1)

(1-P)V(t) + P(BV(s(ay)) + (1-81)V(s(ayg))) - aj
(2)
EU(c,ao)

(1-P)V(t) + P(BV(s(ag)) + (1-Bg)V(s(a}))) - ag

For notational convenience, let s(a,y) = s, and s(a;) = sy,

We can restrict the analysis, without loss of generality to the

case where By + Bg > 1.6

The incentive-problem is real only if the principal optimally
wants to implement aj;. We shall assume that for any optimal contract
it is best for the principal to implement a;. Now, the principal's

problem is to choose, t, s;, 83, and P to solve the program:
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min (1-P)t + P(Blsl+(l—8i)so+0)

t,80,8 15(39""”)
Pe[0,1]
subject to:

P, (IR) (1-P)V(t) + P[BV(sy) + (1-8,)V(sy) 2 U + a,

a1-8,

(1) P[V(sy) - V(sy)] ;W

We shall solve Py in two stages. First we fix P and solve for
the optimal transfers as functions of P : {t*(P); s,*(P); s *(P)}.

Then we will determine the optimal probability of inspection, P.

When P is fixed we have a program that is equivalent to the cost-
‘minimisation problem in Grossman and Hart (1983). As they noted, P, is
not a convex program, however, assumptions Al and A2 permit us to

V(s,); vg = V(s,) as the control variables of the

regard v = V(t); v,

principal. P, is then rewritten as:

min (1-P)h(v) + p(Bh(v)+(1-8;)h(vg)+C)
{v svq,vie}

subject to:
Pg (1R) (1-P)v + P(8;v +(1-8,)vg) ;F
(1c) P(Vl-Vo) 2 k
a1-2g -

where h zV=1(.); k ;s F=U+aj

T BrtBe-1 °
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Ps involves the minimisation of a convex function (h(.) is convex
since V(.) is concave) subject to two linear constraints and from
Proposipion 1 in Grossman-Hart (1983) we know that an optimal solution
to Pg exists. A solution must satisfy the first-order conditions and

is such that (IR) and (IC) are binding. From the first-order

conditions we obtain the following equation:
(3) n'(v) = 81n' () + (1-81)n"(vg)

And from the (IC) and (IR) constraints and (3) we can solve for v, Vv,

v to obtain:

F - v(1-P) + k(1-8,)

(4) vy = B
F - v(1-P) - Bk
(5) vy = B
F-vkl-P)+k(1-sl) F-81k-(1-P)v
(6) h'(v) = g;n'| 5 ] + (1-gy)n'{ 3

Proposition 1: For any given P ¢ (O,l] a unique solution v exists to

(6).

Proof: The LHS of (6) is strictly increasing in v and the RHS is
strictly decreasing in v. Furthermore, for any P ¢ (0,1], for values
of v close to (F - B;k) the RHS of (6) is strictly greater than the
LHS. Similarly, for v close to F + (1-t;)k, the LHS is strictly
greater fhan the RHS., Tt follows by the continuity of h'(.), that
there must be a value v¥* that satisfies (6)'for any given P ¢ (0,1].
This value is unique since the LHS is strictly increasing in v and the

RHS strictly decreasing in v, for any P ¢ (0,1].
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Thus equation (6) defines an implicit function v = v(P), so that
we can write the solutions to Pg as functions of P: vl(P); vo(P) and

v(P).

Proposition 2: a) for all P ¢ (0,1] we have

F + k(1-8;) > v(P) > F - 81k

b) lim v(P) = F + k(1-8,)
P+0

F - v(1-P) + k(1-8,) F - v(1-P) - g1k
Proof: we have 3 > 3

since k > 0.

Now h(.) is strictly increasing, convex. This implies, from (6)

and 0 < By < 1, that:

F - v(1-P) + k(1-8;) F - v(1-P) - Bk
h'( 5 ) > n'(v) > ' 5
thus,
F - v(1-P) + k(1-8;) F - v(1-P) - Bk
P > v B
and

F + k(1-89) >v > F - gk
This establishes a).

F + k(1-8;) - (2-P)v(P)
1lim h'( 3 -
P+0

"
+
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unless, lim v(P) = F + k(1-8,)
P+0

(from a) we know that v(P) cannot be greater than F + k(1-84)).

F - Bk - (1-P)v(P)
Similarly, lim B = - o,
P+0

Now h(.) is strictly convex increasing; thus h'(-==) > 0 and h'(+®) =
+o, It follows that (6) can only be satisfied for all values of
Pe (0,1] if we have:

lim v(P) = F + k(1-8,)
P»0

This establishes b).
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It follows from proposition 2, that the first-best outcome cannot
be approximated here, unless 81=1, which we have ruled out. The
reason is that

1im h(v(P)) > h(F) = V=}(TU+a )
P>

In other words, in the second-best contract wage costs are higher for
the principal. This is not surprising in view of the fact that the
agent must be compensated here for the risk of being punished when he
is inspected. Nalebuff and Scharfstein (1985) have obtained an
equivalent result in a model of self-selection. They show that if the
tests to which agents are submitted are not perfectly accurate, then

the first-best cannot be approximated.

The second important conclusion to be drawn from proposition 2 is
that as P tends to zero the transfer h(v(p)), to the agent when the
principal does not inspect, does not become very large. Now any

optimal contract c* = {v*(p); VI(P); v*o(P)} muist satisfy the equation:

' (v*(B)) = 8;h' (vi(R)) + (1-8 )n'(vy(P))

And proposition 2, tells us that

lim h' (v*(P)) = lim {8y’ (v](P)) + (1-8 )h' (vg(P))}
P+0 P+0

h' (F+k(1-84)) < +=

In other words, the expected wage, when inspection takes place,

{81+h(v(P)) + (i—Bl)h(vo(P))}, is bounded above as P tends to zero.
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We are now ready to move to the second stage of the principal's

minimisation problem:

min  (1-P)n(v(P)) + P{B1h(v(P)) + (1-8;)n(v,(P))} + P.C
Pe(0,1]

" This can be rewritten as:

(8) - min ¢(P) + P.C
Pe(0,1]

And from (8) the following proposition follows:

Proposition 3: If the optimal probability of inspection is different

from one, then it is a strictly decreasing function of the costs of

inspection, C.

A

Proof: (9) ¢(P;) + P¥ ¢

* *
pCo S ¢(P)) + PC,

* *
(10) (%) +PYc,

[ PaN

* *
¢(P2) + P2 C1
Adding (9) to (10) we obtain:

P '
(Pl-Pz) (02-01) >0

but (C,-C;) < O hence P} < Py,

Next, ¢(.) is differentiable and if there is an interior solution

P* to (8) (i.e. P*#1), such a solution must satisfy:

¢'(P*) =
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are interior solutions then P; < p¥*,

It follows that if P* and P* X

1 2

Proposition 3 tells us that the higher the inspection costs, the
lower will be the probability of inspection. Thus one may wonder
whether the optimal probability of inspection will be arbitrarily close
to zero for some sufficiently high‘inspection cost? If this turns out
to be indeed the case then it follows that the principle of maximm
deterrence would still hold (see the (IC) constraint in P,). This
would however be an uninteresting conclusion if it turns out that P is

arbitrarily close to zero only if C = +e,

Proposition 4: If t > -», there exists C < 4o, such that if C > Ca
solution to min ¢(P) + PC does not exist.
Pe(0,1]

" Proof: from proposition 2, we know that

lim ¢(P) = n(F + k(1-8,))
P+0

Next, by the envelope theorem we have:
$'(P) = 8;h(vy(P)) + (1-81)n(vy(P)) - n(v(P))

so that lim ¢'(P) > -=,
P40

Given the above information about ¢(P), we obtain the following

figure:
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¢ (P),

PP

B R(F+(1-8)) +

(1-8,)h(F-kB )

We know that h(.) > t and by

¢'(P) > -= for all P ¢ (0,1].

Now define E.such that:

inf ¢'(P) = £, then C < +=,
Pe(0,1]

Also from proposition 3, 1f C > C, we must have

¢'(P) = -C < 1inf $'(P) = - C
Pe(0,1]

min

¢(P) + PC does not exist.
Pe(0,1]

—

This is clearly not possible, so that if C > 5; a solution to

assumption t > -», it follows that
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In fact, for C > C we have an open-set problem similar to the one
in section two. If the principal faces high fixed inspection costs, it
may be optimal for him to inspect with probability P, arbitrarily

close to zero.

There is a trade-off for the principal between facing high
inspection costs, EC, or facing high expected wage costs, ¢(P). If he
lowers the probability of inspection, he must offer the agent a more
risky inspection wage {8;h(v,(p)) + (1-8;)h(v4(p)}, and since the agent
is risk-averse this implies that he will ha?e to pay the agent a higher
expected wage. On the other hand, by lowering P, he lowers his

expected inspection costs FC.

Now, as the variance of the inspection wage increases, the
expected wage does not shoot off to infinity (this was established in
proposition 2). The reason is that there are two counter-balancing
effects, one of which dominating the other as P becomes small: on the
one hand, the increased risk due to a more variable inspection wage
increases the expected inspection‘wage, but on the other hand, tﬁere is
a reduction in risk due to a smaller probability of inspection. The

latter effect dominates the former as P tends to zero.

Observe that our result would no longer be true if t = -e,, for
then we have,

lim ¢'(P) = —
P+0

and it would not be optimal for the principal to impose arbitrarily

high penalties on the agent, unless C = +w. This point was also
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noticed by Nalebuff and Scharfstein (1985).

So far we have not said anything about the type-one and type-two
errors nor have we put restrictions on the degreé of risk-aversion
| (relative or absolute) of the agent. In this respect, proposition U is
very general. Nalebuff and Scharfstein (1985) show that if as C + +w,
the accuracy of the test becomes perfect (i.e. By » 1) then the first-
best outcome can be approximated. This is also true in our model,
since as C » += and By + 1, ve have P¥ » 0 and {¢(P) + K} » h(F) =
V-1(U+a,), (provided, of course that P.C + 0). Moral-hazard models
are quite different from self-selection models and it is remarkable
that, as far as optimal inspection (or testing) conﬁracts are concerned

they yield identical conclusions.

One may wonder how robust proposition 4 is to changes in the
model. Note first-of-all that it does not depend on the size of the
type-one and type-two errors. The form of the utility-function of the
agent, however, is important. For examplé, utility-functions of the
HARA-family, considered in Baiman-Demski (1980) will not do, mainly

because they do not satisfy the condition that V(t) = ==, for some
§_>-oo.5

Next, the restriction to two actions, A = {ao,al},kdoes not appéar
to be important. This is a conjecture since we have not generalised
proposition 4 to the case of n actions. Axpriori, there is no reason
however for this result to break down when the agent has access'to more

than two actions.
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Also, it seems unlikely that when the prihcipal is allowed to make
the contract contingent on output (qi), this result would fail to be
true. Baiman and Demski (1980) have derived optimal inspection
policies in this case, when the agent is assumed to have a utility-
| function over income of the HARA-family. Under the restrictions. that
the distribution~function over output satisfies the monotone-likeli-
hood-ratioc property, that the monitoring technology is conditionally
independent of the production technology (i.e. & is conditionally
independent of qi) and that penalties are bounded, they obtain a
striking result. DNamely that when the agent is relatively risk-
averse the optimal investigation policy is to inspect with probability
one whenever the profit-outcome, 4 is less than or equal to some
prespecified level'a, and not to inspect at all when profits are higher
than q. Baron and Besanko (198L4) have obtained a similar result in a
regulation model, where the planner can inspect ex-post the cost-
realisation of the regulated firm, after observing the firm's

performance.

This result strongly depends on the monotone-likelihood-ratio-
property, since the lower the profit outcome the more likely it is
under this assumption, that the agent was slacking, so that there is
more to be gained from investigating. Probably the restriction on the
form of the agent's utility-function is also important, as Holmstrom
(1980) noted. For example, with utility-functions of the form
spécified here, the optimal contract will in general not be
deterministic, as in Baiman and Demski, in order to save on the

inspection costs. Indeed, for the same reasons as in our model, it may
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be optimal to inspect with an arbitrarily small probability.

Morg importantly, the assumption that the principal can precommit
to a given inspection-policy seems to be crucial to obtain proposition
4, Thus, in the example considered here, when the principal wants to
implement a, and cannot precommit himself to a given inspection policy,
the principle of maximum deterrence breaks down: With no commitment,
wve must have

t 2 8ys; + (1-8;)sy+ C

for inspection to take place, at all. At best, we have t = 85 +
(1-81)sy + C. Hence, no matter what probability of inspection the
principal chooses, he will not be able to save on his inspection-
cost, C. Previously, the main reason for increasing the size of the
'peng}ty ﬁas to save on expected inspection costs, P.C. Now, the
pri;cipal will not be able to save on costs and he will increase the
expected wage he has to pay to the agent, by raising the penalty for

shirking. Thus, in this case the principle of maximum deterrence

breaks down.

To conclude this section we want to point out another
interpretation of the model considered here. Suppose that by paying a
sufficiently high inspection cost the principal can observe the agent's
action choice perfectly accurately, when he inspects, but that the
agent "trembles" slightly in his choice of action. Then (1-8;) would
be the agent's choice-error when he wanted to choose action a;, and
(1-Bp) his choice-error when he wanted to choose action aj. Formally,

this problem is identical to the one considered in this section, so
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that the conclusion would be that when the agent "trembles" this does
not necessarily imply that penalties will be bounded in an optimal

contract.
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SECTION 4: CONCLUSION

The main purpose of this chapter was to examine the claim that the
principle of maximum deterrence would be violated when there is a
positive probability of punishing someone who is innocent. vThe
conclusion reached is that this is not necessarily true. Proposition 4
demonstrates that in some cases it may be optimal to punish an agent
who shirks as severly as possible, even if there is a risk of punishing
someone who is innocent. To reach this conclusion it was iﬁportant to
assume that the principal could precommit himself ex-ante to a given
investigation policy. We explain that the combination of inspection~
errors and no~commitment possibilities for the principal is necessary

in our model to obtain an outcome where penalties are bounded.
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FOOTNOTES

1 See also Townsend (1979); Polinsky and Shavell (1979); Gale and

Hellwig (1985).

2 In their paper the offense is double-parking. The objective is to
avoid an outcome where everybody will double-park without
preventing those for which the private benefit from double-parking

exceeds the social cost.

3 The results obtained where can be generalised to utility functions
of a more general form: U(t,a) = G(a) + K(a)V(I) (see Grossman

and Hart (1983)).

b One may ask what it means that the principal can precommit
himself to a given probability of inspection Pi?
The Principal has a randomisation device, which can
be formalised as follows: Consider the interval [a,b] € R, where
a<b. Everytime the device is activated it produces an outcome
8 ¢ [a,b]. Assume that 8 is uniformly distributed on [a,b]. The
Principal determines a sub-interval [a,b'], (where b' ¢ [a,b])

when he chooses Pi' That is, Pi is defined by:

= b'-g
i b-a

P

What is necessary for the principal to be able to commit himself
to Pi’ is that the randomisation device described above be public

knowledge and that 6§ be publicly observable.
5  V(x) i1s a utility-function belonging to the HARA family 1if:

- Y

where y#l, B>0; n=1 if y=+»,
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CHAPTER 2

"ENTRY=-PREVENTION THROUGH CONTRACTS WITH CUSTOMERS"

INTRODUCTION

Most of the literature on entry prevention deals with the case of two
duopolists (the established firm and the potential entrant) who compete with
each other to share a market, where one of the duopolists (the incumbent)
has a tirst-move advantage.l This basic paradigm has been studied under
various assumptions: about the strategy-space of the players; the
information-structure of the game; and the time-horizon. Recently, the
model has been enlarged to allow for several entrants, several incunbents,

several markets and third parties.?

We proyose‘here to extend the entry-prevention model in one cther
direction, which to our xknowledge has not yet been formalised, namely. wé
consider whether optimal contracts between buyers and sellers deter entry
and whether they are supogtimal from a Welfare poiﬁt of view. It has been
pointed out by many economiéts that contracts between buyers and sellers
in intermediate-gzood industries may have signiticant entry-prevention

effects and that such contracts may be bad from a Welfare point of view,3

On the other hand, it is a widespread opinion among antitrust
practitioners that contracts between buyers and sellers are socially
efficient.4 There have been a number of antitrust cases involving

exclusive dealing contracts and often the decision reached by the Judge has

led to considerable controversy. One famous case, United States vs.,
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United Shoe lMachinery Corporation, illustrates quite clearly the nature of.

the debate: ~The United Shoe Machinery Corporation controlled d5 percent of
the shoe-machinery market and had developed a complex leasing system of its
machines to shoe-manufacturers, a leasing system against which, it was
thought, other machinefy manufacturers would have difficulty competing.

The Judge ruled that these leasing contracts were in violation of the
sherman act; his décision has been repeatedly criticised by leading
antitrust experts (see Posner (1976) and Bork (1978)). The main argument’

against the decision has been expressed by Posner (1976, pp.203) as follows:

"The point I particularly want to emphasize is that the
customers of United would be unlikely to participaté in
a campaign to strengthen United's monopoly posiiion without
insisting on being compensated for the loss of alternative

and less costly (because competitive) sources of supply".

Exactly the same point is made by bork (1978, pp.l40), who concludes that
when we find exclusive dealing contracts in practlice, then these contracts

could not nave been signed tor entry-deterrence reasons.

both authors are right in pointing out that the buyer is better off
when there is entry and that he will tend to reject exclusive dealihg
contracts that reduce the likelihood of entry unless the seller conpensates
him by offering an advantageous deal. ievertheless, we show that contracts

between buyers and sellers will be signed for.entry-prevention purposes.

When the buyer and the seller sign a contract they have a monopoly

power over the entrant. They can jointly determine what fee the entrant
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rust pay in order to be able to trade with the ﬁuyer; that is to say, if
the buyer signs an exclusive contract with the seller and then trades with
the entrant, he must pay damages to the seller. ‘Thus he will only trade
with the entrant if the latter charges a price which is lower than the
seller's price minus the damages he pays to the seller. These damages,
which are determined in the original contract (liguidated damages) act as an
entry-fee the entrant must pay to the seller. We show that the buyer and
the seller set this entry-fee in the same way that a monopoly would set its
price, when it cannot observe the willingness to pay of its customers.
Thus, the main reason for signing exclusive contracts, in our model, is to
extract some of the surplus an entrant would get if he entefed the seller's

market. .

These contracts are not socially optimal, for they sometimes block the
entry of firms which may be more efficient than the incumbent seller.
kntry is blocked because the contract imposes an entry-cost on potential
competitors. This cost takes two different forms: an entrant must either
wait until contracts expire or induge the customers to break their_contrant

with the incumbent by paying their liquidated damages.

The waiting cost is larger, other things being equal, the longer the
contract. We are thus led to study the question of the optimal length of
the contract. It is a well-known Principle in economics that if agents
engage in mutually advantageous trade it is ip their best interest to sign
the longest possible contract. A long-term contract can always replicaté

what a sequence of short-term contracts achieves.
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This principle, however, sharply contrasts empirical evidence: 1In
practice most contracts are of an explicit finite duration. lany
economists have been puzzled by this obvious discrepancy between the theory
and erpirical evidénce, and several authors have attempted to provide an
explanation for why contracts are of a finite duration; most notably

Williamson (1975, 1979) and Harris-Holmstrom (1984).

We argue here that looking only at the length of the contract does not
make sense. What is important is, to what extent the contract locks the
barties into a relationship. If the parties were free to leave the
relationship at any time and at no cost, then no matter how long the
éontract, signing a contract in this instance would not change anything with
respect to the no-contfact situation. Thus we are led to make the

distinction between the nominal length of the contract (the length that is

specified in the contract (optimally it is infinite)) and the effective
len;th of the contract (the actual length that the parties expect the
relationship to last at the time of signing). Liguidated damages

constitute an implicit measure of the effective length of the contractse.

This Chapter is organised as follows:

Section 1 outlines the model in full detail. bection 2 looks at
optimal contracts between a single customer and the incumbent when both
parties to the contract know exactly the likelihood of entry. It is shown
that optimal contracts never completely preglﬁde entry, but that they reduce
.the likelihood of entry. It is also shown that the effective length of the
optimal contract is inversely related with the probability of entry.

Section 3 analyses optimal contracts when there is asymmetric information
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about the probability of entry. It is shown thét under these circumstances
both the effective and the nominal length of the contract may act as a
signal of the pfobability of entry. Finally, Section 4 investigates how
the possible signéture of long term contracts by othef customers may
influence a typical customer to also sign a long terh éontract. It is
shown, in pafticular, that even if before the signature of any contract the
probability of entry is equal to one, the incumbent is still able ﬁo have
all customers accept a contract where he charyes the monopocly price. The

reason is that the incumbent can play all his customers against each other.,

Since the contracts we describe are particularly relevant for
intermediate~good industries we have labelled the customers in our model as

downstream firms and the incumbent as an upstream monopolist.
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SECTION I: THE MODEL

We consider a two-period model, where a single producer of an

intermediate good, supplies one unit of that good to n downstream firms.

The latter are all identical and are assumed to operate in isolated markets.
They all have a reservation price of 1, for the unit of input purchased.

The intermediate good producer, has zero unit costs of production. Le faces
a threatvof entry into his market. We assume (mainly for simplicity) that
there is no entry in each of the downstream firms' markets. We thereby rule
out the possibility for an entrant to enter into both the upstream market

and the downstream markets.

The way entry is thought of here is that there is an investor who faces
many profit opportunities in dirferent markets, and who cannot enter more
than one market at a time. Define nA as the highest profits an investor
can rnake by entering a different market than the intermediate j;ood market
and 7 as the profits the entrant can get in the intermediate good market.,

We assume that ## is a random variable distributed on the interval [=,n],
with density £(nh). Then, the probability of entry into the upstrean

market is:
v = Pr(n > nA)

We have attenmpted to model in a very simple way the view of the world where
there are many investo;s at each period of time who try to invest their
funds in the markets where they hope to get the highest returns, The
distribution of profits over markets, however, changes stochastically over
time. Therefore, entry into a given market may‘also be stochastic. In

this story we implicitly assume that investors do not have an unlimited
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access to funds and/or that there are diminishing returns to managing more
investment projects. If neither of these assumptions hold then investment
will take pléce until the marginal return on the laét investment project is
equal to the interest-rate. Many gocd reasons have been given for why
investors only have a limited access to funds (see for example, Stiglitz and

weiss (1981) or Williamson (1971)).

The profits w are the post entry equilibrium profits to the entrant.
we consider the following post entry game: If nd long-term contracts have
been signed in period 1 between the incumbent and the downstream firms,
there will be Beftrand—competition between the entrant and the incumbent in
period 2. The posﬁ entry equilibrium price then is equal to zero, if e
assume that the entrant has unit costs of production that are less than or
equal to the incumbent's unit coéts. Then the entrant's profits = are
zero. As Dasgupta and Stiglitz (1984) have pointed out: "ex ante

P}

competition” is driven out by "ex post corpetition'". ‘'lhe incumbent can then

charge the monopoly price, P = 1, without facing any threat of entry.

We will assume that the entrant's unit costs of prpduction are the sanme
as the incumbent's, but that n < C. More specificaliy, wé assume that
m=-9and 7 = 1-8, where 1 >8>0, Sothat "A is distributed on
[-8,1-8]. Then #? represents the opportunity cost of entry. This choice
of support is made entirely for convenience and nothing crucial depends on

this assumption, as will become clear later.
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Several interpretations can be given for the entrant's opportunity cost
and we do not want to be more specific at this point. we wish to
emphasize, however, that entry will only occur if A is negative; in other

words, if the entrant is in some sense more efficient than the incumbent.

¥or simplicity, we assume that »A is uniformly distributed on

[-8,1-8],5 so that when no long term contracts have been signed between
the incumbent and the downstream firms the probability of ertry is:

(o]

v = [ flx)dx = 8

-0
Furthermore, it is assumed that the entrant has complete information over
the incumbent's cost function and that he knows the demand the incumbent
faces., Similarly, the incumbent knows everything about the entrant. Ve
also assume throughout sections 2 and L that the downstream firms know

everything about the potential entrant so that there is symmetric

information about the probability of entry.®

We will now describe how the incumbent can change the post-entry canme
by signing long term contracts with the downstream firms. The idea is
that by manipulating the post entry game, in period 2, the incumbent can
change the probabiliﬁy of entry. In section 2, we consider the case where
there is only one downstream firm, so that we have a "chain of monopoly"
problem with potential entry into the upstream market. In section U4 we
study the negbtiatioh game between the incumbent and several downstream

firms.
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The sequence of moves in the negotiation géme between the incumbent and
a single downstream firm is as follows: In period 1 the upstream firm makes
the first move by proposing a long-term contract to the downstream firm.
The latter then can only accert or reject the contract offered. In other
.w0rds, the incumbent "sets the contract”. If the downstream firm rejects
the offer then, the incumbent charges the monopoly price P = 1, if entry
does not occur, otherwise thé entrant supplies the intermediate pood at
price, P = O. In other words, both parties agree to leave “"options open"
and to sign a short term contract in period 2, which specifies that, P =1,
if there is no entry and, P = 0, if there islentry. If the downstream firm
accepts the offer, the post entry game is changed and the pfobability of

entry is different.’

This is a very simple bargeining game, where the incumbent has all the
bargaining powef. He has all the bargaining power because we assume that
he makes the first offer, that the downstream firm makes no counter-offers
and finally that if the incumbent's offer is rejected he does not make
another offer. Such a negotiation game would make the best sense in a
éituation where there are many downstream firms and where it is costly for
the incumbent to make an offer; therefore we see this bargéining solution as
particularly relevant to the case analysed in section k4, where there are

many downstream firms.

The virtue of the solution adopted abovg lies in its sirplicity and
none of the results obtained in sections 2 and 3 depend on it: What is
important in this game is that the upstream firm and the downstream firms
can get topgether and use their first-move advantage to extract some of the

| expected surplus of the entrant. This will become clear in section 2,



78

SECTION 2: WHAT IS 'CHE FORM OF I'HE OFTIMAL CONTRACT?

We assume in this section that there is only one downstream firm.
First, we will dcfihe the set of feasible long term contracts between the
incumbent and the downstream firm. Having done that we will characterize

the optimal feasible contracts for the incumbent.

in general a long term contract between the incumbent and the buyer can
be quite complicated; It may be contingent on the event of entry and on the
realisation of the entrant's opportunity cost, wh. It may also be
contingent on the contract the entrant offers to the buyer in period 2.
Finally it may include side paymehts, which are independent of whether trade

between the incumbent and the downstream firm takes place or not.

To simplify matters we will make several assumptions which do restrict

the set of feasible contracts:

1) the realisation of the entrant's opportunity cost, nA, is neither
observable by the incumbent and the downstream firm nor verifiable by a
court. ‘This assumption rules out the possibility of.writing contracts
contingent on nA,

2)  Ybecause of transaction costs and because the entrant's offer may be
difficult to verify, the contract will not be contingent on the
entrant's contract offer in period 2,8

3) the incumbent and the downstream firm can precommit not to

renegotiate the contract in period 2.



The last assumption is the strongest and we will indicate wherever it
is relevant how our results change if we allow for renegotiation. Given
the above 'assumptions we can define a long term contract, ¢, to be a

collection of four prices {P,Pe,PO,PZ}, where:

P = the price the buyer must pay if he buys one unit of the good
produced by the incumbent and there is no entry into the upstreanm
market.

P& = the price the buyer mst pay if he buys one unit from the incumbént

and there is entry into the upstream market.

Py = the price the downstream firm must pay to the incumbent if it does
not buy the unit of input and there is no entry.
P% = the price the downstream firm must pay to the incumbent if it does

not buy the unit of input and there is entry.

fiotice that we have not included any side-payments in the contract.
In fact we have verified that allowing for side~payments would not modify

any of our results and it would only make the analysis more cumbersome.?

Note also that the following long term contract, C = {P0=P§=O H Pe=0;
P=1} is equivalent to signing a short-term contract in Period 2. Thus,
there is a long-term contract that can replicate the outcome that a

sequence of short-term contracts achieves.,

wWwe will now show what the form of the optimal contract is when:

1) both the incumbent and the downstream firm are risk neutral.
2) . the downstream firm is risk averse and the incumbent is risk

neutral.
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3) the incumbent is risk averse and the downstream firm is risk neutral.

The game between the incumbent, the downstream firm and the entrant is

represented in the‘game tree below. We will adopt the following notation:

First the players are labelled by: I = incumbent; F = downstream-
firm; E = entrant. Second, the moves of the players are labelled as
follows: For the incumbent, ¢ = contract offer; n.c. = no contract offer.
ror the entrant, e = entry; n.e. = no entry. For the downstream firm:

a = accept; r £ reject; t = trade with the entrant; n.t. = not trade with

the entrant.
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The first entry in the column vectors represents the incumbent's payortf and
the second, the downstream firm's payoff. We explain the payoffs as
follows: ‘If no long term contract is signed (this arises either because no
gontract was offered or because the offer was rejected) all options are
left open and in period 2 the incumbent either charges P = 1, if no entry
takes place, or P = 0, when there is entry. The downstream firm trades
with the incumbent when there is no entry and otherwise it trades with the

entrant at the Bertrand equilibrium price, P = O,

If a long term contract is signed and no entry takes place then the
downstream firm has the option of buying or not buying the unit of input
from the incumbent. So long as P € 1, it will always buy from the
incunbent. One can think of contracts where P > 1 and (P-Po) > 1y in this
case the downstream firm will refuse to buy and will pay PO to the
incumbent. wé exclude contracts where P > 1 so that it is not necessary to
specify Py » 0. It will vecome clear below that there is no loss of

generality in doing so.

If a long term contract is signed and eﬁtry takes placé,‘F has £he
choice of either trading with the incumbent or with the entrant. If it
trades with the latter its payoff is 1 = ﬁ, where E represents the sum of
the entrant's price, 5, and the price, P%; sO that 5 = ; + P%. Clearly,

F will only trade with the entrant if 1 - P > 1 - P€,

Finally, the probability of entry in period 2 is ¥ if no long term
contract is signed in period 1 and w' when a long term contract has been

signed.
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We define w' as follows:

The downstream firm is indifferent between trading with the entrant or
the incumbent when P = P, hence the most the entrant can hope to get is

pe - P% so that w' is defined as:
(2.1) v' = Pr(Pe - PJ > xf)

nh is uniformly distributed on [-8,1-8) so that,
pe-pS
) 0 e
(2.2) vooo= f t(x)dx = Pe - Py + 0
-8

Clearly, whenever Pe€ £ Pg s, we have w' f Yo

I. The Downstream Firm and the Incumbent are Risk Neutral

Suppose that the incumbent offers a contract such that if it is
aécepted by the downstream firm, entry will occur with probability
' o= 0; that is, once the contract is signed entry is blocked. For
exarmple if the incumbent offers a contract where P% = 4w, entry will
be blocked once the contract is sigﬁed, for the downstrean firm woﬁld always

trade with the incumbent,10 Then the downstream firm's payoff is 1 - P

and it will accept such a contract only if:
(2.3) 1 =P el + (1 =)0

The RHS of (2.3) represents the downstream firm's expected payoff when it
rejects the offer. VWhen (2.3) holds with eqﬁality F is indifferent between
iaccepting and rejecting. If it accepts the offer we have P =1 -~ ¢, and P
is equal to the expected payoff to the incumbent if F rejects. So when

(2.3) holds with equality both firms are indifferent between signing a
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contract and not signing one. We conclude that there are no gains to

signing such a long term contract.

We will now show that there are contracts such that there is a positive

gain to signing them. Consider a contract such that if it is accepted by
F, v' > 0. Then the downstream firm's payoff is v'(l - Pe) + (1 - w' )
(1 - P), if it always trades with the incumbent and ' (1 - P) + (1 - ')

(1 - P) if it trades with the entrant when entry takes place.

Hence, if the entrant offers a price ﬁ = P&, he will be able to trade
with F and he need not offer a lower price in order to attract F (we assume
that when F is indifferent between trading with I or E it will trade with
E). Thus the expected payoff to F when it signs a contréct is:

' (1 -pPe) + (1 -y" )(L ~P). Inorder for F to accept the contract we

must have:

(2.4) v (1 -Pe) + (1 =-v' ) -P) >yl + (1-19).0
From (2.2), (2.4) can be rewritten as

(2.5) (e - PG +0)(P-P&) +1.-P>o

liow the problem for the incumbent is to choose ¢ ¢ C, to maximise his

expected payoff subject to (2.5).
So the incumbent solves:

e Max e e
{P§.P,Pe} (e - Py + 8)(Py - P) + P

(2.6) .
subject to: (P€ - P% +08)(P-Pe)+1-P> 0
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At the optimum the constraint must hold with equality so that we have:

(2.7) P o=(Pe-Pj+e)(P-P) +1-09

Substituting for P in the objective function we obtain the unconstrained

problem:

(2.8) max (pe - pe + e)(Pg - Pe) +1 -9
{Pe,Pe} '

It is easy to see from (2.8) that any optimal contract must be such that:

_ 6
(2.9) o= P+ —
°© 2

Furthermore from the constraint in (2.6) we must have:
0 0

(2-10) P(l - = ) = l] -0 - Pe. —-—
2 ) 2

Equations (2.9) and (2.10) characterise the set of optimal contracts.,

Any contract that satisfies these two equations yields an expected payoff

g2
of — + 1 - 8, to the incumbent and a payoff to the downstream firm
N
of 8.
. 9
Note that when P = P® the optimal contract is such that, Pg =] -
2

and P* = re* = 1 _ g,11

We summarise these results in the following proposition:
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Proposition 2.1:

(1) The set of optimal contracts for the incumbent is characterised by

. 6
the equations: (i) Pg = P& + —
2
e ;)
(1) P(1=—)=1-86-Pc—
2 2

(2) 'The probability of entry when an optimal contract is signed is given
by ¢ = -, It is strictly positive and strictly less than the
probability of entry when no long term contract is signed (¢ = 8).12

(3) " The incumbent's e;pected payoff when an optimal long term contract
is signed is: %—'+ 1 - 6. When he does not sign a contract his
expected payoff is 1 - 8. So the incumbent is strictly better off
when he signs a long term contract. Furthermore he is indifferent
between signing a contract where the price is independent of the
event of entry (P = Pe) and signing a contract where the price is a
function of entry (P # Pe),

Prorosition 2.1 can be interpreted as follows: Bg choosing Pg appropriately

the upstream monopolist can extract a fraction 'E— of the entrant's

expected surplus. In fact, if the contract could be made contingent on
the entrant's opportunity cost 7A the incumbent wQuld be able to extract
all of he entrant's surplus. To choose Pg appfopriately involves choosing

Pg to be strictly positive and also not to be too high in order to have a

probability of entry w' , which is not too low.

This idea that the incumbent and the downstream firm can get together
and extract some of the surplus of the entrant is very general: it does not

depend on the particular bargaining solution adopted here and it does not
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depend on the type of distribution function over profit alternatives which

we have assumed.

In Appendix 1 we show that all the qualitative conclusions obtained in
Proposition 2.1 hold for any arbitrary continuous distribution function

which has a support that is bounded below.

Diamond and kaskin (1979) have obtained a similar result in the context
of a model of search with breach of contract, where they assume the Hash
bvargaining solution. They explain that: "once shares (of the surplus) in
new deals become tied to previous damage payments, a pair of individuals in
a contract has some monopoly power over potential partners', "Damages (Pg in
our model) cannot be raised without limit because higher damages mean that
breach is less likely and only when breach occurs can monopoly power Se'

exerted".

Remark 1l: We have established in Proposition 2.1 that there is a whole
class of optimal contracts. = There are, however, good reasons for

restricting the set of feasible contracts to the class of contracts that

satisfyi P = pe, Indeed there are two major problems in sﬁecifying a
price which is contingent on entry. First of éll, "entry" may be a very
complicated event to descrive. ‘This is the case when we allow for the
possibility that an entrant may enter with a non-homégeneous good. The
question arises then of what commodities qualify as "entrants"? Even if a
1ist of such commoditieé can be defined and written into the>contract an
entrant would always have an incentive to choose a slightly differentiated

good which is not included in the list whenever, P > P¢, for then he can
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charge P instead of P&, And if P€¢ > P, there would be an incentive for the
incumbent to claim that entry has occurred, whenever there is an ambiguity
about the event of entry. In short, the event of entry may be diffiéult to
observe, let alone to verify. Then there is a strong case for restricting

oneself to contracts where P = pe,

Secondly, even if the entrant could only produce the same commodity as
the incumbent the following probiém arises: Suppose that P > P&, then the
downstream firm has an incentive to bribe someone to "enter" only to force
the incumbent to lower its price. Similarly, when P < P&, the incumbent

has the same incentive, so that the parties could only agree on a contract

where P = pe€,

Because of these two problems we believe that contracts where P # pe
are seldom well defined. This is a matter of opinion, however, and in the
end it is an empirical matter to see where contracts with a price contingent
on entry do apply. We believe, nevertheless, that results which entirely

rely on the property that P # P€, should be taken carefully.

Remark 2: The results established in Proposition 2.1 have been shown to be
true only in a restricted set of contracts and the reader may wonder whether
these results would still hold if we considered more general contractse. It
turns out that what is crucial is the non—obéervability of »h, Given that
nA is not observable the incumbent cannot do better than signing an optimal
contract as described in Proposition 2.1, Tb see this, it suffices to look
at the incumbent's problem like an information revelation problem: The

incumbent chooses the optimal contract subject to the constraint that it is
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incentive-compatible for the entrant to reveal his true type, A, Then the
incentive compatibility- constraint implies that Fg must be independent of

]
aA. Thus, the incumbent cannot extract more than - — from the entrant.

Also, he cannot extract more than 1-8 from the buyer.

Remark 3: Notice that the effective length of the contract is here given

by s
'8 6
2(c®) =z lo—+(1--).2
2 2
8
z (2--)
2

Thus, the effective length of the contract is between 1 and 2 periods and it
is a decreasing function of the proBability of entfy, 8. In other words,

the more likely entry is, the less the buyer wants to be locked in the

relationship with the incumbent.

It is useful for later discussions to define the following partition on

the set of feasible long tern contracts, C = {(PS,P,PG)/P <1},

Let CA and CB be two subsets of C defined by:

«
L}

{(Pg,P,Pe) € C/Pg > Pey

{(Pg,P,Pe) € C/Pg < Pey

cC
1]

Then for all contracts in CA we have w' ‘< ¢ and for all contracts in
CE, w' > Yo rFurthermore, when both partles to the contract are risk
neutral the incumbent weakly prefers short term contracts to long term

contracts which are in CB: when he signs a short term contract his payoff
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is 1 - 6, When he signs a long term contract which is in CB he gets
(from (2.8)) (pe - Pe + e)(Pg - Pe) +1 - 9. This latter expression is

not greater than 1 - 6, whenever Pg < Pe,

Proposition 2.1 tells us that an optimal contract always belongs to CA'
On the other hand we will show in the next section that when the incumbent
is better informed about entry than his customer then in most cases the

optimal second best contract is constrained to be in CB'

The above partition also highlights the fact that optimal long term
contracts are less "flexible" than short term contracts. Jones and Ostroy
(1984) explain that "flexibility is a property of initial positions. It
refers to the cost or possibility of moving to various second period
positions" (pp.l16). In our model a contract ¢ € C is more or less
"flexible" depending on whether it increases or decreases the likelihood of
entry; that is, depending on whether it increases or decreases the entrant's
"cost of moving to various second period positions" (here the cost is

Pe-Pe)o
@]

It is not surprising then that optimal contracts are not Pareto
optimal. Efficiency would require that entry ought to occur whenever the
entrant is more efficient than the incumbent. lience a Pareto optimal
outcome is achieved when the incumbent only signs a short term contract in
period 2 with the buyer or when a long term contract ¢ ¢ CB is signed such

that ' = y,13
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Finally, the model in this section may provide an alternative
foundation of the "limit pricing" theory of entry prevention to the one
given by Milgrom and Roberts (1982), in situations where contracts
contingent on entry are not feasible. In these situations our model
predicts that the pre-entry price is the same as the post entry price
and that the price agreed upon in the contract is lower than the monopoly
price, Also, entry is prevented (to some extent) when a long term
contract is signed. One can find all these features in the 1limit pricing
literature (see for example Bain (1956) and Modigliani (1958)). There is
an important qualification, however. We have assumed at the beginning of
this section that there will be no renegotiation of long term contracts in
period 2 but if the incumbent cannot precommit to not renegotiate,

situations may arise in period 2 where renegotiation is profitable. For
example suppose that P = P =1 - 9, Pg =el - 2 ,» and that a firm enters
the market with opportunity cost b= - :’. Then if the entrant wants
to attract the downstream firm it has to charge a price, P¢ - Pg = - Z
and it will make negative profits. Thus, the best offer an entrant can
rake is P€ - Pg = - E-. If’there is no renegotiation the incumbent serves
the buyer and gets 1 - 8, but through renegotiation the incﬁmbent may be
able to ge? part of the entrant's surplus, if he lowers Pg =1 -‘S to
pg'<1--{3.

N

Thus, renegotiation may be profitable and if the entrant anticipates

that renegotiation will take place when he enters there may be a higher
8 .

probability of entry than w' = -, Notice, however, that renegotiation
2

will only change Fg and the probability of entry but not P. It will also

affect the size of the expected surplus that the incumbent can hope to
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extract from the entrant; a priori, however, it is not clear whether it will
increase or decrease the size of the expected surplus. A careful
discussion of renegotiation is beyond the scope of this paper and all that
can be said at this stage is that renegotiation is likely to reduce the

rigidity of long term contracts but not to eliminate it completely.

II. The Downstream Firm is Risk Averse and the Incumbent is
Risk Neutral

When one or both of the parties to the contract is risk averse then
"none of the conclusions reached so far are modified if the risk averse party
seeks insurande with an insurance cormpany. Sometimes, however, it may not
be possible for the parties to the contract to seek outside insurance. The

reasons that are usually given for this impossibility are mainly,
unobservability of the state of nature by the insurance company and
collusion by the parties to the contract against the insurance company.
There may also be moral hazard problems, but these are not relevant here.l%
While observability may be an important issue in labour contracts when
shocks are idiosyncratic, it seems much less of a problem here (sovlong as
the event of entry is well defined), since entry into a market is an easily
observable event. Thus, the usual arguments given for why outside
insurance may be impossible are much less compelling here. We do not have
any other explanations for why outside insurance ought to be assumed away
and we present the insurance aspect of the contract mainly for the sake of

completeness.

~ We assume that the owner of the downstream firm has a Von-Neumann-

Morgenstern utility function U(.), where U'(.) > 0 and U"(.) < O,
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Hlow the downstream firm accepts a contract offer when:

(2.11) \ (pe - Pe + 8).U(1 - P&) + (1 - Pe + Pe - 8).U(1 - P)

> 8.U(1) + (1 - ¢).U(0)

This inequality can Le rewritten as follows:

(2.12) U((Pe - PE + 9)(1 - P&) + (1 - P& + P _ 9)(1 - P) = r,,)
> U(e - r)

where r1, and r are the risk premiums corresponding to the two lotteries:

outcone ' probability
1 - pe p' =Pe - pPe 4 g
o]
L, = .
l1-P 1 -9 4
and -
M1 V=10
L =
0 l-y=1-9 |

Inequality (2.12) is equivalent to:

(2.13) (pe = Pe +g)(1 - Pe) + (1 -Pe+pe-p)(l-P)-rp,

>0 -r.

And the incumbent now chooses Pg »F and P® to maximise his expected
payotf subject to (2.13). We solve for the ortimal contract and establish

the following proposition:
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Proposition 2.2: If the downstream firm is risk averse and the

incumbent is risk neutral the unique optimal contract is characterised

by:

(1) P = P& = 1~-06+r
)
(2) P = 1l+r-—
° 2

And the incumbent's expected payoff under the optimal contract is:
82

—+l-9+1"-
4

Proof: (see Appendix).

Compared to the case where both parties were risk-neutral we have

reduced the set of optimal contracts to a unique contract.

III) The Downstream Firm is Risk Neutral and the Incumbent
is Risk Averse

We assume here that the owner of the upstream monopoly has a
Von-fieumann-iorgenstern utility function V(.), such that,
V'(.) > 0 and V"(.) < 0. We are able to establish the following

proposition:

Proposition 2.3: The unique optimal contract for the incumbent is

characterised by:

82
(1) PE = P = 1lewg +—
(o]
L
: 8
(2) P = P&+ —
2

Proof: (see Appendix).
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SrCTION 3: ASYMMETRIC INFORMATION ABOUT THE LIKELIHOOD OF ENIRY

In sections 1 and 2 it was assumed that both the incumbent and the
downstream firm know the true probability of entry. This is not always
‘realistic and one would expect that usually the incumbent is better informed
about the likelihood of entry than his customers. For example, if the
incumtent is a high-tech-firm and is the only one to have the know-how to
produce a given intermediate good, then it is likely to be much better
informed than its customers about the possibility that a potential
competitor will be able to acquire this know-how and thus produce the
intermediate good. Hence, in this section we assume that the incumbent has

some private information about the likelihood of entry.l1S

To keep the analysis simple we assume that there is only one downstream
firm, that both the incumbent and his customer are risk-neutral, and that
the probability of entry is either "high" or "low". The incumbent knows
the true probability of entry but the downstream firm does not. Since the
price of the intermediate good specified in the contract ié inversgly
related to the probability of entry, the incumbent has an incentive to lie
whenever he faces a "nigh" probability of entry. Clearly, the downstream
firm will not believe that the incumbent faces a "low" probability of entry
unless the latter designs a mechanism such that his private information is

always truthfully revealed.

The situation described here is akin to what Myerson (1983) calls
"mechanism design by an informed Principal". Here the incumbent is the
informed principal and the downstream firm, the agent. In fact our model

is a special case of the model of the informed Principal by Maskin and
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Tirole (19%5).

The purpose of this section is to study how asymmetric information
imposes restrictions on the form of the contract the incumbent can offer to

his customers. Three main conclusions are reached:

Firstly, if contracts where the price is contingent on the event of
entry are feasible then asymmetric information puts no restrictions on the
form of the contract: In other words the symmetric information optimal

contract can always be irmplemented.

Sécondly, when the price is nét contingent on éntry (p = Pe), the
incumbent signals his type through an appropriate choice of the compensation
price, Pg.- The basic idea is that, in order to signal that the
probability of entry is "low", the incumbent offers a very low Pg. That
is, the incumbent signals that entry is unlikely by not making entry too
costly for the entrant, or equivalently by restricting himself to low
profits when there is entry. Thus asymmetric information puts re;trictions
on Pg, such that entry is more likely than under symmetric information, It
follows that asymmetric information is welfare improving; What is meant
in this last sentence is that if one compares the aggregate expected surplus
of tﬁe incunmbent, thé downstream tirm and the entrant in the symmetric
information case and in the asymmetric information case, then the aggregate
expected surplus in the latter case is higher than in the former. That is
not to say that a planner Qould be able to manipulate the distribution of

information in the economy in order to achieve a more efficient outcome.
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Finally, when the difference between the "high" and the "low"
probability of entry is sufficiently large the second-best long-term
contracts are in the class CB' Then the incumbent is indifferent between
signing a long-term contract in the class CB and signing a short-term
contract. Thus, when he is indifferent, the incumbent can signal the

probability of entry through the nominal length of the contract.

We define ¢ to be the "high" probability of entry and Y to be the "low"
probability of entry: O < ¢ < v < 1. In the language of iyerson we have
an informed principal with two types: $ty. The principal's strate.y space
is defined by the set of contracts, C = {¢c = (Pg,P,Pe)/P <1l}. The
downstream firm, on the other hand, has two actions: "accept" and "reject",
50 that its action set is A = {a,r}. The downstream firm has prior beliefs
over the incumbent's type: let m be the probability that the incumbent is

of type E. We assume that m is common knowledge.

As in the previous sections we assume that the entrant's opportunity
cost A is uniformly distributed on some interval. When the probability of
entry ié "igh" we assume that »* is distributed on [-8,1-6]- When the
probability of entry is "low" we assume that g is distributed on

[-k08,1-k8], where 0 < k < 1. Thus § = 6 and y = k8.

When the incumbent makes a contract offer ¢ this offer may or may not
reveal information about his type to the downstream firm: we define
8(c) = Pr(y = y/c), as the probability that the incumbent is of type ¥

given that contract ¢ has been proposed.
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Let U{c,a,¥) be the rayoftf to the downstream firm if it accepts
contract c and the incumbent's type is ¥. Then we define the downstream

firm's expected utility when a contract ¢ is offered as:
B(C)U(CQa,E) + (l - B(C))U(C,a,_lk)

and it will accept contract ¢ if and only if the following inequality is

satisfied:

(3.1) 8(c)U{c,a,p) + (1 - 8(c))Ulc,a,p) » 8(c)¥ + (1 - 8(c))y

we will first consider the case where the incumbent offers contracts
that are contingent on the event of entry: c¢ = (Pg,P,Pe). We know fron
section 2 that when a long term contract has been signed the probability of
entry is ' = 6 + Pe - Pe, provided that P < P€ + § otherwise ' = 0.

Then we may write:

Ulc,a,9)

(6 + pe - Pg)(P -P&) + 1P and

Uc,a,yp)

(ke + Pe - Pg)(P - P€) +1 - P,

Inequality (3.1) is then rewritten as:

(3.2) l8(c) (6 + Pe = PS) + (1 = B(c))(ke + P& = PE)I(P = Pe) +1 - P >
B(c)a + (1 - g(c))ke .

Next we define the incumbent's payoff function when he is respectively of

type ¥ and § as:

V(e,¥) = (8 + Pe - Pg)(Pg - P) +P
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Vie,y) = (ke + Pe - Pe)(PE - P) + P

Now the incumbent's maximisation problem, when he is of type y say, is:

| max V(e,0) = (k8 + Pe -~ PE)(PE - P) + P

1

ceC

subject to (3.2)
Thus we obtain the following unconstrained maximisation problem:

max  V¥(c,y,8(c)) = (ko + Pe - pe)(pe - P) + [glc)(o + P& - PC) +
ceC © °

(1 - 8(c))(ke + P& = PE)|.(P - P€) + 1 - g(c)o - (1 - 8(c))ke.
When the incumbent's type is ¥ we can sinmilarly define V*(c,E,B(c)).
- low, we may have two types of solutions to this problem: either the
optimal contract is separating (i.e. 8(c) = 1 or 8(c) = 0) or the optimal

contract is pooling or semi-separating (i.e. 0 < g(c) < 1).

Two contracts (E}E) are defined to be separating when the following

inequalities are satisfied:

| v*(c,¥,8 = 1) > V¥(c',¥,8(c')) for all c¢' e C.

(3.33)

V¥(c,p,8 = 0) > V*(c',y,8(c')) for all c¢' e C.
We will now show that there exist two contracts (gf, 5*) which form a
separating perfect Bayesian equilibrium and which are respectively optimal

symmetric information (0.S.I) contracts for the Yy-type and the E-type
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incumbent. We know from Proposition 2.1 that an OSI-contract for the

y-type is such that:

)
pg = P+ -
(1) ) 2 8
P(L-—) = 1-8-P—
2 2

k6
| pe = pPe 4 —
(11) X6 2 k8
P(l«e— ) = 1 «k8 - P& —
2 2

When a contract c¢' yields beliefs 8(c') = 1 and when ¢ and ¢ are

OSI-contracts the inequalities (3.3) are rewritten:

92
— +1~-0> (06 +P°~-Pe)(Pe -P)+ (g+Pe~pPe)(P-Pe)+ leg
)4 (o] (o] [o]
(3.4)
k262
+ 1 -k0 » (ko + P& - P&)(P®€ « P) + (g + P& - P€),(P - P€)
}% (o] (o] ) O

+1-9

Let v = Pg - P& and u = P - P& then we can write:

62
—~ > (8 - v)v
L

(3.5)

k292

+0(1 =Xk) » (k8 = v)v + (1 - k)ou.

Clearly both inequalities are satisfied for all contracts c' such that
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u <€ 1.

Similarly, when a contract c' yields beliefs g(c') = O and when c and c

are OSI-contracts the inequalities (3.3) are rewritten:

32
— -08(1 -k) » (8 ~v)v-(1 ~k)ou
4
(3.6)
k292

> (k6 = v)v +

Jow, both inequalities are satisfied for all contracts c¢' such that u > 1,
Thus, any OSI-contract ¢ such that u = P - P 5 1 and any 0SI-contract ¢
such that u < 1, form a separating Eayesian equilibrium with the following
beliefs about off-equilibrium contract offers by the‘incumbent: Blc') =1
whenever c¢' is such that u' < 1 and B(c') = O whenever c' is such that

u' > 1, The beliefs specified above are of course Bayesian-consistent.
Bo far we have only shown that there exists a perfect Bayesian equilibrium
which yields the symmetric information outcome. There are qf course many
other perfect Bayesian equilibria, however, there is one additional reason
for why the particular equilibrium we have considered is of special
intgrest, namely, that it is the only one that satisfies Kreps' intuitive
criterion (see XKreps (1984)). To see this, notice that all separating
equilibria are (weakly) dominated by this equilibrium. Furthermore, all
pooling and semi-séparating equilibria are not stable in the sense that to
offer the pooling contract is not a best reply for the y-type incumbent
versus the set of pooling (or semi-separatiﬁg) contracts, We summarise the

above discussion in the following proposition:
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Proposition 3.1: When the incumbent can write contracts where the price is

contingent on the event of entry (p = Pe), the symmetric information ocutcome

can be attained regardless of what the incumbent's type is.

It is altogether not surprising that the OSI-outcome can be attained
since the agent is assumed to be risk-neutral and since the Principal has
several instruments (u and v) he can use to reveal his type. When the
downstrean firm is assumed to be risk-averse and when it cannot get

insurance from a third party Proposition 3.1 is no longer true. 16

We will now turn to the analysis of situations where contracts which
are contingent on entry are not feasible. Then, the presence of asymmetric
information will put restrictions on the form of the optimal contract, as

will become clear below.

The incumbent's maximisation problem, when he is of type Y say is

rewritten as:

max Vie,p) = (k8 + P - Pe)(pe - P) + P

)

ceC

(3.7)
subject to 1 = P » B(c)8 + (1 - gle) )ke.



102

Thus the constraint that the yprincipal faces implies that P must lie

between 1 - 8 and 1 - k8. The solution to (3.7) is depicted in the figure

below:
P Q
V(c,y) =V
1-k6
l-Be-(l"B)ke‘ ________ . m e G- s Gm G G Ge S W
]
i
|
1-8 ‘
|
}
]
'
1
1 ]
0 Pe; =P§
o

It is straightforward to verify that the Spence-Mirrlees condition:

9 \
—_— (- B ) > 0 is satistied and that as a conseguence we obtain the
3k v ,

pe

o]

following figure when we superimpose the y-type's indifference curves

(V(c,¥) = V) and the y-type's indifference curves:
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V(.,p) = V!

1-k6

1-8
» P
’ - ek . 0 -
Here ¢ 1is the OSI-contract where Po =1l-—,and P =1- 0,
.2

Notice that the E-type incumbent can always implement the contract'
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_*
¢ and this contract dominates all other contracts ¢, which generate

beliefs B(c) = 1.

As is usual with signalling models, there is a plethora of Bayesian
equilibria and our model is no exception to this rule. Any pair of
contracts (c,E*) where ¢ is such that P =1 - kg and O < Pg < Pz**

(see figure above) constitutes a separating equilibrium. Furthernore

any point in the shaded area in the figure above may be a pooling or semi=-
separating equilibrium of the signaling game.l7 dowever, following Kreps
(1984) and Maskin~Tirole (198%) we may refine the anesian-eéuilibrium by
us;ng dominance and stability arguments and thus single out a unigue
separating equilibrium (c**,E*). Henceforth we will concentrate our
attention on this unique equilibrium with the Jjustification that all other
dayesian equilibria are either dominated by (c*:c-*) (if they are
separating equilibria) or unstable in the sense defined in Xreps (1934) (if
they are pooling equilibria). (For a thorouch discussion on this point see
the above-mentioned two references.)

*

The contract c** is defined by the equation:

*R -® o

(3.8) Vic ,¥) = Vvi(c ,v)

and it is straightforward to check that the contract c** is such that
6
*#
P** = 1 - xp and Pz =1 -k +— /{1-k)6. Comparing the second-best
v 2 .

contract c** with the 0SI-contract for the y-type gf (where Ef = (Ef:l-ke;

k9
#*
Pz = l «—— ) it is irmediate that asymmetric information puts constraints
2

on the size of the compensation price P: since:
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] ke
1-k6 +— - /(1-k)8 <1 - —
2 2
Thus we obtain our second conclusion of this section that, when
contingent contracts are not feasible, asymmetric information puts

restrictions on Pg when the incumbent is of type y, with the consequence

that total welfare is improved (since there is more entry).

Finally, notice that when the difference between the "high" and the
"low" probability of entry is not too small (k < 1 - E-) then
Pzis 1 -k8 -~ /{1-x)8 < P=1 - k8. In other words, when k <1 -‘S
the second-best long term contract is of'the class CB and the y-type
incumbent is indifferent between offering some form of long-term contract,

where PS is not greater than P, or offering a short-term contract,

We have thus established that the nominal length of the contract may
serve as a signal of the probability of entry. This result confirms the

following basic intuition:

‘The downstream firm rust argue in the following way, whenever it is
offered a contract: "if the incumbent wants to sign a contract of a long
duration, he mist be worried about entry so that I infer from this that the
probability of entry is high and I will only accept to sign this contract if
he chargés a low price. If on the other hand the incumbent offers a
contract of a short duration he must not be worried so much about entry, so

that I will be willing to accept a higher price".
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In other words, the downstream Tirm recognises that "duration" may be
an important élement in determining to what extent the incumbent is
preoccupied about entry. As Posner has put it in another context:

"whether such a contract will have any exclusionary effect depends on its
duration. If the contract is terminable on short notice . as in the Standard
Stations case, the exclusionary effect will normally be zero, since the
distributor is free to take on a new supplier at any time." (Posner (1976),

pp.201).

On the other hand, we saw in this and the previous section that a long
term contract may be more or less exclusionary; and that some long term
contracts (in the class CB) have no more exclusionary effects than
short-term contracts. Thus the above intuition and Posner's comment are
not strictiy trge since they ignore the fact that long—térm contracts may be

more or less "flexible".
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SECTION k: NEGOTIATION WITH SEVERAL DOWNRSTREAM FIRMS

In this section we want to model the idea that when there are several
downstream firms they will all achieve a worse outcome if they negotiate

non-cooperatively with the incumbent than if they formed a coalition of
buyers and then negotiated with the incumbent. This is true even though

the incumbent has all the bargaining power in either case.

Kemember that we have assumed in section 1 that the downstream firms
all operate in isolated markets and that they are all identical. In other
words, the downstream firms do not compete with each other in'the product
market. This is a restrictive assumption, however, it allows ﬁs to
considerably simplify the analysis of the negotiation process when there are
sevgral downstream firms. Also, it highlights the mechanism by which the

incumbent can play all downstream firms against each other.

Suppose that there are n downstream firms, which all purchase ohe unit
of input and have reservation gpgrice 1l. When entry occurs, supyose‘that the
entrant sells to g downstream firms, where ; < n. Then the entrant's
profit is defined by n(g,n). In other words, the entrant's profit is a
function ot the total size of the market, n, and the total number of
customers Served, o ) Tb be able to proceed we have to speéify hqw the’
entrant's return depends on g and n. We will adopt the following

formulation of w(g,n):

Assume that there is a fixed cost of entfy D>»O0 and that the entrant's

unit cost is a random variable Cq distributed on [g,al- The incumbent's

unit cost is zero (see footnote (6)). If no long term contracts have been
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signed between the incumbent and the downstream firms there will be Bertrand
competition wﬂen entry takes place, so that the entrant's profit function is
defined by x(g,n) = - (g.ce + D).

Assume that ¢ = -6 and that ¢ =1 - 6, and finally that 5; is uniformly
distributed on [c,c] with density f(x) = 1. Entry only takes place if the
entrant makes positive profits; hence, when no long term contracts have been
signed the probability of entry is given by:

. o
(L.1) v = nf f(x)dx =D = ne - D, provided that
-8
0 <n8 -D <1 sothat we may write ¢ = min {1,max (O,ne - D)}, (when
entry takes place and there are no contracts between the incumbent and his
customers, then the entrant maximises profits by serving the whole mafket.)

We will assume that n8 - D ¢ (0,1].

We have adopted a rather special prolit function for the entrant here,
however, we will explain later that the results obtained in this section are

still valid for much more general specifications of #(g,n).

Suppose’now that g downstream firms have accepted long term contracts
where P% = 4w, Then if entry occﬁrs, the entrant will not serve these
g’customers and the size of the entrant's market is Qt most (n-g). Then
the probability of entry is:

- © '
(b.2) v = (n-g) [ f(x)dx - D = (n-g)e = D,
-8

provided of course that (n-g)8 = D > 0, otherwise y = 0.
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) av
It is immediate that ¢ < ¢ if g > O, Furthermore, — < 0 and
R dg
there may exist a g such that ¢ = 0, for all g > g*. We shall assume

that g* < n exists.

Clearly, the incumbent can now (by signing contracts where P% = +w
with g* firms) impose the monopoly price P = 1 on the remaining (n-g*)
firms. Any downstream firm who rejects a long term contract now faces the

*

threat that it will have to pay its reservation price P =1, 1If g" other

firms have accepted a contract where P% = 4w,

We will show below that if ali downstream firms negotiate non-
cooperatively the incumbent can use this threat to impose the monopély price
on all downstream firms. Furthermore, the incumbent can make sure that
entry will take place with positive probability, so that he cen extract a
positive expected surplus from the entrant. It follows that the incumbent

is strictly better off than a monopolist who did not face a threat of entry.

ihis is a striking result and as we shall demonstrate beléw it.does not
depend oﬁ the negotiation procedure adopted‘by.the incumbent: +the latter
could either visit each downstream firm sequentially or he could
simultaneously mail his contract offers to all downstream firms:18 in

either case he can achieve the same payoff.

Whenever a ddwnstream firm accepts a contract of the above form, it
imposes an externality on all other downstream firms, because it reduces the
probability of entry. Hence, even if downstream rirms do not compete with

each other‘on the product market, the fact that, loosely speaking, they
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compete for good contracts on the input market gives the incumbent enough
leverage to impose the monopoly outcome on all the firms, despite the

existence of a threat of entry on the input market.

A) Simultaneous offers

For the sake of illustration we will first present the case where there
are only two downstream firms. Without loss of generality we can restrict
ourselves to contracts which are not contingent on entry. The negotiation
game proceeds as follows: ({first, the incumbent sends contract offers to
both downstream firms simultaneously. The latter can either accept or
reject the offer. Then, the incumbent reveals to both firms what the
outcome of the negotiation process is and the contracts that have been
accepted are implemented. wWe assume here, as in section 2, that there will

be no renegotiation at any point after the first round of offers.

Given the above specification of the negotiation game, the most
. . r pr ' r
general contract form is given by ¢ = (Poi,Pi;Poi(cJ);Pi(cJ)), where Poi
and Pi are respectively the compensation price when firm i does not trade

with the incumbent and the price when firm i trades with the incumbent,

given that firm J has rejected its contract offer. And Poi(cj); Pi(cj)
are respectively the compensation price when firm i does not trade with the
incumbent and the price when firm i does trade with the incumbent, given

that firm J has accepted its contract offer cJ;

Note that Poi and Pi are a function of CJ' . We have irplicitly assumed

that Pgi and Pi cannot be a function of cJ. This is the case, for example,
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if a court cannot verify c, when the latter has been rejected by firm j.

J
Also, if these two prices were contingent on cJ then the incumbent may have
an incentive to make "crazy" offers to firm j, which the latter would
reject, but whiéh make the contract with firm i particularly attractive to
the incumbent. In any case, it will become clear below that this

assumption is not at all restrictive here; the incumbent would not be able

to improve his payoft if he could write more general contracts.

When the incumbent has made an offer to each firm the latter are
playing a non-cooperative game where each has two pure strategies: "accept"

or "reject". We can represent this game in the payoff-matrix below:

Firm 2
accept reject
(T-P(c,)) (T-PT)
accept
(l-Pz(Cl)) v
Firm 1
Y ¥
reject r
(1-p5) ¥

The payoffs are explained as follows:

1) If firm 1 accepts the contract it is charged.a price Pl(cz) if firm
2 also accepts a contracte Then if entry occurs, firm 1 cannot do
better than 1-P,(c,) since the entrant can attract firm 1 by charging
a price no greater than Pl(cz) and paying'the compensation pricé
Poilea).

2) If firm 1 accepts the contract and firm 2 rejects its contrdct, then

firm 1l's payoff is l-Pﬂ.
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3) If firm 1 rejects the contract offer it has to pay P =1 if
no entry takes place and P = 0 if entry occurs. The
probability of entry is given by ¢", if firm 2 accepted its contract,

where Y" is defined as:

V" = max {20 + P; - Pg, - D; 8 - b} 0}

(4.3) + 4
probability of entry probability of entry
when the entrant when the entrant
decides to serve both decides to serve only

firms 1 and 2. firm 1 who did not contract.
L) If firm 2 also rejected its contract offer, the probability of
entry is ¢, where ¢ = 29 - D,
Firm 2's payoffs are similarly defined and we have:
(L.b) V' = max{28 + P] - Pg; = D; 8 - D; O}

IWe are able to establish:

Proposition 4.1: When 20 > D > 6, the optimal payoff for the incumbtent

is:

In other words the incumbent is able to both implement the monopoly

solution and to extract the maximum expected surplus from the entrant.

Proof: Note first that by choosing (P;i - P;) large enouzh the
incumbent can insure that ¢' = ¢" = O, Then, provided that l-Pi(cJ) >0

and l-P; > ¢, "accept" is a dominant strategy for both firms. Hence the
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incumbent can approximate the monopoly soclution arbitrarily closely.

Lkext, it remains to determine the optimal P ( J)' given that both

firms will accept thelr contract offer and that P, (cJ) 1, the probability

of entry is defined by:

1-Po,(c,)+1-P,,(c,) 1-P (c.)
01 -2 021 i
(k.5) " =max { [ f(x)ax; [ ©°F J £(x)dx; o}
-26 -0 R
Note that if P, < 6 + 1 then ¢"' = 28 + 2 - (Py; + Pyp) - Do Thus

consider the following program for the incumbent:

: max (28 +2 - (Po1 +P°2) -D)(P01+P°2-2) + 2
(4.6) (Pg13Pgs)

: +
subject to: Poi <1+op

0 D
The solution to this program is Py, = Pgs = 1 + — « — and the constraint
' 2 4
in (4L.6) is redundant. Also, from (4.6) we obtain that the optimal
' 20 - D ,
payoff to the incumbent is: ([ ———— )2 + 2,
2

Lotice that the incumbent could have achieved the same payoff by restricting
himself to contracts of the formc = (POI,PI,PE,Pﬁ). Using the same
argument as above Proposition 4.1 can be generalised to the case where there

are n downstream firms:

Proposition u.2: When n8 > D > 6 the optimal payoff for the incumbent
ng - D
isn+( )20
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Remark 1l: When D < 8, the proof of propositions 4.l and 4.2 does not go
throuzh, for then ' and y" are strictly positive (since 8 = D > 0) and in
order for "accept" to be a dominant strateygy we must have Pi(cJ) < 1, When
U = 0, the incumbent cannot do better than implementing the optimal
9
*
= = - B =] w—),19
contract? ey (Pi(cj) 1-0;3P . 3 )

If all downstream firms were negotiating cooperatively they would

) =1 -y, where y = n8 - D, so that the incumbent's

insist on a price P, (c
i
nf-D

J
total payoff would be n{(l - n8 + D) + (

)2 provided ¥ = n8-D < 1,
otherwise, if ¢ = 1, the incumbent could only hope for a total payoff of

1/4.

Remark 2: In the proof of proposition 4.1 it appears that if entry occurs
the optimal solution is for the entrant to serve the whole market. This
is an unfortunate feature of the model and it is the consequence of the
assumptions we made about w(g,n)e. VWe have assumed basically that
dn(g,n)
> 0 for all g ¢ [O,n].
dg

The entrant has an increasing returns to scale technology so that his
profits are maximised when he serves the whole market. Consequently the
incumbent maximises the expected surplus he can extract from the entrant

by letting him serve the whole market when he enters. = If the entrant had a

U-shaped average cost curve we would in general have market-sharing.

The reader may have the impression that the results obtained above
heavily rely on the simultaneity of the offers and that if downstream firms

were able to negotiate sequentially with the incumbent the latter would not
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be able to impose the monopoly price on all firms. It turns out, however,
that when downstream firms negotiate sequentially, the same outcome can be

achieved by the incumbent.

B) Sequential offers

Now the incumbent negotiates first with one firm, then moves on to the
next one, etcCees o As in the previous subsection we start with the case
where there are two downstream firms. We assume that each firm knows
whether it is the first or the second to negotiate with the incumbent and if
it i; the second firm, we also assume that it knows the outcome of the
negotiation game with the first firm. If neither of these assumptions
hold,.we are in a situation which is equivalent to the one Just described,

where the incumbent makes simultaneous offers.

let 1 be the first downstream firm to be offered a contract and F2 be
the second downstream firm to negotiate with the incumbent. Suppose that
20 > D > 8, then we will show that the incumbent can achieve the same payoff

as in Propoéition 4,1,

When the incumbent offers a contract c ; (Pg;sPgy) to Fy the latter'v
must determine how much it would obtain if it rejected the offer in order to
decide on whether to take the offer or not. If F; rejects the offer, F,
will be informed about it, so that F, will insist on a contract where
l-Py>20-0D (which is the probability of entry when no contract is
signed). Then the incumbent will offer F, a contract of the form
(Pg2.1 - 28 +D =P,). What is the optimél compensation price Pj, for the

incumbent? Pp, is chosen to solve:
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4. 7) max  $.Py, + (1 - y)(2 - 26 + D)

P2

subject to vy 20

f(x)dx = 1 -=7P

P,~P_..-D
where ¢ = f 2 02

-20 02

It is straightforward to verify that the optimal price P02 is such that

v = 0. It follows that if F1 rejects the incumbent's offer it gets

an expected payoff of zero (since the probability of entry when it
rejects is ¢ = 0). Hence, F1 is willing to accept an offer where

P1 =1,

. Given that F1 accepted an offer (P01,1), F2 will accept any offer

(POZ’PZ)’ where:

1-P..,~D '
0l f(x)dx = 1 -P

(4.8) 1-P,29, = [ - D+ 20

-29 01

Suppose then that F2 accepts a contract where (4.8) holds with equality

(that is, it accepts the contract ¢ = (P P., + D - 28)), then

022 = Ppy
the question 1s, what the optimal prices Po2 and P01 are for the

incumbent. To determine sz the incumbent solves:

(4.9) max ‘”2(1’02 + Pm) + (1 - wz)(l + Py +D - 26)
P ; :
02 :
subject to wz 20

1-P,..+P . +D-26-P . ~-D
where ¢, = _01 01 ‘ 02 f(x)dx = 1 = Py
=26

- So that the incumbent's problem reduces to:

(4.10) max (1 - POZ)(POZ -1 - D + 26)
Po2

8.t. £1

Po2
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* -
The solution is PO2 =] - D226’ and the incumbent's payoff is:
(4.11) 20-D)1% ) 4 p 4D - 26
‘ 2 01

Clearly the incumbent maximises his payoff by setting P., as high

01
as possible, subject to the constraint that yp =1 - Py -D+2030,
(otherwise, the entrant would not find it profitable to try and

serve firm 1, so that the incumbent would not obtain POl)' So let

P01 = 1 - D+ 20, then the incumbent's payoff 1is: -

(4.12) [39—;2]2 + 2.

Thus, we have established that the incumbent can achieve the same
payoff, when he negotiates sequentially with 2 firms than when he
negotiates simultaneously. The above argument can'be generalised

ton firms. For the interested reader see the Appendix.
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SECTION 5: CONCLUSION

This paper provides a simple model of entry-prevention through
contracts‘with customers in intermediate good industries. We
have identified two important factors which may impede entry when
contracts are signed: The compensation price a customer must pay
to the incumbent when he does not trade with the incumbent, and
possibly, the duration of the contract. We found that when there
is symmetric information about the probability of entry and/or
the contract signed with the customer is completely contingent,
then the incumbent will always sign a contract of the longest

possible nominal duration with his customers.

When there is asymmetric information and when the contract
signed is incomplete, situations may arise, where the nominal
duration of the contract is an increasing function of the probability
of entry. The reason 1s that nominal contract length may act as a
signal of the probability of entry. In section 3, however, we
emphasize the idea that the exclusionary effect of a contract
cannot be assessed simply by looking at its duratien. ~ What 1s
important is the overall "flexibility" of the contract; in other

words the effective length of the contract,

One feature of our model, which at first sight may seem disturbing
is that once an (incomplete) long term contract is signed between
the incumbent and the downstream firm, the former is better off
when entry occurs than when it does not occur.  Generally, oneA
thinks that entry hurts the incumbent and it‘seems that our model

does not capture this basic fact. This 1is not true, however, since
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from an ex-ante point of view (before a contract is signed), a
higher probability of entry always hurts the incumbent. Also,
if no long term contract 1s signed, entry is worse for the incumbent

than no entry.

In section 4 we have identified an important case where the
threat of entry benefits the incumbent. That is, the incumbent .
is strictly better off than a natural monopoly. The reason is
that the incumbent can exploit the competition between downstream
firms to impose a high price on each one (in fact, the monopoly
price P = 1) and at the same timewset the compensatiqn pricé, Pg,
in an optimal way so as to extract the highest possible expected
surplus from the entrant. This outcome is possible even if ex-ante

there is a probability of entry, ¢ = 1 !

Several extensions to our model may be interesting, like
allowing for entry in the downstream markets and introducing
several incumbents. Out model could also be used as a starting
point to study how the flexibility of contracts varies with the
level of the economic activity. In order to do that one would have
to explain how k (the differencé between E and Q) varies wigh

this level.

Stiglitz (1984) for example argued that iq a recession the
threat of entry may be less important. Then according to our
model, contracts negotiated In recession periods would be of a
shorter duration (or more generally more-flexible). Thus, there

would be more price-flexibility in recessions.
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In fact, 1t very much depends on how one interprets entry.
One could equally well argue that in a recession firms want to
maintain the same volume of sales in a shrinking market, so that
entry (interpreted as competition from other firms) would be more
likely and therefore contracts of a longer duration would be signed,
i.e. we would have more rigidity in recessions. This 1is a very
loose story, of course, but we feel that price-stickiness can be
explained through incomplete contracts of a more or less long
duration (or more generally, of a more or less high degree of
flexibility) and that the rigidity of these contracts depends on
the threat of entry by competitors. The threat of entry in turn

depends on the level of economic activity.

As a final comment we would like to emphasize that our model has
a wide range of possible applications. For example, it may be
applied to situations where a union inside a firm negotiates with
the management over wage and employment contracts and where there
is a positive probability that outside workers may show up in the
futuFe. Another application may be to R&D Qnd ﬁhe diffusion of
innovafions: an incumbent may prevent (or delay) the diffusioﬁ of
new technology owned by an entrant, i1f he has signed long-term
contracts with his customers. This in turn may have adverse effects

on investment in R&D.
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FOOTNOTES

(1) See for example, the seminal contributions by Spence (1977

and Dixit (1979, 1980).
(2) For a recent survey see Fudenberg-Tirole (1984).

(3) Spence (1977, pp. 544) for example briefly mentioned contracts
as a method for impeding entry; see also Williamson (1979).
Furthermore, there is a literature on barriers to entry and
vertical integration that is relevant to our discussion,
since most of the time what vertical integration achieves in
this literature, can also be done through an appropriate

coﬁtract. (See Blair and Kaserman (1983).)

(4) This position has been forcefully defended by Bork (1978),

for example.

(5) The choice of a uniform distribution function f(x) is entirely
for the sake of computational simplicity and none of our

qualitative conclusions depend on it.

(6) More precisely, the incumbent and the downstream firms know the
true probability of entry, but they do not observe the precise

opportunity cost of the entrant,

(7) Notice that our model does not exactly describe the situation
of the United Shoe Machinery case. There the incumbent signs
long-term contracts with the buyer but entry also takes place in the
buyer's market. We could easily modify the model in order to
accommodate fhis case; we believe, however, that our modified
model would not entirely describe the situation»faced by the
United Shoe Machinery corporation. In fact the latter faces
both an entry-prevention problem and a "durable goods Monopoly"

problem. Thus, both our model and the model by, for example,
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(8) Shavell (1980) and Hart-Moore (1985) among others have argued
that contracts that are completely contingent on every state of
nature may be too costly to write. In the case of contract-
offers one would expect that transaction costs would be even
greater since a priori there can be an even larger number of
different contract offers than there are states of nature,

This is not to say that the contract may not bé contingent on
some (potential) offers by the entrant. We make a simplifying
assumption by excluding this possibility. |

(9) Since the discount factor in our model is equal to one, both
parties to the contract are indifferent to the timing of the
payments; so long as the aggregate payments remain the same

nothing is changed if we allowed for transfers in period 1.

(10) Lewis Kornhauser pointed out to us that as the problem is set
up here the possibility arises that the entrant will enter
the market and simply sell an additional unit to the downstream
firm at a negative price; the latter will then freely dispose
of the additional unit. The reason why this is possible is
because we have assumed a zero marginal cost for both the
incumbent and the entrant. We can, however, easily eliminate
this possibility by assuming that marginal cost, ¢, is positive
and thaﬁ 8 - ¢ < 0. VWe can then return to our previous

formulation by adding c to all prices.

(11) The following question arises about the optimal compensation
*
price P: =1 - 8/2. Consider two probabilities of entry
91, 62, where 61 > 62 then the optimal price Pgi corresponding

to each probability is such that:

e 1 e
P01 1 - 3 1 -
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(11) continued

(12)

In other words, the higher the probability of entry the lower
is the optimal compensation price. This seems counter-
intuitive, since one would tend to believe that when an
incumbent faces a higher threat of entry (that is the entrant's
expected surplus is larger); the incumbent would want to raise

Pe. In fact the reason why there is an inverse relation between

[e]

Po and the probability of entry is that the price of the good

o

in the contract (P and P®) is also inversely related with @.

One may wonder whether this property of the compensation
price is robust. We have considered two changes which might
have altered this result. First, we allowed for transfers
between the incumbent and the downstream firm before the
contract is performed and we found tﬁaf it did nét afféct our
result. ‘>Secondly, we verified whether we would»still obtain
the same inverse relation if we changed the formalisation of

the probability of entry in the following way:

Define the support of the uniform distribution f("A) by

' ' 8 e* 8
[-8,t]; where t 2 = 6. Then V¥ ey anq Po =1 -y + 73

. ‘ .

Clearly, the inverse relationship between Pg and y 1s preserved.
According to Proposition 2.1,7the incumbent chooses the optimal
compensation price in such a way that entry is not completely,
deterred. In proposing such a contract, the incumbent does
strictly better than by "integrating vertically", i.e. by

choosing the compensation price in such a way as to completely

block entry.

Notice also that if the entrant's opportunity cost was
observable and verifiable, the incumbent could choose the price
Pg to equal the opportunity cost of the entrant; the latter

would be indifferent between entering and not entering and
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(12) continued

under our assumption that the entrant would always enter in

that case, we would obtain a social optimum.

(13) Even though it is clear that contracts between the incumbent
and his customer are suboptimal from a Welfare point of view
it is not clear how the courts can prevent such exclusionary

practices. One possibility could be to set an upper bound on

liquidated damages, but this will not work in general, for the
parties to the contract can achieve the same outcome through
side~payments when they cannot choose Pg optimally, Another
possibility could be to limit the length of the contract.

This is indeed the step that has been taken by the Federal

Trade Commission in the case, F.T.C. vs. Motion Picture

Advertising Service Company, and the Supreme Court affirmed

(see Bork (1978, pp.308)). The drawback with this procedure
is that the nominal length of the contract is not a good measure

of the lock-in effect of the contract.

(14) For a recent discussion on the issue of third party insurance

see the survey by Hart and Homstrom (1985).

(15) Some situations may arise where the downstream firm is better
informed about the probability of entry. Then we have a
classic self-selection problem and all the results obtained

in this section would also apply to this case.

(16) The two OSI contracts ¢ = (P = 1 - ké; P:'- %2) and
c=(P=1-86; fz =1 - g) do not form a separating equilibrium:
For (c,c) to form a separating equilibrium it is necessary to

have:
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(16) continued

Ve, B=1) 3 V'(c, v, 8=0)

or \e=/4+1-e>(e-12‘—°-)12‘3+1-ke

Simplifying we obtain that: 6/4(1 - k) 2 1, which is not

possible since 6 < 1.

(i7) He could also have a mixture of both negotiation procedures.

(18) The proof of Propositions 4.1 and 4.2 can also be modified to
incorporate the case where there is competition in the product
market between all the different downstream firms: in order
to have "accept" as a dominant strategy for all firms the
incumbent must only modify his contract offer to each firm in
the following way: (in the case where there are only two firms)
he promises to sell to the firm who accepts the contract offer
two units of input (instead of just one) at zero price, if the
other firm rejects 1its contract offer. Then, 1f either of the
firmsrejects its contract offer it cannot make positive profits.
Thus it is willing to accept tﬁe optimal contract for the

incumbent defined in the proof of Proposition 4.1.
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APPENDIX TO SECTION 2

2.A: MORE GENERAL DISTRIBUTION

Th; main qualitative results of this paper fely on the
following property P, already established in section 2 in the
particular case where the distribution function f(x) characterising
the stochastic entry is uniform on [~8, 1 - 8]. (Proposition

2.1).

The incumbent's maximisation program:

(1) max R(u) = ¢'(u).u+ 1~ ¢'(u)
u

s.t. Y'(u) 20

0
where ¢ = f f(x)dx is the probability of entry when no
-9 -u
contract has been signed and y'(u) = f f(x)dx is the probability

-8
of entry after a contract c = (Pz,P,Pe) such that Pg -p% = u,

has been accepted.
*
(I) has a solution u such that:
*
(1): 0<y'(u) <y,

(11): R > 1 - ¢.

. x gk ' * 9
(In Proposition 2.1 we obtain: u = g0 ¥ (u) =6 -u = 7€ 10,6,

* g2
and R(u ) = i +1=08>1-06=1~1y,)

This property P turns out to be quite general as we can easily

show:
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Proposition: Property P 1s satisfied by any continuous distribution

function f(x) such that the support of f has its lower bound (-6)

finite and strictly negative and contains the segment [-6,0].

-u
Proof: Let l(u) = ¢'(u).u = u, f f(x)dx.
-0

We have: 1(0) = 0; 1(8) = 0; 1l(u) > 0 for u > 0, small
enough; 1(u) < 0 for u ¢ [0,6]; 1(u) is continuous on [0,6].

* *
Therefore, 1(u) has a global maximum u € ]0,6[, such that 1(u) > O.

We clearly have:

*
* —u * '
1) V'(u) = f f(x)dx > 0, Dbecause u < 8.
. -6
* 0 *
2) V') <y = f f(x)dx, because u > 0 and [-6,0] C
-0
supp. f.
* ' *
3) R(u) € R(u ) for all u, and R(u ) > 1 - y.

The proposition 1is established.

2.B: PROOF OF PROPOSITION 2,2 -

The incumbent faces the following maximisation ﬁroblem:

Jmax (P® - Pg + 9)(P§ -P)+ P
(P ,P,P)
o

e e e e e :

= 0 -1 (%

Setting u = Pg - Pe, the above program is equivalent to:

max (6 -wu+1l-906-- riz + r = R(u,P,Pe)
(U:P:P )
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Clearly, for all u, R(u,P,Pe) is maximised for P = Pe, i.e. for

* *
£, = 0. From (*), we then have: P = P =1 -06+r.
* e* * 0 e* ek
Finally, R(u,P ,P ) is maximised for u = 3" P0 - P . Then,

‘ e* 8
necessarily: Po =] = 3 + r.

2,C: PROOF OF PROPOSITION 2.3

Here the incumbent faces the following maximisation program:

A (¢ - Pg + O)V(Pz) + (1 -2%+ Pz - 8)V(P)
(2%,P,P%)

s.t. (P% - Pz +68)(P-P%) + 1 -P =0 (%%

The first order conditions are:

(a) V'(P) = A (X = Lagrange multiplier)
(b) V(EY) - V(P) + A(P - 2P° + PS-98) = 0
(c) V() - V(B)) + (B° - S 4+ O)V'(PD) + A(2 - ) = jo

(2),(b),(c) => [V'(BD) = V'(B)].(P® - B +0) = 0. If

p¢ - Pg + 6 = y" = 0, then (**) implies: P = 1 - 8, so that the

e

incumbent's payoff is: V(1 - 8)., If p°® - Po + 6 =y" # 0 then

necessarily: V'(Pg) = V'(P), which implies by strict concavity of

V, that Pg = P, The f.o.c. (b) then becomes: P - 2P + P* - 0 = o,

i.e. P = PS = P° + 2. Then y" = P° - PS+ 0 = % > 0 and, by (**)

i.
* 82 62
we obtain: P =1 - 6 + 7 which yields the payoff V(1 - 6 + z—)
> V(1 - &) to the incumbent. Therefore,‘the optimal contract is
e* * 82 _e* * 8
uniquely defined by: Po =P =1-06+ e P~ =P - 3, and

2
. 2 - H g C
V(l - 68 + %—) is the incumbent's optimal payoff.
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APPENDIX TO SECTION 4

We will show that when the incumbent negotiates sequentially
with n downstream firms he can achieve the same payoff as when he

negotiates simultaneously with them; when D 2 6, his payoff is

2
n + (n ;D) .

(Notation: let Pj = the price firm F, has to pay 1f it trades

3

with the incumbent. Let Pg = the price firm F, has to pay if it

3

does not trade with the incumbent.)

Step 1: ‘ Suppose that the first (n-1) downstream firms FI’FZ""’

Fn-l

for the incumbent to offer the contract, ¢ = (Pn = min(l - n® + D,1);

have rejected the incumbent's offer. Then it is optimal
Pz = P* + 6) to the nth firm, Fn.

Proof: Without loss of generality suppose that 1 - n6 + D < 1,
If the incumbent offers any contract c¢ where P" = 1 - nb + D, then
it will be accepted by Fn' We have to check that it is optimal
for the incumbent to choose Pz =P + 4, Consider the incumbent's

program below:

~ n -~ : .
$gx v.P+ (1 = y)(n - nd + D)
[o}
(1)
s.t. $ 2 0
where § = (n-l)0-D+(Pn+e-P:). (*)

The first term on the RHS of (*) represents the entrant's gain from
entering and trading with the (n-1) firms who have not signed a

contract; the second term represents the entrant's marginal gain
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from trading with the nth firm who has signed a contract. The

entrant will only trade with the nth firm 1f P" + 6 = Pz > 0.

Since n - n6 +D>P  + 8 =1-n6+D + 0, it' is clearly 1in the

best interest of the incumbent to minimise @ by setting Pg = p" + o,
n n n n

It is not in his interest to set Po > P + 0, for when Po =P + 0,

the entrant is indifferent between trading and not trading with

the nth firm, whenever his opportunity cost is equal to

=63 being indifferent, the entrant will trade with the nth'firm

(by assumption) and the incumbent can increase his payoff by Pg

with positive probability.

Step 2: Suppose that firms F Fz,...,F have rejected offers

1’ k-1
made by the incumbent and that firms Fk+1’Fk+2’°"’Fn will accept

contracts of the form:

cj = (Pj,Pg = pd 4+ 8) = kt+l,...yn
Then it 1s optimal for the incumbent to have F

L L

K accept a contract:

Cx - (Pk,Po

Proof: Suppose that PE < Pk + 0. Then the probability of entry

faced by firm F,, (j = k¥1,...,n) when gjrejects and all firms

j,
Fi (1 = k+l,...,n; 1 # j) accept a contract, is given by:

v = k8 -D+ (PX+ 6 - PE)

Now all firms Fj will insist on a price Pj such that:

Pl ¢1-x0+D- @¥+0- Pg)

The best the incumbent can do in that case 1is to set Pj = ] - k6 +D

- (Pk + 6 - Pt);'j = k+l,...,n0, Then.his payoff 1is:
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J;.P‘; +(1=3(k=1)+(n-k+1)( -P)). Again, since
(k=1)+(-k+1 -2 >pd +0, for all k,j 1t 1s in the
best interest of the incumbent to minimise &, by setting

Pk = pK 4+ 0.
0

Steps 1 and 2 imply that 1if F1 rejects the incumbent's offer
then the Nasﬁ—equilibrium outcome of the game is such that every firm
Fj, j > 1, accepts a contract where Pg = Pj + 6, so that if F1
réjects a contract offer, the probability of entry will be zero
in equilibrium and F1 can only hope for aﬁ expected payoff of zero

(since D > 6).  Therefore F; will accept a contract ¢, = (P1 - 1,Pé).

Step 3: Given that F1 accepts ¢, = (P1 = 1;Pi),‘if the next
(n-2) firms reject their contract offer, Fn will be offered a

contract of the form (P7, Pz = P® + 8) that it will accept.

The proof of step 3 is identical to the proof of step 1.

Step 4: Given that F1 accepts“c1 = (l,Pé), that firms FZ""’Fk-l

reject their contract offer and that firms F,, j = k+l,...,n,

3
accept contracts where Pg - Pj + 6, it is‘optimal for the incumbent

to have firm Fk accept a contract where PS = Pk + 6.

The proof of step 4 is identical to the pfoof of step 2.

Again, steps 3 and 4 imply that if F2 rejects the incumben;'s
offer all other firms will accept contracts where Pg = Pj + 0,

so that F2 can hope to get at most:
i—Pi—D .
b, = f f(x)dx = 20+ 1 - P

_Dn
[0}
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(provided Pi ¢ 1+ 6, otherwise ¥, = 0).

Therefore Fé will accept a contract ¢y of the form:

2
cz = (1 - ¢'2:Po)-

We can establish the analogue of steps 3 and 4 when both F1

and F, have respectively accepted contracts (l,Pi) and

2
(1 - wz,Pg). Hence firm F3, if it rejects its contract offer

can hope to get at most:

1 2
1-P +1-y,~P“-D _
vy = [ ° 270 tix)ax = 1 - P+,
-38 °

More generally, in equilibrium, Fk can hope to get at most:

Hence, given that all firms accept contracts of the form,
1

c
o

= (1 - wk,Pg) the incumbent will choose P ,Pg,...,Pz so as to

k
maximise his total payoff:

N n j . n
= (f ) e a-bf- 1)
3=2

i=1
) 1-Pi+1-w2-P§+...+1-wn-P:-D
where § = | f(x)dx. Now, setting all
' -nb
wj equal to zero we have:

- n j
i=1
where Pg =1+80, for all § = 1,...,n~1, since wj = 0 <=> Pg =1+ 6,

also, Pg =1+ 8=> = (l+86- P) - D) so that:

R = (1+46- Pg -D)((n - 1)8 -1+ pz) +n.
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Solving for the optimal Pz we get:

(“;2]))2+n .
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CHAPTER 3: VERTICAL RESTRAINIS IN A MODEL OF VERTICAL DIFFERENTIATION

SECTION 1: °~ INTRODUCTION

Thére has recently been renewed interest in the study of vertical
restraints in contractual relationships between manufacturers and
distributors. A number of theoretical studies have attempted to
explain why manufactufers may want to impose vertical restraints on
retailers and what the welfare implications of these practicgs are
(for recent surveys see Caves (1984) and Rey-Tirole (1985a)). At
the same time several economists at the FTC have published two
exhaustive empirical studies on’resale—price-maintenance and other

vertical restraints (see Overstreet (1983) and Lafferty et al. (1984)).

This recent literature concentrates almost excluéively on
efficiency explanations for vertical restraints and the older view
that these restraints may be devices for enforcing retailer- or
manufacturer-cartels has not received much new attention. The present -
paper does not depart from this trend; it presents an alternative

efficiency explanation for vertical restraints.

Essentially, three different efficienc& gxplanations have been
given so far for vertical restraints.1 One of the earliest 1s due
to Telser (1960) and is based on an externality argument. He argued
that if retailers provide pre-sales services, such as informing the
consumer about the characteristics of a produét. then too much price
competition among retailers may hurt the manufacturer.v Aﬁ individual
’retailer may be tempted to cut his retail costs, by not providing any

pre-sales services, and reduce his price accordingly; however, if all
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retailers follow this policy, aggregate demand for the manufacturer's

product will suffer. When there is such a free-rider problem in the

provision of costly pre-sales services, it may be optimal for the
manufacturer, and from a welfare point of view, to set up vertical
‘restraints that limit competition among retailers. A minimum retail
price or exclusive territories, for example, would eliminate this
free-rider problem. More recently, several other authors have
developed similar externality arguments (see Mathewson-Winter (1984)

and Marvel-McCafferty (1984)).

The second explanation for vertical restraints 1is based on the

double-marginalization problem (Spengler (1950) and Dixit (1983)).

The idea is that if retailers have a local monopoly, then when
manufacturers offer a linear-price contract the retail price (wholesale
price plus retailer's margin) will be above the price charged by a
vertically integrated monopolist, unless the manufacturer sets the
wholesale price equal to his unit cost of production. This problem
can be overcome through either a maximum-retail-price or a franchise-

fee contract with exclusive territories.

The third explanation 1is concerned with the optimal density of

retail outlets (see Gould-Preston (1965), Gallini-Winter (1983) and

Dixit (1983)). If aggregate demand for the manufacturer's product
is increasing in the number of outlets, then .the manufacturer may want
to reduce competition in the retail market so as to guarantee higher
margins to retailers and thereby encourage entry of new retailers.

All these explanations have one feature in common: vertical

restraints, such as resale-price-maintenance, exclusive territories,
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quantity fixing or franchise fees - whether used in combination or
individually - are shown to be equivalent to vertical integration.
In other words, they ére efficient. (One of the main purposes qf
Mathewson.and Winter (1984) is to find the minimum set of restraints
Athat guarantee efficiency). Rey and Tirole (1985b), however, have
shown that 1f there is uncertainty about demand or retaill costs,

then none of these standard vertical restraints are always efficient.

In this paper we develop a fourth explanation for vertical
restraints based on efficiency considerations. We consider the case

where retailers provide cum-sales or postésales services. (This

case does not fit into Telser's explanation, since here services are
not a public good: the consumer only benefits from a given retailer's
services if he purchases the good from him). The provision of cum-

sales services gives rise to a situation of vertical differentiation -

characterized by the fact that if two distinct products are offered
at the same price, ﬁhen all consumers will choose the higher quality
one (all consumers agree on what constitutes a higher~ versus a lower-
quality product). It is a well-known result (see Mussa-Rosen
(1978)) that a vertically integrated monopolist would offer products
of different qualities 1in order to price-discriminate among
consumers with different incomes and different willingness to pay
for quality. It is also well-known (Shaked-Sutton (1982)) that if
the manufacturer sells the good to independent retéilers, then the
latter will choose different qualities in order to "relax price
competition through product differentiation",

We show, however, that, despite this apparent coincidence of

behaviour, there is a substantial conflict of interests between
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manufacturer and retailers, which makes it desirable for the
manufacturer to resort to vertical restraints. Furthermore, simple
vertical restraints, like resale-price-maintenance (from now on RPM)

or francﬁise fees, are not sufficient to enforce the efficient outcome.
The reason is the following. Essentially, the manufacturer who

sells to independent retailers faces two conflicting aims: (i) the
extraction of the retailer's rent and (ii) the maximum extfaction of
consumer surplus by means of quality-differentiation and high prices.
With a linear-price contract (which only specifies the wholesale

price) retailers relax price competition through product differen-
tiation and as a consequence the second objective is partiélly achieved,
but not the first (since retailer's profits will be positive). The
imposition of a franchise fee will not bring about efficiency, the
main reason being the fact that competition between retailers keeps
prices "too low". If, on the other hand, retailers are prevented
from making positive profits by differentiating their products =~

by means, for example, of RPM - then the first objective is achieved,

but not the second.

Therefore - unlike all the existing models of vertical restraints .
with no uncertainty - in our model the simplest forms of vertical
restraints, although they represent an improvement on linear pricing,
do not restore efficiency, that is, they do not approximate the
outcome of vertical integration. In order to achieve the first-best
the manufacturer has to resort to more sophisticated contracts and
we describe one of them.

A further feature of our model, which is worth noting here, is

that there 1s a clear conflict between manufacturer and retailers as
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to the choice of differentiation. As noted by Rey and Tirole
(1985a), this conflict was absent from all models of vertical
restraints with horizontal differentiation in the retail market

presented so far in the literature.2

One FTC case which comes close to our analysis is that of Coors
beer. Cooré beer defended its use of RPM as a means of encouraging
competition in services by its distributors, The latter were
supposed to offer refrigeration and product rotation services, which
increased the quality of the beer (see McLaughlin (1979)). Clearly,
the consumer could only benefit from these services if he ﬁurchased
the beer. Moreover, Coors specifically coﬁplained about distributors
who would offer poor refrigeration services and sell the beer at a
discount. By imposing RPM Coors was encouraging distributors to
compete in services. It could thereby guarantee a minimum quality

for its beer.3

Other examples of sources of vertical differentiation at‘the
retail level are: waiting time (the time between the ordering and
delivery of the good); the average ratio between the number of'customers
and the number of sales-assistants; the provision of facilities such
as (free) credit, (free) installation, (free) delivery, (free)

repairs; the location of the retail outleta; etc.

The chapter is organized as follows. Section 2 presents the
model. Section 3 characterizes the efficient solution, which we
label "vertical integration". Section 4 compares the oétimal linear-
price contract with vertical integration, Section 5 analyses two
standard vertical restraints - franchise fee and RPM - and describes

an optimal contract. Section 6 offers some concluding comments.



139

SECTION 2: THE MODEL

a) A Model of Vertical Differentiation in
the Retail Market

The model of consumer choice which we use was first introduced
by Gabszewicz and Thisse (1979) and subsequently used in a number of

papers by the same authors and Shaked and Sutton (1982,1983).

There is a continuum of consumers represented by the unit interval
[0,1]. Consumers have identical tastes, but different incomes.

The income of consumer t € [0,1] is given by E(t) where
E(t) = E.t, E > 0. (1)
For our purposes there i1s no loss of generality in assuming that
E = 1. ~ (2)

Thus income is uniformly distributed on [O0,1]. Consumers are assumed
to buy at most one indivisible unit of the good sold by retailers.

The quality of the good is denoted by k, where k € [c,d] with

¢ < d. All consumers have the same utility function V(k,é), where

e is the income remaining after the purchase (or non-purchase) of

one unit of the good. Finally, every consumer 1s able to perfectly
observe the quality of the good he wants to purchase, We assume

that
V(k,e) = U(k).e , (3)

When a consumer does not purchase the commodity, his utility is

given by

V(0,e) = Ue, u_ > o, | )
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The following assumptions are made about the function U(k):

1) U is continuously differentiable.

2) u(k) > Uo’ for all k ¢ [c,d]. That is, consumers like

the good.

3) U'(k) > 0 for all k, that is, consumer's utility is
increasing in quality.
There are only two outlets in the retail market, R1 and R2.
We restrict the number of retailers to two, only to have a simple

model and all the arguments developed below can be generalized to

the case of n outlets (n > 2).

We introduce another simplification by assuming that the two
retailers can only offer two different levels of "quality": a low

level, k 3

1 and a high level, k;, with 0 < k1 < kyo "Quality"ihere
can be thought of as all the services that retailers can prévide
with the sale of the manufacturer's product. Examples of such

services were given in Section 1.

It is standard in all models of pure vertical differentiation
to assume that any quality level, k, can be producgd at zero‘cost.
We will make the same assumption here. The justification for this
assumption is that, if in the presence of price competition one
retailer will refrain from increasing the quality of his product,
even though the higher quality could be prdduced at zero cost,
then a forfiori he will refrain from incre§sing the quality of his
product if the higher quality is more expensive to produce, All
the essential features are present In the zero-cost case and nothing

i1s added by introducing costs of production.
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We assume that, given the whqlesale price charged by the
manufacturer, the retailers play a two-stage game as follows. First,
R1 and R2 simultaneously decide which quality they want to produce.
Then, having observed each other's quality, they compete in prices.
That is, in the last stage of the game they simultaneously decide
what mark-up to choose above the wholesale price, w, charged by the
manufacturer. Thus, if R1 and R2 choose the same quality, they are
in the classic Bertrand situation and the only equilibrium is one
where they both charge a zero mark-up. The game is 1llustrated
in Figure 1. The dashéd lines connecting the decision nodes of
retailer 2 express the fact that the two nodes lie in the same
information set. Since both retailers choose quality simultaneously,
retailer 2 when he chooses his quality level does not know whether
retaiier 1 chose k1 or kh. Furthermore, m, and m denote, respectively,
a low and a high mark=-up. Both retailers choose their mark-ups
simultaneously, given their observations of each other's quality

choices.

An implicit assumption behind our two-stage formulation of £he
game is that, typically, prices can be changed much more.quickly and
easily than qualities. One can imagine, fof example, that the
quality produced by a retailer depends on what type of store he sets
up. If a retailer wanﬁs to change the quality of his product, he
must "set up a new store" (e.g. change the location of his store
(see footnote 4); hire/lay off sales assistaﬁts; hire/lay off extra
personnel for delivery, installation, repairs, increase his storing

capacity in order to reduce waiting time for customers, etc.).

In order to define the payoffs of manufacturer and retailers we

need to derive the demand functions faced by the retallers. Before
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doing this, however, we shall describe the wholesale market.

b) The Wholesale Market

There is a single firm in the upstream market (cf. footnote 3).
It produces a homogeneous good at zero unit cost, and it distributes
its outbut to the two retailers R1 and RZ' We assume that the
contract between the manufacturer and a retailer cannot be made
contingent on the quality (services) chosen by the latter. This
will be the case, for example, 1f quality is not verifiable by a
court. Alternatively, we could argue that it may be prohibitively
costly to fully describe the quality that a retailer is supposed to
supply (of course, in our model where there are only two quality
levels, this is a very strong assumption; however, in a more general
model where quality is chosen from an interval [c,d] - or where,
possibly, quaiity is multidimensional -~ this 1is a much weaker

assumption).

The fact that the manufacturer cannot sign contracts which are
contingent on quality would be of no consequence if he only distributed
his output to one retailer. We assume, however, that this form of
market-foreclosure is not in the manufacturer's interest, for the
following reason. Supﬁose that R1 and R2 each have a captive market,
but they also share a substantial cdmmon market (we have only
formalized the common market, above). If the manufacturer only
supplies one retailer he loses one of the captive markets and if this
market 1is sufficiently large it would not be in his interest to supply
only ﬁhat retailer. This would not be a ;erious justification if

the monopolist could monitor in which market each retailer sold the

commodity, for thén he could give the whole common market to one
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firm and let the other firm only supply its captive market. We
assume, however, that the monopolist cannot monitor where each

retaller sells the commodity.

Finally, we assume that the manufacturer has all the bargaining
power; thus, he sets the contract and retailers will accept any
contract which gives them non-negative profits (this assumption is

common to all the existing literature).

We will now turn to the derivation of the demand functions faced

by the retailers.

Suppose first that R1 and R2 choose the same quality level, k.
Then a consumer t € [0,1] is indifferent between purchasing the

commodity at price p and not purchasing it if

V(0, E(t)) = V(k, E(t) - p) : (5)
or, using (1)-(4),

Ut = UM(t - p) RN ()

Given the retail price p and the quality k, we can define the

indifferent consumer to be
t' = U(k)p/(U(k) - Uo) (7

All consumers t > t' will strictly prefer to buy the commodity and
all consumers t < t' will prefer not to buy it. Therefore total

demand on the retail market is given by 1 - t' or

U(k) N\
k) = - - P (8)
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Now suppose that Rl and R2 choose different quality-levels.
Without loss of generality, let R1 choose quality kh and R2 quality
kl' Furthermore, let Py and Py be R1 and Rz's price, respectively.

Also let x = U(kh) and y = U(kl).

First of all, consumer t will be indifferent between quality k1

and kh if

V(kl’ E(t) - pz) - V(k-h’ E(t) = Pl) (9)

or, equivalently, if
y(t - py) = x(t - pp) (10)

Since x > y, (10) requires P, < py. Let t be the indifferent

consumer; then solving (10) with respect to t we obtain

; -y . (11)

t T x- y P T X = y P2

(Note that x > y and P, < p; imply t >0.) All t <t will

prefer k1 and all t > t will prefer kh'

Next, define to to be the consumer who is indifferent between

buying nothing and buying the low-quality good: solving

V(k,, E(t) = py) = V(0, E(t)) (12)

for t we obtain

- 3
to y - Uo P2

(13)
Then, over the relevant range6, demand for the high-quality

good and the low-quality good, denoted by Dl(pl,pz) and D2(p1,p2)

respectively, is given by
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DI(PI:PZ) = 1 -t

(14)
DZ(Pl’pz) = t - tO
Substituting (11) and (13) in (l4) we obtain
I -] - —X -y
Dypyspy) = 1 -5 P Y5 P
(15)
X y(x=U_)
L DZ(pl’pZ) X - y P - (x-y)(y—Uo) P
where, as said before,
x = U(k) and y = U(k)) (16)

In the next Section we shall look at the case of vertical

integration.
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SECTION 3: VERTICALLY INTEGRATED MONOPOLIST

Not surprisingly, in view of the work by Blair and Kaserman
(1983), and more recently Grossman and Hart (1985), we are unable to
give a satisfactory definition of vertical integration. We define
a vertically integrated monopolist to be a firm which maximizes
profits by choice of prices and qualities. That is, a firm which,
of the two following alternatives, chooses the one which gives greater
profit:

max pD(p) (17)
P
where D(p) is given by (8) (one quality), and
max  p,D,(p;spy) + P,D,(p;5P,) - (18)

PP,

where D1 and D2 are given by (15) (distinct qualities).

Thus, vertical integration is equivalent to Pareto-efficiency
among contracting parties. In most of the literature on vertical
restraints, vertical integration is also defined to be equivalent

to Pareto-efficiency (see Rey-Tirole (1985a)).

Lemma 1. A vertically integrated monopolist always chooses to

produce both qualities at prices

" 2y(x - Uo)
Pp ® 3xy +xU_+y2 - yU (19)
, y o T Y o
for the high-quality product and
. (x+y) (y-U )
(20)

P, ™ T
2 3xy + on +y yUO

for the low-quality product.



148

Proof. See Appendix,

By producing both qualities, the monopolist can discriminate
between consumers with a high willingness to pay for services (that
is, consumers with high income) and consumers with a low willingness
to pay. The idea that quality may be used to discrinminate among

consumers was first developed by Mussa and Rosen (1978).
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SECTION 4: LINEAR PRICING

The manufacturer faces many different contractual possibilities.
The simplest possible contract is one where he fixes the wholesale
price and sells whatever amount is demanded by retailers at that

price. We will show in this Section that such a linear-price

contract is strictly dominated by vertical integration. This
suggests that there 1s a role for vertical restraints in this model.

These are considered in the following Section.

Suppose that the manufacturer sets a linear-price contract for
both retailers, where the wholesale price i; denoted by w;7 Let
m, and m, be the mark-up chosen by retailer R1 and R2 respectively.
Then 1f the two retailers choose the same quality, there will be a
unique Bertrand-Nash equilibrium given by m o= mé = 0 (and therefo;e
both retailers make zero profits). On the othef hand, if the two
retailers differentiate their products then their demana functions
will be given by Dl(ml,mz;w) and Dz(ml,mz;w), obtained from (15) by
replacing P with m; + w and Py with m, + w, and their profit functions

will be
LS mlDl(ml,mz;w) (21)
and

T, = szz(ml,mZ;w) (22)

We can now determine the subgame-perfect equilibria of the two-

stage game of Figure 1 for every possible wholesale price charged

by the manufacturer.
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Lemma 2. Ifw<lw=(y - Uo)/(y + Uo), there exists a unique8
(pure-strategy) perfect equilibrium of the two-stage game at which
one retailer chooses the high-quality level, kh’ and the other
retailer chooses the low-quality level, kl’ and the manufacturer's
profits are given by

3(x-U)) 3xy-xU_-2yU
W) = M 0 °o__ .
™ 4x—y-3Uo (4x—y—3Uo)(y-Uo)

(23)

Proof. See Appendix.

Lemma 2 states the by now well-known result that (if the wholesale
price is not too high) retailers want to "relax price competition

through product differentiation".

When the manufacturer charges a very high wholesale price
(w 2 w), one cf the retailers (RZ) cannot produce kl‘and at the same
time earn positive profits. Then both retailers will produce the
same quality-level, kh’ and make zero prcfits. This is established

in the lemma below.

Lemma 3. If w > w there exists a unique perfect equilibrium of the
two-stage game, where both retailers choose the high-quality level,

their profits are zero and the manufacturer's profits are given by

%M(w) = w(l - Z5w) o (24)
o .

Proof. See Appendix.

The question now arises of what the optimal wholesale price is
for the manufacturer. The next lemma shows that depending on the
parameter values, x, y and U » the optimal wholesale price may or may

not induce product differentiation.
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Lemma 4, The optimal wholesale price is less than w - and, therefore,
the optimal linear~price contract induces product differentiation -
if and only 1f y is sufficiently close to x; more precisely, if and

only if the following inequalities are simultaneously satisfied:

(x - Uo)(y + Uo) < 2x(y - Uo)
(25)
9(x-U)3(y+U)2>4U(2x-y-—U)
(o) o] (o] (o]

(4x -y =30 )(3xy - xU_ - 2yU )
Proof. See Appendix.

Given Lemmas 1 to 4,9 it is straightforward to establish the

following Proposition.

Proposition 1. A linear-price contract is strictly dominated by

vertical integration.

Proof. We have to distinguish two cases:

(1) If (25) is satisfied, then retailers differentiate and make
strictly positive profits; it folloﬁs that vertical integration

dominates the optimal linear-price contract;

(i1) If (25) is not satisfied then retailers do not differentiate
and make zero profits. By Lemma 1 we know that it is not
optimal for a vertically integrated monopolist to produce

only one quality.

Proposition 1 suggests that there is a role for vertical restraints
in this model. We will show in the next Section that, indeed, both
resale-price-maintenance and franchise-fee contracts dominate the

optimal linear-price contract.
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SECTION 5: RESALE~-PRICE-MAINTENANCE AND FRANCHISE-FEES

Usually, resale-price-maintenance (RPM) is defiﬁed to be a

provisiop in the contract, restricting the retailer's choice of thé
final price. The most commonly observed restricﬁion.is a retail-
rprice—floor, but some manufacturers also use retail-price-ceilinés.
In our model, since there is no uncertainty, there 1s no need for
the manufacturer’to set a rétail—price—floor which is diffefentgfrom
a rétail-price—ceiling; thus, when he signs an RPM contraét,'the

manufacturer is in fact setting the retail price.

In most of the literature on vertical restraints, a franchise
fee 1s defined to be simply a fixed payment from"the retailer to the
manufacturer. Then a combination of a franchise fee and a linear

priée gives rise to the simplest form of non-linear pricing.

We do not consider two other standard forms of vertical restraints:

exclusive territories and quantity-fixing. To use exclusive

téffitories amounts to giving the whole common market to one retailer.

We have assumed, however, that this is not feasible since the
maﬂufacturer cannot monitor on which market (captive ér common) thé
retaller sells his commodity.10 Quantity—fixing restraints aré also

not feasible for two reasons: first,‘demana’on eaéh‘mafket may’be‘
stochastic; secondif; arbitrage between retailers mayilimit‘the
possibility of quantity-fixing (especially if theré are several retail
markets such as this one). |

Having defined the various forms of ;ertical iestraints considered 

in this paper, we will briefly discuss how these restraints are
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enforced. The problem of enforceability arises mainly with RPM.

How can the manufacturer be certain that a given final price has been
charged by é retailer to his customer?  In practice, mainly two ways
have been used by manufacturers to find out about the retail price
(these methods have been used, for example, in the audio-components-
industry, see McEachern-Romeo (1984)). The first method was to use

warranty cards to verify the resale price. The second method was

to hire private investigators (so called "shoppers") who would visit
the different outlets and verify whether the retailer was setting

the prescribed price.

We now show that RPM and franchise~fee contracts dominate the
optimal linear-price contract, but do not achieve the efficient

outcome.

Proposition 2, RPM and franchise-fee contracts dominate the optimal

linear-price contract.

The proof of this proposition is straightforward:

¢9) By setting the resale-price, the manufacturer preveﬁts retailers
from "relaxing price competition through product differentiation";
retailers are forced to choose the same resale-price, so that
they can only compete in quality. Consequently, both retailérs
will choose the high quality, kh,’in equilibrium. The
manufacturer can then set the retail price equal to the
wholesale ﬁrice and extract all the‘retailers' profits. - By
setting an RPM contract, the manufacturer cannot discriminate

. among consumers (since both retailers produce the same quality);

he can, however, extract all of the retailers' rent. It is -
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shown in the Appendix (see proof of Lemma 4, in particular
(A.20)) and in Footnote ll, that this second effect always
dominates the first effect, so that RPM dominates the optimal

linear-price'contract.11

(11) To add a franchise fee to a linear-price contract can only make
the manufacturer better off, since whenever retailers make
positive profits with a linear-price contract, the manufacturer

‘can use a franchise fee to extract part or all of these profits.

In most of the existing models of vertical restraints where the
number of retailers is fixed exogenously, RPM or franchise fees achieve
the same outcome as vertical integration. This is not the case in

our model. We estbalish this claim in the next Proposition.

Proposition 3. Franchise-fee contracts and RPM contracts are strictly

dominated by the vertical integration outcome.

The proof that vertical integration dominates RPM is straight-
forward: with RPM retailers do not differentiate and thus the |
manufacturer cannot discriminate among consumers. It 1s less
obvious why a franchise-fee contract is dominated by verticalv
integration, If the manufacturer charged the same franchise fee
to both retailers, he would be unable fo extract all the high-quality
retailer's profits, since the latter makes strictly greater profits
than the low-quality retailer. On the other hand, the franchise fee
cannot be a function of quality, because..by assumption, quality is
not verifiable by the courts. One could argue, however, that prices
could be used to infer quality and, as a consequence, a double

franchise fee could be used to extract all of the retailers' profits:
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the retailer with the higher price is obviously producing a higher
quality and can therefore be charged a higher franchise fee.

However, even though this contract would represent an improvement

. on the éimple franchise fee, it would not bring about‘efficiency.

The reason is that the manufacturer must circumvent two problems here:

double-marginalization and price-competition among retailers. It

1s well-known that in order to eliminate double-marginalization with

a franchise-fee contract, the manufacturer must set the wholgsale

price equal to marginal cost (i.e. set w = 0) and then set the franchise
fee equal to the retailer's profit. In our model, howevef, when

w = 0 the price~competition effect outweighs the double-marginalization
effect. In other words, when w = 0 retailers set their respective
mark-ups, my and m,, below the monopoly prices. To see this, it
suffices to compare the optimal prices chosen By retallers when the
wholesale price is w = O with the prices chosen by the vertically
integrated monopolist (given by (19) and (20)); Retailers‘choose my
and m, to maximize (21) and (22) respectively. The optimal mark-ups
m:(w) and m;(w) when w = 0 are given by

2(x = y)(x = U)
x(4x -y - 3Uo)

m’I(O) = (26)

(x =-y)(y - u,)
y(bx - y - 3Uo)

m,(0) = (27)

It 1s easy to check that (26) is strictly less than (19) and (27)

is strictly less‘than (20). Furthermore,'it can be shown that

d , *, . d , *
o (ml(w) +w) >0 and proe (mz(w) +w) > 0.
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Thus, the manufacturer can force retail prices up by increasing
w from zero and the optimal franchise-fee contract will have w > O.
It can be shown, however, that there does not exist any w 3 0 such
that botﬁ (28) and (29) below are satisfied (where ;1 and 52 are given

" by (19) and (20), respectively)

~

mI(w) +w = P; : (28)
ENORT A w 29y

Thus this form of franchisleee contract cannot achieve full

efficiency.

The above discussion suggests that an optimal contract ought to
restrict the set of prices which can be chosen by retailers. This
can be done by means of a price-dependent franchise fee, as shown in

the following Proposition.

Proposition 4. The manufacturer can approximate the outcome of

vertical integration arbitrarily closely by fixing the wholesale price
v = p, GO

(where 52 is given by (20)) and the following franchise fee:

+ o if retail price ¢ ;1 or w
A = ‘ - : : ‘ (31)
0 - 1f both retail prices are
‘ ' equal to w
énd otherwise
- € ; if retail price = w ;
A = R ; Al T (32)

(p1 - w)Dl(pl,pz) - ¢ if retail p;iceJ- Py
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where ;1 is given by (19), D, is given by (15) and € > 0 is

arbitrarily small.

Proof. ' See Appendix.

The intuition behind Proposition 4 is as follows. The clause
"A = + o if the retail price is different from 51 or w" has the
purpose of restricting the set of retail prices which can be
chosen by retailers to {51,52}, that is, to the price which would be
chosen by a vertically integrated monopolist‘(thereﬁy eliminating the
problem discussed above, namely that price competition between
retailers leads to retail prices which are "too low"). Secondly,
the contract must ensure that retailers prefer to‘differentiateA
rather than produce the same quality. This is achieved by (32) which
ensures them an equal profit of € if they differentiate and‘negative
profits if they both choose high quality. Finally, the clause
"A = 0 if both retail prices are equal to w" ensures that retailers

will not make positive profits if they both choose low quality.

The optimal contract described in Proposition 4 - and any
contract in which all retail prices are taken into account - may be
extremely éostly to enforce, especially when the number of retailers
is large (which is usually the case). " In order for such a contract
to be enforceable, all final prices must be observable to all parties
and this may be impbssible or prohibitively costly. Therefore a
simpler - although suboptimal-~ contract ﬁay be preferable. For
instance, there are situations in which RP@ is a good substitute for
an optimal contract: when y is close to x, resale price maintenance

strictly dominates the optimal linear-price contract and yields an -
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outcome which is close to that of vertical integration. In fact,
by Lemma 4 (see also footnote ll1), we know that when y is close to x
the optimal linear-price contract induces quality-differentiation
and is étrictly dominated by RPM (cf. (A.20) in the Appendix).
Furthermore, using (A.3) and (A.6) in the Appendix, the difference’
between the profits of the verticaliy integréted monopolist and the
profits of the monopolist who uses RPM is given by

x % (x =U)(y - U -y) |
Ppq) Py - P4 4x (3xy + on + y* - yUo)

(33)

which tends to zero as y tends to x (it also tends to zero as y tends
to Uo’ but we know from Footnote 1l that when y is close fo Uo the
optimal linear-price contract and RPM are equivalgnt). Furthermore,
a contract like RPM can be enforced at low cost: all that is required
for enforceability is for the manufacturer to observe prices with
positive probability. By increasing thé penalty for not selling at
the required retail pfice, the manufacturer can reduce his probability
of inspecting prices (i.e. reduce the number of "shoppets") and thus

reduce his enforcement costs.

As a final remark we shall étress the fact that we have only:
considered the case where there is no uncertainty. = As Rey-Tirole .
(1985b) pointed out, uncertainty about demand or retail costs may
significantly affect the desirability and optimality of the various

standard forms of vertical restraints,
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SECTION 6: CONCLUSION

We have shown that when the "quality" of the product distributed
by retailers depends on some effort or services provided - together
with the product - by the retailers themselves, the manufacturer will
find it profitable‘to resort to vertical restraints in order to bring
the retailers' choices in line with his interest. Simple forms of
vertical restraints, such as resale price4maintenance and simple
franchise fees, are not sufficient to fully compensate for the
"distortionary effects" of price competition between retailers. In
order to achieve the first-best, that is, the outcome of vertical
integration, the manufaeturer has to resort to more sophisticated
contracts which include lump-sum payments from retailers to the
manufacturer or vice versa, depending on the prices eharged by all

retailers.

The raﬁge of applicability of our model could be extended
considerably if we allowed for competition in the manufacturers'
market (cf. footnote 3). ’ The analysis of the audio comfonents
industry by McEechern‘and Romeo (1984) suggeets that sueﬁ a model
might be applicable to this industry. Also the Magnavox case with
the FTC would fit into such a model: Magnavox was fhe third largest
seller of coloqr televisionsand was using RPM to reach the consumers
interested in expehsive sets; RPM was necessary since the sale of
expensive sets required a loﬁ of’pre-sale-and post—saie effort‘on

the part of retailers (see Goldberg (1982)).
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FOOTNOTES

The three main éxplanations reviewed below are not exhaustive:
more explanations can be found in the literature (see the survey

by Rey-Tirole (1985a)).

On page 21 the authors observe that "The existing modelsvarg
usually 1ocation’mode1s in a homogengous space (e.g., a circle,
with a uniform density of cqnsumerss. The "principle'ofr
maximum differentiation" holds for both competing retailers

and a vertically integrated structure. Thus therg is no
conflict between the manufacturer and a fixed number of retailers

as to the latters' locatiomns."

The Coors beer case is complicated by the fact that the
manufacturer was competing with brands manufactured by other
firms. In this paper we have followed the existing literature
on vertical restraints and restricted ourselves to the case of
one manufacturer dealing with many‘retailefs. Alldwing for
competition among manufacturers complicates the ahalyéis‘
considerably. Some of the issues arising in this context have
been analysed by Bonanno-Vickers (1986). The most general_case‘
with ﬁany manufacturers and many rétailers, each of which is ;
allowed to carry the goods of several manufacturers, can be
analysed as a multi-principal, multi-agent situation (seg
Bernheim~Whinston (1986)) and would'enable,one to analyse several

new issues.

As an example consider the following case, in the same spirit

as Hotelling's (1929) model. A homogeneous good can be sold at
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(4) continued

any point on a line segment, which we take to be the unit interval
[0,1]. There are many consumers, all located at the right
éxtreme of the line segment. Consumers have different incomes
but identical preferences: 1n particular, they all dislike
travelling. The utility a consumer derives from not consuming
the good and keeping his income e is given by (4) of Section 2.
On the other hand, if he consumes one unit of the good and an
income e and has to travel a distance d to obtain the éood, his
utility is V(l,e,d) = Uef(d), where -f(d) is disutility of
travelling and therefore f'(d) < 0. In this example, d = 1 - k,
whére k € [0,1] denotes the location'of the shop.’ Wé cankthen
write V(k,e) = Ulef(l-k) and define U(k) = Ulf(l—k). Clegrly,
U'(k) > 0. The parameter k (location) can now be interpreted
as an index of quality and, provided Ulf(;) > Uo’ we have an
example of the general model of Séction.Z. Alternatively, one
could imagine the consumers being spread out over the segment
(rather than bunched at one extremity) while the fifms are
established on the same side of the segment, outside of the

market.

(5) In the model by Shaked and Sutton (1982) firms are allowed to
choose any quality level k € [c,d] (0 < ¢ < d). They show
that in equilibtium one firm always chooses k - d and they do
not explicitly derive the quality chosen bj the other firm.
Here, the retailers' choiée is restrict;d to kl or kh; We will‘
explain, in Section 4, that this simplification of the model
eliminafes an important aspect of the cénfiiét Setween manufacturer
and retailérs; namely that retailers woﬁld ﬁot choose the same

quality lévels as a vertically integrated manufacturer. We were
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(5) continued
forced to simplify the model in this way in order to keep

the calculations tractable!

(6) More precisely, the demand functions are given as follows. By
(10), D, = 01if p, 2 py. Also, D, = 0 if Py 2 (y - Uo)/y,
where the RHS is the reservation price of the richest consumer

for the low-quality good. Thus (15) requires P, < min{pl,(y-Uo)/y}.

Similarly, D; = 0 if P 2.(x-Uo)/x, where the RHS is the
reservation price of the richest consumer for the high-quality
good.  Also, D1 = 0 {f P, < P, and t > 1, where t is given by
(11); this is equivalent to Py 2 (x-y)/x + ypz/x. If p, 2 p)
and Py < (x—Uo)/x, then D, = 1 - xpll(x—Uo). . Thus (15)
requires p, < p; and p; < min {(x-y)/x + ypllx, (x - Uo)/x}.

It can be shown that there is no loss of generality in restricting

oneself to the price range for which (15) is satisfied.

(7) The manufacturer sets the same wholesale price to both retailers,
since at the time of contracting he does not know what

quality level will be chosen by each retailer.

(8) The pure-strategy equilibrium is unique from the point of view
of the manufacturer (which is the point of view we are interested
in), since it does not matter to him which retailer chooses the

high quality and which chooses the low quality.

We ought to add that there is also a symmetric mixed-strategy
equilibrium at which each retailer chooses the high~quality
* % * % x
level with probability u = Wl/(ﬂl + ?2)’ where ™ and T, are
the profits of the high-quality and low-quality retailer at the
pure-strategy equilibrium, respectively. In the‘mixed-strategy;

equilibrium the manufacturer's profits are given by
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(8) continued

(9)

2 = wm ) + i - xwe x- 0)) #
+ =W - gty - u)).

We shall follow the literature (see, for example, Shaked-Sutton
(1982)) and festrict our analysis to the pure-strategy

equilibrium.

A quick comparison of Lemmas 1 and 4 suggests that there is a
potential conflict between manufacturer and retailers as to the
choice of quality differentiation. This turns out to be indeed
true. In a more general model where retailers can choose
quality in an interval [c,d], they would, in general, choose
different quality levels from the ones chosen by a vertically

integrated monopolist.’

To choose two quality levels in [c,d] is equivalent to choosing
x and y in [U(c),U(d)]. Shaked and Sutton (1982) show that
one retailer would choose x = U(d), while the other retail;r
would choose y in [U(c),ﬁ(d)] to maximise

* Y(x—Uo) (x-y)(y-Uo) (y+Uo)(x_y) 2
2 = GU)Gmy) | yGxy=30) ~ * y(@x-y-30_)

The integrated monopolist, on the other hand, chooses x and

y in [U(c),U(d)] to maximise 5161 + ;232 given by

y(x - U)
3xy + xU_ + y* - yU

o

It is tedious, but straightforward, to check that the two
problems do not yield the same first;ordet conditions: thus
the optimal quality choices 6f a vertically integrated monopolist

will be different from the quality choices of the two retailers.
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If the manufacturer could monitor where the retailer sold his
commodity, then a combination of exclusive territories and

fyanchise fees would lead to an efficient outcome.

We know ffom Lemma 4 that the optimal linear-price contract
induces quality-differentiation if and only if (25) is satisfied.
This does not imply that if (25) is not satisfied then the
optimal linear price contract is quivalent to RPM. In fact,

if (25) 1is not satisfied but
(x - Uo)(y + Uo) < 2x(y - Uo)

(cf. (A.27) in the Appendix) then the optimal linear-price

S ' ~k
contract is w = w > w and, by definition of w , the manufacturer
is striétly better off if he resorts to RPM and fixes the

~k
retail price equal to the wholesale price equal to w .

Therefore, RPM does not strictly dominate the optimal linear-

price contract if and only if
(x - Uo)(y + Uo) 2 2x(y - Uo)

(which is the case if y is close to Uo).
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APPENDIX

Proof of Lemma l. First consider the profit function given by (18).

It is straightforward to show that it is strictly concave in (pl,pz)
and solving the first-order conditions we obtain (19) and (20).

The cofresponding high-quality and low-quality outputs are given by

. N x(y + Uo)

49 F Dl(pl’pZ) 3xy + xU .+ y* - yU, (a.1)
and

" . y(x - Uo)

i 7 DZ(Pl’pZ) 3xy + xU_ + y* - yU, (4.2)
and the corresponding profits are given by

Pr91* P22 T Ty Hau_ +y7 - 30 (4.3)

(o]

Now consider the profit function given by (17) with k = kh
(it is obvious that the monopolist would not choose the low quality).
Solving the first-order condition we obtain that the optimal price

is given by

P = 2% k ) : (A. 4)

and the corresponding output and profits are

- 12 (A.5)

x % x-U ; ,
Pa = = _ ' (A.6)

Now, (A.3) > (A.6) if and only if

4xy > 3xy + xU_ + y? - yu, . (A.7)

which is equivélent to
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x(y - U) > yly - U) | (A.8)

which is obviously true.

Proof of Lemma 2. Fix an arbitrary w < w. By Bertrand's théorem,

if both retailers choose k = kh or k = kl’ there is a unique

Bertrand-Nash equilibrium of the second-stage game given by m = 0,

1" ™
On the other hand, if retailer R1 chooses kh and retailer R2 chooses

kl, then the profit functions of the two retailers are given. by

(21) and (22), respectively. is strictly concave in m

Ty 1

(1 = 1,2) and from the first-order conditions we obtain a unique Nash

equilibrium in prices at which the two retailers' mark-ups are

given by
. 2(x~U ) (x~-y) (2x-U ) (x-y)
ml - o -w R (A.9)
x(4x-y-3U°) x(4x-y 3Uo)
and
N (x-y) (y-U_) (y+U,) (x=y)

mz __—_y(lox-y-BUo) -Ww y(AX"y-BUO) (A.IO)

respectively. The corresponding equilibrium profits are given by

. 2x-y) (x-U)  (x-y) (2x-U ) 72
= -w S (A.11)
T X-y x(4x-y—3U°) x(4x-y-3U°) '
and ,
s yeU) [ Ge1) ) ey TP
"2 T GG | yGxey=30) T ¥ 5T-y-30,) (4.12)
respectively. It can be checked that m;-> 0 (and thus w; > 0) if
and only 1if A
- y-1U
wlw = ——— . (A.13)

y«l—Uo
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* * * - *
Also, Ty 2 0 implies ™ > Ty o Thus, as long as 7w, > 0, the

2
two retailers will differentiate. It follows that if w < w, there

are two pure-strétegy equilibria; one where Ri chooses kh‘aﬁd

R2 kland the other where R1 chooses kl while R2>chooses kh. It is

not surbrising, then, that there is also a symmetric mixed-strategy

equilibrium, which is described in footnote 8 (in the mixed-strategy
equilibrium bo£h retailers choose the same quality with probability

u2 and (1 - u)2, then the demand function they face is given by (8);

this explains the expression for the manufacturer's profits given in

footnote 8).

Next, if w < w and if retailers are at a pure-strategy equilibrium,

the manufacturer's profits are given by
T+ g, A 14)°
(W) = (g + q)w (A.14)

* *
where q and q, are the equilibrium outputs of the retailers.
nM(w) is then obtained through straightforward computation.

*
2 2

choose high quality and the unique perfect equilibrium is where both

Proof of Lemma 3. By (A.13), w > w implies m, € 0. Thus R, will

retailers produce the high-quality good and m1 = = (, The profit

)
function of the manufacturer is then obtained from (8) with k = kh.

* N
Proof of Lemma 4. Let w be the (unique) maximum of the function

ﬁM(w)‘(given by (23)). Then

* 3(x - Uo)(y - Uo)
2(3xy - on - 2yUo)

(A.15)

Also
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9(x - U)*(y - U)
4(4x -y - 3Uo)(3xy - on - 2yU°)

*
nM(w ) (A.16)

A% A
Let w be the (unique) maximum of the function nM(w) (given

by (24)). Then

~%

w = (x- Uo)/(ZX) (A.17)
Also
n ) = k= U () ‘ (A.18)

The following facts can be checked easily: (A.l5) is less than

(A.17) or

ko~
w <w _ (A.19)

and (A.16) is less than (A.18) or
* ak
nM(w ) < wM(w ). : (A.20)

~k -
It follows that as soon as w 2 w, the manufacturer will want to
~k
set w = w , thereby inducing retailers not to differentiate. Now,

N
w 2 w if and only 1if (x—Uo)(y+Uo) 2 2x(y—U°) (A.21)

for which it is necessary that y be not close to x. On the other

ak -
hand, if w < w, 1.e. if
(x = Uy +T) < 2x(y - U)) " (A.22)

(which 1s the case if y is close to x, since when y = x (A.22) becomes
* -
2x > x + U, which is obviously true), then by (A.19) alsow < w

and the manufacturer's choice will depend on whether
W) 3G (.23)
LG ) % NM(W) , ) .

(recall that ;M(w) is strictly concave and therefore, given that

Ak - : - - L
w < w, the best wholesale price in [w,+=) is w). Now,



169

Uo(y - UO)(Zx -y - Uo)

nM(w) = CERRICESRL (A.24)
o o
Thus
*y > .G A.25
if and only if
2
9(x-U°) U0(2x-y-Uo)

4(4x-y-3U ) (3xy-xU _-2yU ) > (x-0_) (y+0_)? (A.ge)

which is the case if y is close to x, since when y = x (A.26)
becomes (x-Uo)2 > 0, which is obviously true. (A.22) and (A.26)

prove (25).

To sum up, if (25) is satisfied, the optimal wholesale price
* -
is w (given by (A.16)) which is less than w and therefore, by Lemma 2,
induces product differentiation. If (25) is not satisfied, then the

optimal price will be
LY 3 ‘
w o= (x-Uo)/(Zx) if (x—Uo)(y+Uo) b 2x(y-Uo)

_ (A.27)
w = (y-Uo)/(y+U°) if (x—Uo)(y+U°) < 2x(y-Uo)

and since in both cases w 3 w, retailers will not differentiate.

Proof of Proposition 4. We first determine the Bertrand-Nash

equilibria of the second stage qf the game of Figure 1. First of
all, it is clear that the franchise fee given by (31) restricts the

set of prices which can be chosen by retailers to {51,52}.

Lemma (1). If the two retailers choose different qualities, there
is a unique Nash equilibrium (N.E.) at which the high-quality retailer's
price 1is 51 and the low-quality retailer's price is 52 = w and both

retailers make positive profits (given by €).
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Proof. First we show that (51,52) is a N.E.: the low-quality
retailer's profits are € > 0, while if he switched to 51 he would

faée zero demand and pay a positive franchise fee (if ¢ is sufficiently
small).\ The high-quality retailer's profits are € > 0, while if

he switched to ;2 = w his profits would be zero. Next we show that
(;1,;1) is not a N.E.: the low-quality retailer faces zero demand and
pays a positive franchise fee, while he can increase his profits to

€ > 0 by switching to ;2. Similarly, (;2,52) is not a N.E.'because
the high-quality retailer can increase his profits from zero to

e > 0 by switching to Py

Lemma (ii). If both retailers choose high quality, k » there is a
unique N.E. where they both charge the same retail price, 52 = w,

and make zero profits.

Proof. (52,;2) is a N.E. because both retailers make zero profits
and if either retailer switched to 51 he would face zero demand and
pay a positive franchise fee (if € is sufficiently small). (;i’BZ)
is not a N.E. because the retailer with the higher price pays a positive
franchise fee and faces zero demand, while he can make zero profits
by switching to 52. (51,;1) is not a N.E. because each retailer's

prbfits are

(1/2)(p; - W(ppk) = A = (1/2)(p; - w(pp.k) -

Now, using (8) and (19), we have

Y D(P :k-h) = 5= zo
2 1 2 2(x—Uo) (3xy+xU°+y —yUo)

(A.29)
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while D1(51’52) is given by (A.1l). It is easy to show that (A.1l) > (A.29)
and therefore if € 1s sufficiently small both retailers are making
negative profits while either retailer could make zero profits by

switching to 52.

Lemma (1ii). If both retailers choose low quality, kl’ there is a
unique N.E. where they both charge the same retail price, ;2 =y,

and make zero profits.

Proof. (52,52) is a N.E. because if either retailer switched to ;1

he would make negative profits. (pl,sz) is not a N.E. because the

retailer with the higher price makes negative profits. Finally,

(51,;1) is not a N.E. because each retailer's profit is given by
(1/2)(p, - WD(poky) = & = (1/2)(p - D(p,k,) -

- (p1 - W)Dl(pl,pz) + € (A.30)

Now, using (8) and (19) we have

1pG,k) = 3 -2 o)
2 U\P1° % 2

- 2 (A.31)
2(y Uo) (3xy+on+y yUo)

while Dl(;l’BZ) is given by (A.l). Again, it is easy to show that
(A.1) > (A.31) and therefore if € is sufficiently small each retailer

makes negative profits.

By Lemmas (i1)-(iii) we can conclude that there is a unique perfect
equilibrium of the two-stage game at whicﬁ one retailer chooses high
quality and charges ;1 and the other retailer chooses low quality and
charges ;2 and each retailer's profits are ¢ > 0. This is the choice
of qualities and prices of the vertically integrated monopoliét and
therefore by choosing € arbitrarily small the manufacturer can approximate

the outcome of vertical integration.
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