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Abstract

In this thesis, we study a variety of different extremal graph colouring and tiling

problems in finite and infinite graphs.

Confirming a conjecture of Gyarfas, we show that for all k,» € N there is a
constant C > 0 such that the vertices of every r-edge-coloured complete k-uniform
hypergraph can be partitioned into a collection of at most C monochromatic tight
cycles. We shall say that the family of tight cycles has finite r-colour tiling number.
We further prove that, for all natural numbers k, p and r, the family of p-th powers
of k-uniform tight cycles has finite r-colour tiling number. The case where k = 2
settles a problem of Elekes, Soukup, Soukup and Szentmikléssy. We then show
that for all natural numbers A, r, every family ¥ = {Fy, F>,...} of graphs with
v(F,) = nand A(F,) < A for every n € N has finite r-colour tiling number. This

makes progress on a conjecture of Grinshpun and Sérkozy.

We study Ramsey problems for infinite graphs and prove that in every 2-edge-
colouring of Ky, the countably infinite complete graph, there exists a monochromatic
infinite path P such that V(P) has upper density at least (12 + V8)/17 ~ 0.87226 and
further show that this is best possible. This settles a problem of ErdGs and Galvin.
We study similar problems for many other graphs including trees and graphs of
bounded degree or degeneracy and prove analogues of many results concerning

graphs with linear Ramsey number in finite Ramsey theory.

We also study a different sort of tiling problem which combines classical problems
from extremal and probabilistic graph theory, the Corradi-Hajnal theorem and (a
special case of) the Johansson—Kahn—Vu theorem. We prove that there is some
constant C > 0 such that the following is true for every n € 3N and every p >
Cn~?3(logn)'/3. If G is a graph on n vertices with minimum degree at least 2n/3,
then G, (the random subgraph of G obtained by keeping every edge independently
with probability p) contains a triangle tiling with high probability.
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Introduction

Extremal graph theory seeks to answer questions of the following form: what is the
largest or smallest value of some graph parameter among all graphs of a given class?
The possibly first result in this area determines how many edges a triangle-free graph

can have.

Theorem 1.0.1 (Mantel [94]). Every graph with n vertices and more than n*/4
edges contains a triangle. Furthermore, the complete bipartite graph with parts of

size [n/2] and | n/2] contains |n*/4) edges and is triangle-free.

Another classical example of extremal graph theory is the study of Ramsey num-
bers. The Ramsey number of a graph H, denoted by R(H), is the smallest integer N
such that in every two-colouring of the edges of the complete graph on N vertices
Ky, we can find a monochromatic copy of H (that is a subgraph of Ky which is
isomorphic to H and all its edges receive the same colour). Ramsey numbers are

named after Ramsey, who proved the following result.
Theorem 1.0.2 (Ramsey [100]). R(K,) < oo for every n € N.

It immediately follows from Ramsey’s theorem that Ramsey numbers of all finite
graphs are finite and there has been a lot of work in determining and estimating
them. One topic of interest is to classify which graphs have small, i.e. linear,
Ramsey number. To be more precise, define a sequence of graphs to be a family
of graphs ¥ = {F}, F»,...} where F, has n vertices for every n € N. Such &
is said to have linear Ramsey number if there exists a constant C > 0 such that

R(F,) < Cn for every n € N. Looking at the problem from the inverse perspective,
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it follows directly from the definition that if # has linear Ramsey number, it is
possible to cover a linearly large part of every 2-edge-coloured K, using only one

monochromatic copy from 7.

Observation 1.0.3. For every sequence of graphs F with linear Ramsey number,
there is a constant ¢ = c(F) > 0, such that every two-edge-coloured K,, contains a

monochromatic copy of some F € ¥ with at least cn vertices.

By greedily applying Observation 1.0.3 to the set of remaining vertices, we can

actually cover most of K, using only “few” monochromatic copies from F.!

Observation 1.0.4. For every € > 0 and every sequence of graphs ¥ with linear
Ramsey number, there is a constant C = C(F, &) such that the following is true
for every two-edge-coloured K,. There is a collection of at most C vertex-disjoint

monochromatic copies from & whose union covers at least (1 — €)n vertices.

In other words, Observation 1.0.4 asserts that it is possible to cover almost all
vertices of every two-edge coloured K, by vertex-disjoint monochromatic copies
from ¥ whose average size is linearly large. It is natural to ask for which families
¥ we can extend Observation 1.0.4 to cover all the vertices of K,. Such problems

are called graph tiling problems and we shall discuss some of them in Chapter 3.

Ramsey’s theorem further implies that every two-edge-coloured Ky (the countably
infinite complete graph) contains a monochromatic copy of Ky.> Therefore, there
is no direct extensions of Ramsey numbers to infinite graphs. It is possible however
to generalise the concept of graphs with linear Ramsey number to infinite graphs
using a density formulation similar as in Observation 1.0.3. The upper density of a
set A C N is defined as d(A) := lim SUp,_,e |A N [n]| /n. Tt is not hard to see that
there exist 2-edge-colourings of Ky such that the vertex-set of every monochromatic
copy of Ky has upper density O (e.g., a random colouring). In Chapter 4 we will
discuss infinite graphs for which this is not the case and prove infinite analogues of

many results about graphs with linear Ramsey number.

IThis was first observed by Erdds, Gyarfis and Pyber [42] to the best of the author’s knowledge.
’In fact, this is how the theorem was originally stated.
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We will also study a different sort of graph tiling problems in random graphs.
The binomial random graph G (n, p) is the random subgraph of K, in which every
edge of K, is present independently with probably p. This random graph was first
introduced by Gilbert [56], while ErdGs and Rényi [44] independently introduced
the related random graph G (n, m). ErdGs and Rényi then initiated the systematic
study of both types of random graphs in a series of papers [45, 46, 47, 48] and it
has been a very active research topic ever since. One of the central questions in the
theory of random graphs is to determine threshold probabilities for certain graph
properties. A classical example of this is the following theorem, which determines

when G (n, p) is connected.

Theorem 1.0.5 (Gilbert [56]). Let C,, denote the set of all connected graphs on n

vertices. Then, for every € > 0, we have

if p(n) < (1 —¢&)log(n)/nforalln € N,

lim P[G(n,p(n)) € C,] =
e 1 if p(n) > (1 +¢)log(n)/nforalln e N.

We will study similar questions regarding the existence of a triangle tiling in

random subgraphs of certain deterministic graphs in Chapter 5.

1.1 Notation

1.1.1 Elementary Notation

We denote by R the set of real numbers, by R the set of non-negative real numbers
and by R, the set of positive real numbers. We denote by N := {1,2, ...} the set of
positive integers and by Ny := {0, 1, 2, ...} the set of non-negative integers.

Given a set V, we denote by 2" the set of all subsets of V and, given k € Ny,
we denote by (‘,:) the set of all k-element subsets of V. For integers 0 < ¢t < n, we
define n!; to be the number of ways to select a list of ¢ distinct numbers from [n].
That is, n!; ::(n”T!l), =n-(n-1)---(n—t+1).

Given k € Ny, we denote by [k] := {1,...,k} the set of the first k positive
integers. Given k € Ny, we denote by [k]g := {0,..., k} the set of the first k + 1

10
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non-negative integers. Given k < £ € Ny, we denote by [k, €] := {k,...,{} the set
of all integers z with k < z < €. Given a < b € R, we denote by [a, b]r the set of
all reals x with @ < x < b. Given a, b € R, we denote by (a, b) = (a, b) the set of
all reals x witha < x < b.

We denote by exp the exponential function with base e and, for k € N, by expX
the k-th composition of the exponential function. We denote by log the natural
logarithm, that is, the logarithm with base e.

In this thesis we will frequently break long proofs into smaller claims. We denote

by B the end of the proof of such a claim and by [] the end of the main proof.

1.1.2 O-Notation

Let f, g : N — R be functions taking non-negative values. We say that

* f =0(g) if there is some C > 0 such that f(n) < C - g(n) for all sufficiently
large n € N.

s f=Q(g)ifg=0(f).
s f=0(g)if f=0(g) and g = O(f).

* f =o(g) if for all € > 0, there is some ny > 0 so that f(n) < & - g(n) for all

n 2 nop.
s f=w(yg)ifg=o0(f).

If the functions f, g depend on more than one variable, we shall indicate the
parameter tending to infinity in the subscript and consider all other variables as

3 3= wp(n® +m?).

constant. For example, n> + m> = 0, (n® + m?) and n> + m

Furthermore, given real numbers a, b, c, we say a = b + ¢ if |a — b| < |c|, and we
will frequently use the following slightly informal notation: Given reals €,6 > 0,
we say 0 < ¢ if ¢ can be chosen arbitrarily small in terms of €. This shall replace
the quantification “for all € > 0O there exists some 69 > O such that forall 0 < § < 69

...~ when we have a long list of such quantifications.

11



1 Introduction

1.1.3 Graphs

We use standard notation from graph theory. A graph G = (V,E) is a tuple
consisting of a set V, called the vertices of G, and a set E C (‘2/) called the edges
of G. We write V(G) to refer to the vertex-set of G and E(G) to refer to the
edge-set of V. We further denote the sizes of V(G) and E(G) by v(G) := |V(G)]
and e(G) := |E(G)|. Note that V(G) and E(G) are possibly infinite. We will often
abbreviate an edge {u,v} € E(G) as uv.

Definition 1.1.1 (Neighbourhoods and degrees). Given a graph G, a vertex
v € V(G) and a set U C V(G), we define the neighbourhood of v in U by
Ne(v,U) := {u € U : uv € E(G)}. Furthermore, the degree of v in U is
given by deg;(v,U) := |Ng(v,U)|. Given a set of vertices V C V(G), we
define the common neighbourhood of V in U by Ng(V;U) = (,ey Ng(v,U)
and deg;(V;U) := |[Ng(V;U)|. Given two vertices vi,vy € V(G), we write
NG (vi,v2;U) for Ng({vi,v2};U), and similarly we write deg;(vy,va;U) for
deg; ({vi,v2};U). If U = V(G), we simply write Ng(v), deg;(v), Ng(V) and
deg; (V) and if G is clear from context we drop the subscript.

Definition 1.1.2 (Families and sequences of graphs). A family of graphs F is an
infinite set of graphs. A sequence of graphs is a family of graphs ¥ = {Fy, F>, ...}
with v(F,) = nforall n € N.

Definition 1.1.3 (Maximum and minimum degree). The maximum degree of G
is defined by A(G) := sup,cy () deg(v) and the minimum degree is defined by
0(G) := min,cy(c) deg(v). The maximum degree of a family of graphs ¥ is given
by A(F) := suppes A(F).

Definition 1.1.4 (Degeneracy). A graph G is called d-degenerate for some d € N if
there is a linear order < of V(G) such that |[N(v)N{u € V(G) : u < v}| < d forevery
v € V(G). We denote by degen(G) the smallest d € N such that G is d-degenerate.
The degeneracy of a family of graphs ¥ is given by degen(¥) := supp.+ degen(F).

Note that we have degen(G) < A(G) and x(G) < degen(G) + 1 for every graph
G. Furthermore, there are families with finite degeneracy but infinite maximum

degree (for example, the family of all stars).

12
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Definition 1.1.5 (Subgraphs). A graph H is called a subgraph of a graph G if
V(H) € V(G) and E(H) C E(G). We call H spanning it V(H) = V(G). If
U C V(G), wedefine G [U] to be the subgraph of G induced by U, i.e. V(G[U]) = U
and E(G[U]) ={e € E(G) : e C U}.

Definition 1.1.6 (Independent sets). A set I C V(G) is called independent if there
is no edge ¢ € E(G) with e C I. The independence number of G is given by
a(G) :=sup{|l| : I € IT(G)}, where I (G) denotes the set of all independent sets
in G. Given a partition £ of V(G), we say that G is P-partite if every U € P is an
independent set. A graph G is t-partite if it is -partite for some partition  of V(G)
with ¢ parts. The minimum ¢ € N such that G is z-partite is called the chromatic
number of G and is denoted by y(G). If G is not P-partite for any partition P into
finitely many parts, we set y(G) := co.

Definition 1.1.7 (Complete (partite) graphs). We define K(V) := (V, (})) to be the
complete graph on the vertex-set V and we write K,, := K([n]). Given a collection
disjoint sets ¥ = {Vy, ..., V;}, we denote by K(P) = K(Vy, ..., V;) the complete ¢-
partite graph with parts Vi, . . ., V;, i.e. the graph with vertex-set V(G) = V| U... UV,
and edge-set E(G) = {e € (}) : lenV;] < 1foralli € []}. Given a graph G and
disjointsets U1, ..., U;, wedenote by G Uy, . . ., U;] the t-partite subgraph of G with
vertex-set Uy U ... U U, and edge-set E = {e € E(G) : lenV;| < 1 foralli € [¢]}.

Definition 1.1.8 ((Partial) Embeddings). A partial function f : X — Y is a function
[’ X" = Y for some X’ C X. We define the range of fbyrg f:={y €Y : f(x) =
y for some x € X} and the domain of f, denoted by dom f, as the set of all x € X
for which f(x) is defined. A (partial) embedding of a graph H into another graph
G is a (partial) injective function f : V(G) — V(H) such that f(u) f(v) € E(H)

whenever uv € E(G).

Definition 1.1.9 (Orderings). A linear order on a set X is a binary relation < on X

such that, for all x, y € X, we have
(i) x <yory <x,

(ii) x < yand y < x if and only if x = y, and

13



1 Introduction

(iii) ifx < yand y < z, thenx < z.

Observe that every linear order on a finite set X induces an enumeration X =

{x1,x2,...}sothat x; < x; < ..., where we write x < yifx < y and x # y.
We will now define the graphs which will appear frequently in this thesis.

Definition 1.1.10 (Paths). For n > 0, we define the path P,, as the graph with n + 1

vertices Vi, ..., V41 and n edges viva, vova, ..., VyVuyl-

Definition 1.1.11 (Cycles). For n > 3, we define the cycle C, as the graph obtained
from P,_; by adding the edge v,,v|. For technical reasons, we shall consider a single

vertex and a single edge as degenerate cycles C and C».

Definition 1.1.12 (Trees). A graph T is called a tree if it does not contain any finite
cycles of length at least 3 as subgraphs. A rooted tree is a tuple (T, r) where T is
atree and r € V(T). Given a rooted tree (7,r) and s,t € V(T), we say that 7 is a
child of t (and s is the parent of t) if st € E(T) and s is on the unique path from ¢
to r. Observe that every vertex other than the root has a unique parent but possibly

many or no children.

Definition 1.1.13 (Powers of graphs). The distance of two vertices u, v in a graph
H, is the length of the shortest path from u to v in H. If no such path exists, the
distance of u# and v is infinite. The k-th (distance) power of a graph H, denoted by
H¥, is the graph obtained from H by adding an edge between any two vertices of
distance at most k in H. Popular examples of this are powers of paths and powers

of cycles.

1.1.4 Hypergraphs

Given an integer k > 2, a k-uniform hypergraph (for short k-graph) G = (V,E) is
a tuple consisting of a set V, called the vertices of G, and a set E C (‘,i), called the
edges of G. We write V(G) to refer to the vertex-set of G and E(G) to refer to the
edge-set of G. We further denote the sizes of V(G) and E(G) by v(G) := |[V(G)]
and e(G) = |E(G)|.

14
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Definition 1.1.14 (Degree). Given some ¢ C V(G) with |e| € [k — 1], the degree
of e is given by deg;(e) := |f € E(H) : e C f|. If e = {v} for some v € V(H)
we simply write degg;(v) for deg; ({v}) and if |e|] = k — 1 we also call deg(e)

co-degree. If G is clear from context, we drop the subscript.

Definition 1.1.15 (Subgraphs). A k-graph H is called a sub-k-graph of a k-graph
G if V(H) C V(G) and E(H) C E(G). We call H spanning if V(H) = V(G). If
U C V(G), we define G [U] to be the subgraph of G induced by U,i.e. V(G[U]) = U
and E(G[U])={e € E(G) : e C U}.

Definition 1.1.16 (Independent sets). A set I C V(G) is called independent if there
isnoedge e € E(G) with e C I. The independence number of G, denoted by a(G),
is the size of the largest independent set in G. Given a k-graph G and a partition
P =A{Vy,...,Vi} of V(G), we say that G is P-partite if e N V;| < 1 for every
e € E(H) and every i € [t]. G is called t-partite if it is -partite for some partition
P of V with ¢ parts.

Definition 1.1.17 (Complete (partite) graphs). We define KX (V) := (V, (Z)) to be
the complete k-graph on the vertex-set V and we write K,(,k) := K ([n]). Given a
collection disjoint sets P = {V, ..., V;}, we denote by K(k)(?’) = K(k)(Vl, V)
the complete z-partite k-graph with parts Vi, ..., V,, i.e. the k-graph with vertex-set
V(G) =V U...UV, and edge-set E(G) = {e € (}) : [enV;| < 1foralli e []}.
Given a k-graph G and disjoint sets Uy, ..., U;, we denote by G[Uy, ..., U;] the
t-partite subgraph of G with vertex-set U U ... U U, and edge-set E = {¢ € E(G) :
lenV;| < 1foralli € [f]}. Givensome 2 < j < k — 1 and a j-graph H, we define
K% (H) to be the set of all k-cliques in H/), seen as a k-graph on V.

Definition 1.1.18 (Link graphs and (more) degrees). Given a k-graph G and some
e={vi,...,ve} CV(G) with € € [k — 1], we define the link-graph Lk (e) as the
(k — £)-graph with vertex-set V(G) and edge-set { f € (‘;C(_C?) :eUf € E(G)}. Note
that deg; (e) = | Lkg(e)|. If in addition we are given disjoint sets Vi, ..., Vi_¢ C
V(G) \ e, we denote by Lkg(vi,...,ve; Vi, ..., Vi) the (k — €)-partite (k
{)-graph with parts Vi,...,Vi_, and edge-set {e € K(k_f)(Vl, o Vilp) eV
{vi,...,ve} € E(G)}. Furthermore, we define degg; (vi,...,ve; Vi, ..., Vi) =

| Lkg(vi,...,ve; Vi, ..o, Vi—e)]. If G is clear from context, we drop the subscript.

15
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Definition 1.1.19 (Loose path). The loose k-uniform path of length m > 1 is the
k-graph consisting of m(k — 1) + 1 distinct linearly ordered vertices and m edges,
each of which is formed of k consecutive vertices so that consecutive edges intersect
in exactly one vertex. More precisely, its vertex-set is {vi, ..., Vi(k-1)+1} and its
edge-set is {vi, ..., Vil (Vs s Vakc1h o s V=) (k=1)+1> - - > Vin(k=1)+1}.  We
consider a single vertex as a loose path of length 0.

Definition 1.1.20 (Loose cycle). The loose k-uniform cycle of length m > 3 is the
k-graph consisting of m(k — 1) distinct cyclically ordered vertices and m edges,
each of which formed of k consecutive vertices so that consecutive edges intersect
in exactly one vertex. More precisely, its vertex-set is {vi,...,Vyx-1)} and its
edge-setis {vi,...,vit, {Vks ..., Vak—1}s oo s {Vm=1)(k=1)+1» - - - » V1 }. We consider
a single vertex as a loose cycle of length 1 and a single edge as a loose cycle of
length 2.

Definition 1.1.21 (Tight path). The tight k-uniform path of length m > 1 is the
k-graph with m + k — 1 distinct linearly ordered vertices in which any k consecutive
vertices form an edge. More precisely, its vertex-set is {vi,..., Vut+k—1} and its
edges are {vi,..., vk}, {Vva, oo s Vst ts oo s {Vins -+ - » Vimntk—1}. Fori € [k — 1], we

consider an independent set of size i a tight path (all of length 0).

Definition 1.1.22 (Tight cycle). The tight k-uniform cycle of length m > 1 is the
k-graph with m distinct cyclically ordered vertices in which any k consecutive
vertices form an edge. More precisely, its vertex-set is {vy,..., v, } and its edges
are {vi,...,vit {v2s.o s Virl}ts o o5 {Vm»...,Vik—1}. Note that, for m € [k — 1],
the tight cycle of length m has no edges and the tight cycle of length k is a single

edge.

Definition 1.1.23 (Powers of paths and cycles). The p-th power of a k-uniform tight
path (cycle) is the k-graph obtained by replacing every edge of the (k + p — 1)-
uniform tight path (cycle) by the complete k-graph on k + p — 1 vertices (on the
same vertex-set). For k = 2 this coincides with Definition 1.1.13 for paths (cycles).
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1.1.5 Edge Colourings and Ramsey Numbers

Since a graph is precisely a 2-graph, we will only define the following concepts for
hypergraphs. Given a k-graph G and a positive integer r € N, an r-edge-colouring
of G is an assignment of colours from a list of r colours to each edge of G. More
formally, an r-edge-colouring of G is a function y : E(G) — S, where S is a set of
size r (usually S = {red,blue} if r =2 and S = [r] if r > 3). An r-edge-coloured
k-graph is a tuple (G, y) of a k-graph G and an r-edge-colouring y of G. We will
frequently abuse notation and write r-edge-coloured k-graph G.

Two k-graphs H and G are isomorphic if there is a bijection f : V(H) — V(G)
such that e € E(H) if and only if f(e) := {f(v) : v € e} € E(G). Given an
r-edge-coloured k-graph G and a k-graph H, a monochromatic copy of H in G is
a (not necessarily induced) subgraph H’ of G such that H’ is isomorphic to H and

every edge of H' receives the same colour.

Definition 1.1.24. The r-colour k-uniform Ramsey number of a k-graph G, denoted
by Rﬁk)(G), is the smallest integer N such that every r-coloured KI(\,k) contains a
monochromatic copy of G. If k = 2, we drop the superscript (k) and simply say
r-colour Ramsey number of G. If r = 2, we drop the subscript r and simply say k-
uniform Ramsey number of G. If r = k = 2, we drop both superscript and subscript

and simply say Ramsey number of G.
We will make the following definition only for ordinary graphs (i.e. for k=2).

Definition 1.1.25 (Coloured subgraphs, neighbourhoods and degrees). Given an
edge-coloured graph G and a colour i, we define G; to be the spanning subgraph
of G with all edges of colour i. If G is clear from context and we are given
avertex v € V(G) and a set U C V(G), we write N;(v,U) = Ng,(v,U) and
deg;(v,U) :=degs, (v,U). If U = V(G), we simply write N;(v) and deg;(v).

1.1.6 Infinite Graph Theory

Definition 1.1.26 (Upper and lower density). The upper density of a set A C N is

defined as

- AN |t
d(A) = limsup ltJ

—o0
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and the upper density of a graph G with V(G) C N is given by the upper density of
its vertex-set, i.e. d(G) := d(V(G)). The lower density d(A) (or d(G)) is defined
similarly in terms of the infimum and we speak of the density, whenever lower and

upper density coincide.

Definition 1.1.27 (Ramsey upper density). The r-colour Ramsey upper density of G,
denoted by Rd, (G), is the supremum over all 4 > 0 such that every r-edge-coloured
Ky contains a monochromatic copy of G with d(G) > d. Ifr =2, we drop the

subscript.
We will now define the infinite graphs which will appear frequently in this thesis.

Definition 1.1.28 (Infinite path). The infinite path P is the graph with vertex-set
V(P) = {v; : i € N} and edge-set E(P) = {v;vi41 : i € N}. P is sometimes called
one-way infinite path. The two-way infinite path C is the graph with vertex-set
V(P) ={v; : i € Z} and edge-set E(P) = {v;vi41 : i € Z}. Cs can be seen as the

infinite analogue of a cycle.

1.1.7 Random Graphs

A (finite) probability space is a tuple (Q,P) of a finite set Q and a probability
function, that is a function P : 2% — [0, 1]z with P[0] = 0, P[Q] = | and
P[A U B] = P[A] + P[B] for all disjoint sets A, B C Q. Note that P is uniquely
determined by the values of P [x] := P [{x}] for all x € Q.

Definition 1.1.29 (Conditional Probability). Given a finite probability space (L, P)
and events A, B C Q with P [B] > 0, we define the conditional probability of A

given B as P [A|B] := Pg}gf] .

Definition 1.1.30 (With high probability). For each n € N, let E,, be an event in
some probability space (£2,, P,). We say that the event E = (E,),en holds with high
probability (w.h.p.) if lim, P [E,] = 1.

A random variable is a function X : Q — S for some set S. If § C R, we denote

the expected value of X by

E[X]:= ) Plx]-X(x)= ) P[X=y]-»,

xeQ yes
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wherewedenote P [X = y] :=P [{x € Q: X(x) = y}]. Thedistribution of arandom
variable is the probability function Py : 25 — [0, 1]z, where Py is induced by
Px(y) := P[X =y]. On the other hand, given a probability space (S,P), the
random variable X : § — § defined by X(y) = y has distribution P. Therefore,
when the original probability space is not important, we often identify a random
variable with its distribution. A random graph is a random variable taking values
in a set of graphs. We will usually only be interested in its distribution. We will be
dealing with the following random graphs in this thesis. Here, given a (hyper-)graph
G, we denote by G the set of all spanning subgraphs of G and we write G, := Gk,
and Q,Ek) = QKflk), and we denote by G, the set of all spanning subgraphs of K,

with exactly m edges.
Definition 1.1.31 (Random graphs). Let n € N and let p € [0, 1]g.

* G(n, p) is the random spanning subgraph of K, in which every edge of K, is
present independently with probability p. Its distribution P : 29" — [0, 1]
is induced by P [G (n, p) = H] = p¢H) (1 — p)eKn)=¢H) for H € G,.

e Givenm € NwithO <m < (g), we define G (n, m) to be the random spanning
subgraph of K, which is chosen uniformly from all spanning subgraphs of
K, with exactly m edges. Its distribution P : 29»m — [0, 1]z is induced by
P[G(n,m)=H]=1/(°“%") for H € Gym.

* Given k € N, we define G®)(n, p) to be the random spanning subgraph of
K,Ek) in which every edge of K,Sk) is present independently with probability
p. lIts distribution P : 26 [0, 1]g is induced by P [G(k)(n,p) = H] =
pe (1 = p)e(K,gk))—e(H) for H € Qr(lk)-

* Given a graph G, we define G, to be the random spanning subgraph of
G in which every edge of G is present independently with probability p.
Its distribution P : 296 — [0, 1]g is induced by P [Gp = H] = pe(1 -
p)e(G)‘e(H) for H € Gg.

Definition 1.1.32 (Graph properties and threshold probabilities). A graph property
% is a set of graphs. We say that a graph G has property # if G € $. Let now P
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be a graph property whose members are subgraphs of K, for some n € N and let

po : N — [0, 1]g be a function.

* po is called a coarse threshold probability for P if

lim P[G(n, p(n)) € P] = if p = 0(po).

1 if p=w(po).
* po is called a sharp threshold probability for P if for every £ > 0, we have

0 if p(n) < (1-¢)po(n)foralln e N,

lim P[G(n,p(n)) € P] =

nmee 1 if p(n) = (1+¢&)po(n) foralln € N.
Note that threshold probabilities do not necessarily exist for all graph properties.

However, Bollobds and Thomason [12] proved that coarse thresholds exist for all

monotone graph properties (# is monotone if H € $ and H C G implies G € P).

1.2 Graphs with Linear Ramsey Number

Investigating graphs with linear Ramsey number has been one of the most studied
topics in Ramsey Theory, motivated particularly by a series of conjectures of Burr
and Erdds [16, 17]. A lot of work presented in this thesis was inspired by results
from this area, and hence we will start with a brief introduction to it.

A sequence of graphs 7 = {F}, F», ...}> is said to have linear r-colour Ramsey
number if we have R, (F,,) = O(n). If r = 2, we will simply say ¥ has linear Ramsey
number. The following observation shows that graphs with linear Ramsey number

must be quite “sparse”.

Observation 1.2.1. If F = {F, F», .. .} is a sequence of graphs with linear Ramsey
number, then we have e(F,) = O(nlog(n)).

3Recall that F = {F}, F», ...} is a sequence of graphs if F,, is a graph with n vertices for every
neN.
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Proof. Since ¥ has linear Ramsey number, there is some constant C € N such that
R(F,) < Cn for all n € N. We will show that d(F,) < 2log,(Cn) +2/n. Fix some
n € Nand let N := Cn. Colour the edges of Ky uniformly at random with 2 colours
and let E, be the event that there is a monochromatic copy of F,. Since N > R(F,),
we have P[E,] = 1. On the other hand we have P [E,] < 2 - N" - 27¢(F) We
conclude that e(F,) < log,(2N") =1 + nlog,(Cn), concluding the proof. O

1.2.1 Paths and Cycles

Paths and cycles are two of the most elementary examples of graphs with linear
Ramsey number. While it is not hard to see that paths have linear Ramsey number,
there has been a lot of work in trying to determine their Ramsey numbers exactly.

For two colours, Gerencsér and Gyarfds [55] proved the following result.

Theorem 1.2.2 (Gerencsér—Gyarfas [55]). We have R(P,—1) = |3n/2—1] for every
n>2

Confirming a conjecture of Faudree and Schelp [50] for large n, Gyérfas, Ruszinkd,
Sarkozy and Szemerédi [65] proved that

2n—2 ifnis even
RS(Pn—l) =
2n—1 if nis odd.

for every large enough n € N. For more than three colours, less is known. It easily
follows from a result of Erd&s and Gallai [38] that R,(P,—;) < rn and Bierbrauer
and Gyarfas [10] proved that R, (P,—1) > (r — 1 — o(1))n. Recently, there has been
a lot of work on this problem and, after progress by Sarkézy [109], and Davies,
Jenssen and Roberts [32], the currently best known upper bound is due to Knierim
and Su [79], who proved that R, (P,—;) < (r = 1/2 + o(1))n.

Clearly we have R, (C,,) > R,(P,_y) for all n,r > 2 since C, contains P,_; and it
turns out the two numbers are very similar for even cycles. Faudree and Schelp [49]
and independently Rosta [103] showed that R(C,,) = 3n/2 — 1 for alleven n > 6

and Benevides and Skokan [8] showed that R3(C,) = 2n for all sufficiently large
even n. For multiple colours, Luczak, Simonovits and Skokan [93] proved that
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R, (C,) < (r + o(1))n and all recent result about paths above ([32, 79, 109]) came
with extensions to even cycles, in particular we have R, (C,) < (r — 1/2+ o(1))n.

Interestingly, the problem is very different for odd cycles. Bondy and Erdés [13]
showed that R(C,,) = 2n—1 for all odd n > 5 and, confirming a conjecture of Bondy
and Erdés, Jenssen and Skokan [74] showed that R,.(C,) = 2""!'(n — 1) + 1 for all
sufficiently large odd n.

1.2.2 Trees

Trees are another well-studied family of graphs in Ramsey theory. It is again easy
to show that trees have linear r-colour Ramsey number. Indeed, let us prove that
R, (T) < 2r(n—1)+1 for every tree T with n vertices. Let N = 2r(n—1)+1 and let
Ky be edge-coloured with r colours. By the pigeonhole principle, one colour (say
blue) appears at least (1; ) /r times and hence the average degree of the blue subgraph
is at least (N — 1)/r. Therefore, there is a blue subgraph with minimum degree at
least (N —1)/(2r) > n— 1.% Tt is now easy to greedily embed T into this subgraph.

A famous conjecture of Burr and ErdGs [17], which was solved for sufficiently
large n by Zhao [117], states that this can be improved roughly by a factor of 2 in
the case of two colours.

Conjecture 1.2.3 (Burr—Erdés [ 1 7]). For every tree T on n vertices, we have R(T) <
2n—-2ifnisevenand R(T) < 2n -3 ifnis odd.

1.2.3 Graphs with Bounded Degree

Burr and Erdds also studied Ramsey numbers of graphs with bounded degree and
made the following conjecture, which states that every sequence of graphs with

bounded degree has linear Ramsey number.

Conjecture 1.2.4 (Burr—Erdés [16]). Forall A > 1, there exists some ¢ = c(A) > 0

such that R(G) < cn for every graph G on n vertices with maximum degree at most
A.

“It is a well-known combinatorial fact that every graph of average degree d has a subgraph of
minimum degree at least d/2.
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Conjecture 1.2.4 was solved by Chvatdl, Rodl, Szemerédi, Trotter [21] in an early
application of the regularity lemma. Since then, there has been many improvements
to the constant c¢(A). After an improvement of Eaton [36], Graham, Rodl and
Rucinski [57] came close to settling the problem by showing that the constant can

be chosen to be ¢(A) = 20(410¢*() and providing the following lower bound.

Theorem 1.2.5 (Graham—-Rodl-Rucinski [57]). There is a sequence of bipartite
graphs F = {F\, F», ...} with R(F,) = 2%®)p,

The currently best known upper bound is due to Conlon, Fox and Sudakov [26].

Theorem 1.2.6 (Conlon-Fox—Sudakov [26]). There is some constant ¢ > 0 such
that R(G) < 26216y for every graph G on n vertices with maximum degree at

most A.

Furthermore, Conlon [23], and independently Fox and Sudakov [52] were able to
remove the extra log(A)-factor in the exponent for bipartite graphs with maximum
degree at most A. Allen, Brightwell and Skokan [5] showed that the constant in
Theorem 1.2.6 can be significantly improved to for a wide range of graphs. The
bandwidth of a graph G, denoted by bw(G), is the smallest integer k for which
there is a bijection f : V(G) — [v(G)] such that | f(u) — f(v)| < k for every edge
uv € E(G).

Theorem 1.2.7 (Allen—-Brightwell-Skokan [5]). For every A € N, there are con-
stants B > 0 and ng € N such that R(G) < (2x(G) + 4)n for every graph G with

n > ng vertices, maximum degree at most A and bandwidth at most 3n.

Finally, let us mention another famous conjecture of Burr and Erdds regarding

graphs with bounded degeneracy.

Conjecture 1.2.8 (Burr—Erd&s [16]). Forall d > 1, there exists some C = C(d) > 0
such that R(G) < Cn for every d-degenerate graph G on n vertices.

Conjecture 1.2.8 was recently confirmed in a breakthrough result of Lee [90].
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1.3 Monochromatic Graph Tiling Problems

1.3.1 History

The first result in this area is due to Gerencsér and Gyérfas [55]. Recall that single

vertices and edges are considered (degenerate) paths and cycles in this thesis.

Theorem 1.3.1 (Gerencsér—Gyarfas [55]). The vertices of every 2-edge-coloured
complete graph on n vertices can be partitioned into two monochromatic paths, one

of each colour.

A conjecture of Lehel (which first appeared in the PhD thesis of Ayel [7] in 1979,
where it was also proved for some special types of colourings of K,,) states that the
same should be true for cycles instead of paths. Almost 20 years later, in 1998,
Fuczak, Rodl and Szemerédi [92] proved Lehel’s conjecture for all sufficiently large
n using the regularity method. In [2], Allen gave an alternative proof, which gave
a better bound on n. Finally, Bessy and Thomassé [9] proved Lehel’s conjecture for

all integers n > 1.

Theorem 1.3.2 (Bessy—Thomassé [9]). The vertices of every 2-edge-coloured com-
plete graph on n vertices can be partitioned into two monochromatic cycles, one of

each colour.
The problem was soon extended to multiple colours.

Theorem 1.3.3 (Gyarfas [59]). The vertices of every r-edge-coloured complete

graph on n vertices can be covered by O(r*) monochromatic paths.

Theorem 1.3.4 (Erd6s—Gyéarfas—Pyber [42]). The vertices of every r-edge-coloured
complete graph on n vertices can be partitioned into O(r*logr) monochromatic

cycles.

It is a major open problem to determine cp(r), the smallest number of cycles
needed in Theorem 1.3.4. More precisely, cp(r) is the smallest integer ¢ such that
the vertices of every r-edge-coloured K,, can be partitioned into a collection of at
most ¢ vertex-disjoint monochromatic cycles. Note that (without Theorem 1.3.4)
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it is not clear at all whether cp(r) is finite (i.e. independent of n, the size of the

host-graph).
Problem 1.3.5. What is cp(r)?

It was further conjectured in [42] that cp(r) = r for all » € N. This conjecture
was refuted however by Pokrovskiy [95], who showed that cp(r) > r for every
r > 3. Gyarfas, Ruszinkd, Sarkozy and Szemerédi [62] showed that O(rlogr)
cycles suffice for all sufficiently large n.

Pokrovskiy proposed the following slightly weaker conjecture.

Conjecture 1.3.6 (Pokrovskiy [95]). For every positive integer r, there is some
constant ¢ = c(r), such that in every r-edge-coloured K,, there is a collection of r

vertex-disjoint monochromatic cycles covering all but at most c vertices.
It is still possible that » monochromatic paths suffice.

Conjecture 1.3.7 (Gyarfas [59]). The vertices of every r-edge-coloured complete

graph on n vertices can be partitioned into r monochromatic paths.

1.3.2 New Results
Hypergraph Cycles

It is natural to ask if cycle partition problems like Theorem 1.3.4 can be generalised
to hypergraphs. Such questions were first studied by Gyarfds and Sarkozy [64] who

proved the following result about loose cycles.

Theorem 1.3.8 (Gyarfas—Sarkozy). For every k, r € N, there is some ¢ = c(k,r)
such that the vertices of every r-edge-coloured complete k-graph can be partitioned

into a collection of at most c loose cycles.

Later, Sarkozy [107] showed that c(k, r) can be be chosen to be 50rk log(rk).
Gyérfas [60] conjectured that a similar result can be obtained for tight cycles (again,

a single vertex is considered a tight cycle here).

Conjecture 1.3.9 (Gyarfas [60]). For every k,r € N, there is some ¢ = c(k,r) so
that the vertices of every r-edge-coloured complete k-graph can be partitioned into

at most ¢ monochromatic tight cycles.
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We prove this conjecture and a generalisation in which we allow the host-
hypergraph to be any k-graph with bounded independence number (the main moti-

vation of this generalisation is an interesting application discussed below).

Theorem 1.3.10 (Bustamante—Corsten—Frankl-Pokrovskiy—Skokan [18]). For ev-
ery k,r,a € N, there is some ¢ = c(k,r,a) such that the vertices of every r-edge-
coloured k-graph G with independence number a(G) < a can be partitioned into

at most ¢ monochromatic tight cycles.

The proof of Theorem 1.3.10, which is based on the absorption method and the
hypergraph regularity method, will be presented in Section 3.1.

Tiling Number of Sequences of Graphs

We turn our attention back to graphs now considering other “tiles” than cycles. We
investigate problems in which we are given a sequence of graphs ¥ and an edge-
coloured complete graph K, and our goal is to partition V(K,) into few monochro-
matic copies of graphs from ¥. An ¥ -tiling 7 of a graph G is a collection of
vertex-disjoint copies of graphs from ¥ in G with V(G) = Uz V(T). If G is
edge-coloured, we say that 7 is monochromatic if every T € 7 is monochromatic
(not necessarily in the same colour). Using this notation, Theorem 1.3.4 states that
in every r-edge coloured K,,, we can find a monochromatic C-tiling of size at most
O(r?logr), where C is the family of all cycles (including a single vertex and a single

edge).

Definition 1.3.11 (Tiling number). Let 7, (7, n) be the minimum ¢ € N such that in
every r-edge-coloured K, there is a monochromatic ¥ -tiling of size at most . We
call 7,.(F) = sup, e 7-(F, n) the r-colour tiling number of . If r = 2, we simply
write 7(¥,n) and 7(¥), and simply say tiling number.

The results of Pokrovskiy and of Erdds, Gyérfas and Pyber above imply that, for
allr > 3,
r+1<7.(C) <0(r*logr).

Note that, in general, it is not clear at all that 7,.(¥) is finite and it is a natural

question to ask for which families this is the case. The study of such tiling problems
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for more general families of graphs was initiated by Grinshpun and Sarkézy [58]
who proved the following result. Let .#, be the collection of all sequences of graphs
F with A(F) < A.

Theorem 1.3.12 (Grinshpun—Séarkozy [58]). We have (F) < 201028 for gl
F € Fa. In particular, T (F) is finite whenever A(F) is finite.

Grinshpun and Sarkézy also proved that 5 (F) < 29 for every sequence of
bipartite graphs ¥ of maximum degree A and showed that this is best possible up
to the implicit constant (see Theorem 1.3.19). Sarkozy [108] further proved that the
constant in Theorem 1.3.12 can be improved a lot for the special case of powers of
cycles.

For more than two colours not much is known. Elekes, D. Soukup, L. Soukup
and Szentmikldssy [37, Problem 6.4] asked the following problem after proving a

similar statement for infinite graphs.’

Problem 1.3.13 (Elekes et al. [37]). Prove that for every r,p € N, there is some
¢ = c(r, p) such that the vertices of every r-edge-coloured complete graph can be

partitioned into at most ¢ monochromatic p-th powers of cycles.

We answer this problem positively. In fact, we obtain the following generalisation
to hypergraphs and host-graphs with bounded independence number as a corollary
of Theorem 1.3.10.

Theorem 1.3.14 (Bustamante—Corsten—Frankl-Pokrovskiy—Skokan [18]). For ev-
ery k,r,p,a € N, there is some ¢ = c(k,r, p,a) such that the vertices of every
r-edge-coloured k-graph G with «(G) < «a can be partitioned into at most c¢

monochromatic p-th powers of tight cycles.

Grinshpun and Séarkozy [58] conjectured that their Theorem 1.3.12 should extend

to r colours as well.

Conjecture 1.3.15 (Grinshpun—Sarkozy [58]). Foreveryr € N, there is some ¢, > 0
so that T.(F) <227 forall A > 1 and all F € F).

>The problem is phrased differently in [37] but this version is stronger, as Elekes et al. explain below
the problem.
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Note that it is still open to decide whether 7,.(¥) is finite for such families. We
show that this is the case and make progress towards Conjecture 1.3.15. Recall that

expX denotes the k-th composition of the exponential function.

Theorem 1.3.16 (Corsten—Mendonca). There is an absolute constant K > 0 such
that for all integers r,A > 2 and all F € Fa, we have 1,(F) < exp’ (Kr2A3) .In
particular, T.(F) < co whenever A(F) < oo.

Theorem 1.3.16 also provides a positive answer to Problem 1.3.13 and the bound
is much better than the implicit bound in Theorem 1.3.14. The proof of Theo-
rem 1.3.16, which is based on the absorption method and the regularity method, will

be presented in Section 3.2.

Lower Bounds and Graphs with Linear Ramsey Number

Sequences of graphs with finite tiling number are closely related to sequences with
linear Ramsey number. Observe that a sequence of graphs ¥ = {Fy, F», ...} has
linear r-colour Ramsey number if and only if there exists some p > 0 such that
every r-edge-coloured K, contains a monochromatic copy of F;, for every m < pn.
A slightly weaker condition (in which we require only one monochromatic copy
of F,, for some m > o6n) is a necessary condition to have finite tiling number:
given a sequence of graphs ¥, it follows from the pigeonhole principle that every
r-edge-coloured K, contains a monochromatic copy from ¥ of size at least n/7,(F).
Define p,(F) to be the supremum over all p > 0 such that every r-edge coloured K,
contains a monochromatic copy from ¥ of size at least pn. The above application

of the pigeonhole principle gives the following observation.
Observation 1.3.17. We have 7,.(¥) > 1/p,(F) for every sequence of graphs F.

Note that p, () > 0 for every family ¥ with linear r-colour Ramsey number but
the converse is not always true.® It is however true if ¥ is an increasing family of

graphs (i.e. if F,, C F,4 for every n € N), in which case we have

pr(F) = inf (n/R;(Fn)) (1.3.1)

5For example, consider the sequence ¥ = {Fy, F>, ...} where F}, is an independent set for all even
n and a clique for all odd n.
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and thus, using Observation 1.3.17,

7.(F) = sup (R, (F,)/n) . (1.3.2)
neN
This relationship can be used to translate existing lower bounds for Ramsey numbers
of sequences of graphs to lower bounds for their tiling number. While (1.3.2) can only
be directly applied to increasing sequences of graphs, Grinshpun and Sarkozy [58]
observed that one can modify sequences of bounded degree to avoid this problem.

Observation 1.3.18. For every sequence of graphs F = {F\, F», . . .} with maximum
degree at most A and R(F,) > Cn for every n € N, there is an increasing sequence
of graphs F = {F\, >, ...} with maximum degree A and R(F,) > Cn/4 for every
neN.

Combining this with Theorem 1.2.5 of Graham, Rodl and Rucirski and (1.3.2)
immediately gives the following lower bound, which almost matches the upper bound
in Theorem 1.3.12.

Theorem 1.3.19 (Grinshpun-Sarkozy [58]). There is a sequence of graphs F € Fp
with T (F) > 294,

Observation 1.3.17 further implies that p,(¥) > 0 (or having linear r-colour
Ramsey number if ¥ is increasing) is a necessary condition for # to have finite
tiling number. In the other direction, we have 7,.(¥,n) < log(n)/p,(F) (this
follows by greedily taking the largest monochromatic copy from ¥ among the
uncovered vertices until all vertices are covered). The following example, which
was provided by Alexey Pokrovskiy (personal communication), shows that this is
essentially tight and therefore the above necessary condition is not sufficient. Let S,
be a star with n vertices and let S = {S1, S, ...} be the family of stars. It follows
readily from the pigeonhole principle that R, (S,) < r(n —2) + 2 for every n € N
and thus p,(8S) > 1/r. However, 7,(S) = oo for every r > 2.

Example 1.3.20. For every r > 2, we have 7,(S,n) > r - log n/8 for all sufficiently

large n.
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Proof. Let T = rlogn/8 and colour E(K,) uniformly at random with » colours.
Given a vertex v € [n] and a colour c, let S.(v) be the star centred at v formed by

all the edges of colour ¢ incident on v. Note that there is a monochromatic S-tiling

of size at most 7 if and only if there are distinct vertices vy, ..., v, and colours
Cls .-+ Cr € [r] such that Uer) V(Se, (vi) = [n].
Fix distinct vertices vi,...,v; € [n] and colours cy,...,c; € [r]. Let U be

the random set U = e[ V(S (vi)). Notice that the events {v € U}, v €
[7]\{v1,..., v}, are independent and each has probability 1—(1—1/r)". Therefore,

using e /(179 < 1 —x < ¢* forall x < 1, we get

PU=[n]]l=(1~-(1-1/r)")""<exp(=(n-1)(1-1/r)")
< exp (—n(l - 1/r)T+1)

< exp (—nexp (—47/r))
< exp (—Vn).

Taking a union bound over all choices of v{,...,v; and ¢y, ..., c¢;, we conclude that

the probability that there is a monochromatic S-tiling of size 7 is at most
(rn)™" - eV <1

for all sufficiently large n. Hence, there exists an r-colouring of E(K,) without a

monochromatic S-tiling of size at most 7, finishing the proof. 0

Recall that Lee [90] proved that sequences of graphs with bounded degeneracy
have linear Ramsey number. Since every star has degeneracy 1, Example 1.3.20
further shows that it is not possible to extend this to a tiling result. Nevertheless, it

may be possible to allow unbounded degrees in this case.

Question 1.3.21. Is there a function w : N — oo with lim,_,« w(n) = oo, such that
the following is true for all integers r,d > 2?2 If ¥ = {Fy, F,...} is a sequence
of d-degenerate graphs with v(F,) = n and A(F,) < w(n) for all n € N, then
7 (F) < oo.
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Itis possible to obtain such a result for graphs of bounded arrangeability (a concept

in between bounded degree and bounded degeneracy) as explained in Section 3.2.5.

1.4 Ramsey Problems for Infinite Graphs

1.4.1 Infinite Paths

Theorem 1.2.2 implies that that every 2-edge-coloured K, contains a monochromatic
path with | (2n + 1) /3] vertices. In Section 4.1 we will investigate a similar problem
concerning the infinite path P.,, where, given a 2-edge-coloured Ky, we try to find a
monochromatic infinite path with the largest possible upper density. Since this path
does not need to respect the order of N, we cannot easily infer any bounds from the
finite case. Due to the following result of Erdds and Galvin [39], we will restrict our

attention to upper densities.

Theorem 1.4.1 (Erd&s—Galvin [39]). There is a 2-edge-colouring of Ky in which

every monochromatic infinite path has lower density 0.

Recall the definition of Ramsey upper density, Definition 1.1.27. Probably the
first result in this direction is due to Rado [99].

Theorem 1.4.2 (Rado [99]). Every r-edge-coloured Ky contains a collection of at
most r vertex-disjoint monochromatic paths covering all vertices. In particular, one

of them has upper density at least 1/r.

Interestingly, this gives a positive answer of an infinite analogue of Conjec-
ture 1.3.7. For two colours, this further implies that we can always find a monochro-
matic path of upper density at least 1/2. Erdés and Galvin [39] improved this special

case.
Theorem 1.4.3 (ErdSs—Galvin [39]). We have 2/3 < Rd(P.) < 8/9.

DeBiasio and McKenney [33] recently improved the lower bound to 3/4 and
conjectured the correct value to be 8/9. Progress towards this conjecture was
made by Lo, Sanhueza-Matamala and Wang [91], who raised the lower bound
to (9 + V17)/16 ~ 0.82019. We settle the problem of determining the Ramsey
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upper density of the infinite path by proving that the correct value is Rd(Ps) =
(12 +V8) /17 ~ 0.87226.

Theorem 1.4.4 (Corsten—DeBiasio—Lamaison—Lang [30]). There exists a 2-edge-

colouring of Ky such that every monochromatic path has upper density at most

(12 +V8)/17.

Theorem 1.4.5 (Corsten—DeBiasio—Lamaison—Lang [30]). Suppose the edges of K
are coloured with two colours. Then, there exists a monochromatic path with upper
density at least (12 + V8)/17.

Note that the problem of determining the r-colour Ramsey upper density remains
open and it would be very interesting to make any improvement on Rado’s lower
bound of 1/r for r > 3 colours (see [33, Corollary 3.5] for the best known upper

bound). In particular for three colours, the correct value is between 1/3 and 1/2.
Question 1.4.6. What is ﬁr(Poo)for r>3?

The proof of Theorems 1.4.4 and 1.4.5, which is based on a mix of the regularity
method and novel yet elementary combinatorial arguments, will be presented in
Section 4.1.

Bipartite Ramsey densities

In Section 4.2.5 we will briefly discuss a bipartite version of Theorem 1.4.5. Gyéarfas
and Lehel [61] and independently Faudree and Schelp [51] proved that every 2-edge-
coloured K, ,, contains a monochromatic path with at least 2| n/2] + 1 vertices (that
is, roughly half the vertices of the graph). They further proved that this is best
possible. We will prove an analogue of this for infinite graphs. Here, Ky is the
infinite complete bipartite graph with one part being all even positive integers and

the other part being all odd positive integers.

Theorem 1.4.7 (Corsten—-DeBiasio-McKenney). Every 2-coloured Ky contains

a monochromatic path of upper density at least 1/2.
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Pokrovskiy [95] proved that the vertices of every 2-edge-coloured complete bi-
partite graph K, , can be partitioned into three monochromatic paths. Soukup [112]
proved an analogue of this for infinite graphs which holds for multiple colours: the
vertices of every r-edge-coloured Ky i can be partitioned into 2r — 1 monochromatic
paths. He also presents an example where this is best possible. However, in his
example all but finitely many vertices can be covered by » monochromatic paths.

Our next result shows that this is always possible in the case of two colours.

Theorem 1.4.8 (Corsten—DeBiasio—-McKenney). The vertices of every 2-edge-
coloured Ky can be partitioned into a finite set and at most two monochromatic

paths.

Theorem 1.4.7 is an immediate consequence of Theorem 1.4.8. We will provide
an example which demonstrates that Theorems 1.4.7 and 1.4.8 are best possible (see

Example 4.2.9). We believe that a similar statement is true for multiple colours.

Conjecture 1.4.9 (Corsten—DeBiasio—-McKenney). The vertices of every r-edge-
coloured Ky can be partitioned into a finite set and at most r monochromatic

paths.

Example 4.2.9 further shows that Conjecture 1.4.9 is best possible, if true.

1.4.2 Infinite Trees

In Section 4.2.6 we will present an analogue of Conjecture 1.2.3 (which implies that
every 2-edge-coloured K, contains a monochromatic copy of every tree on n/2 + 1

vertices) for infinite trees.

Theorem 1.4.10 (Corsten-DeBiasio-McKenney). Rd(T) > 1/2 for every infinite

treeT.

There are a couple of examples showing that this is best possible. For example,
we have ﬁ(Soo) = 1/2, where S is the infinite star (that is the infinite tree in
which one vertex has infinitely many neighbours of degree 1). This can be seen by
colouring the edges of Ky uniformly at random with red and blue (see Rado colouring

Section 4.2.2). Another such example is 7., the infinite tree in which every vertex
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has infinite degree (see Example 4.2.8). Furthermore, there is a locally finite (that

is, every vertex has finite degree) tree T with Rd(T) = 1/2 (see Example 4.2.8).

1.4.3 Infinite Graphs with “Linear Ramsey Number”

In the finite case, the study of graphs with linear Ramsey number has received a lot
of attention and we will now study possible analogues for infinite graphs. Recall
that a sequence of graphs ¥ = {Fy, F», ...} has linear r-colour Ramsey number
if and only if there is some ¢ > 0 such that every r-edge-coloured K, contains a
monochromatic copy of F;, for every m < én. There are two natural analogues of
this for infinite graphs. One is the class of infinite graphs with positive Ramsey
upper density, that is, those graphs G for which there is some ¢ > 0 such that every
2-edge-coloured Ky contains a monochromatic copy of G with upper density at
least 6. For example P, has positive Ramsey upper density as seen above. Another
natural analogue is the class of infinite graphs G for which every 2-edge coloured Ky
contains a monochromatic copy of G with positive upper density (we call such graphs
Ramsey-dense). Note that this density depends on the colouring and therefore, since
there are infinitely many colourings, a Ramsey-dense graph does not necessarily
have positive Ramsey upper density. On the other hand, every infinite graph G with
positive Ramsey upper density is Ramsey-dense. The Rado graph is an example of

a Ramsey-dense graph with Ramsey upper density O (see Corollary 1.4.17 below).

Graphs with positive Ramsey upper density

We will now investigate an analogue of Conjecture 1.2.4 (which states that sequences
of graphs with bounded degree have linear Ramsey number) for infinite graphs.
Given some integer k > 2, we say that an infinite graph G is one-way k-locally
finite if there exists a partition of V(G) into k independent sets Vi, ...,V with
oo = |Vi| > ... > |[Vi|suchthat forall 1 <i < j < kandall v € V;, we have
d(v,V;) < oo. Note that every vertex in Vj has finite degree, but it is possible for
any vertex in V; U --- U Vj_; to have infinite degree. Further note that one-way
k-locally finite graphs have chromatic number at most k and, if G is locally finite

with y(G) < oo, then G is one-way y (G)-locally finite.
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Theorem 1.4.11 (Corsten—DeBiasio-McKenney). Let r, k > 2 be integers and let
G be a one-way k-locally finite graph.

(i) If k = 2, then Rd,(G) > 1/r.
(ii) If k > 3, then RA(G) > 1/(2(k - 1)).
(M)Ukzsjmmﬁianz(zﬁf””u—lyflza+o“ny%bmﬁt

As a consequence, we obtain the following corollary about graphs with bounded
degree. The two-colour case of this answers a question from [33] and has been

independently proven by Lamaison [89].

Corollary 1.4.12 (Corsten—DeBiasio-McKenney). If G is an infinite graph with
maximum-degree A for some A € N, then RAd(G) > 1/(2A) and Rd,(G) > r™™ for

everyr > 3.

Interestingly, the constant 1/(2A) in the two-colour case is much better than
expected: for finite graphs, we cannot hope for anything better than 2~©%) by The-
orem 1.2.5. However, note that the constant is very similar to that in Theorem 1.2.7.

Recall that for finite graphs, Theorem 1.2.6 can be extended to a tiling result
(Theorems 1.3.12 and 1.3.16). Our proof of Theorem 1.4.11 actually gives the

following stronger result of a similar form.

Theorem 1.4.13 (Corsten—DeBiasio-McKenney). Let r, k > 2 be integers and let
G be a one-way k-locally finite graph. Then, in every r-edge-coloured Ky, there

exists a collection of at most

r ifk=2
f(rok)=42(k-1) ifr=2
SERH -1 ik 23

vertex-disjoint, monochromatic copies of G whose union covers all but finitely many

vertices.
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This generalises aresult of Elekes, D. Soukup, L. Soukup, and Szentmikl6ssy [37]
who proved a similar statement for powers of cycles.

We will present the proof of Theorems 1.4.11 and 1.4.13 in Section 4.2.7. It would
be very interesting to prove an analogue of Conjecture 1.2.8 for infinite graphs of

bounded degeneracy.

Question 1.4.14 (Corsten—DeBiasio-McKenney). Do we have Rd(G) > 0 for every
infinite graph G with finite degeneracy?

Ramsey-dense graphs

We call an infinite graph G r-Ramsey-dense if in every r-edge-colouring of Ky there
is a monochromatic copy of G with positive upper density. If r = 2, we drop the
prefix and just say G is Ramsey-dense. We will describe a simple property that is
sufficient to guarantee that a graph is Ramsey-dense and then we show that every
Ramsey-dense graph is not far from having this property.

Aset X C V(G) is called dominating if every vertex v € V(G) \ X has a neighbour
in X. We call aset X C V(G) ruling if X is finite and all but finitely many vertices
v € V(G) \ X have a neighbour in X. We say that an infinite graph G is t-ruled if
there are at most ¢ disjoint minimal ruling sets. The ruling number of a graph G,
denoted by rul(G), is the smallest # € N such that G is t-ruled and rul(G) := co if no
such ¢ exists. Equivalently, rul(G) is the matching number of the hypergraph whose
edges are all minimal ruling sets. Note that a graph is O-ruled if and only if there is
no finite dominating set and finitely-ruled (i.e. t-ruled for some ¢ € Ny) if and only
if there is a finite set S C V(G) such that G[N \ S] has no finite dominating sets.

Theorem 1.4.15 (Corsten—DeBiasio-McKenney). If G is an infinite graph with

finite ruling number, then G is r-Ramsey-dense for every r € N.

Theorem 1.4.15 has a couple of interesting corollaries. For example, it implies

that every infinite graph with finite degeneracy is Ramsey-dense.

Corollary 1.4.16 (Corsten—DeBiasio-McKenney). If G is an infinite graph with

finite degeneracy, then G is r-Ramsey-dense for every r € N.
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Proof. By Theorem 1.4.15, it suffices to show that every d-degenerate infinite graph
G is d-ruled. Suppose for contradiction, there is a d-degenerate infinite graph G
with rul(G) > d for some d € N. Let Sy, ..., S44 be disjoint minimal ruling sets
and let So C V(G) \ (S U ...U S;441) be the set of vertices which do not have a
neighbour in some S;. Note that § := So U S1 U...U Sy is finite. Therefore, there
is a vertex u € N \ § which comes after all vertices in S in a d-degenerate ordering
of V(G) and hence deg(u, S) < d. However, by construction, # has a neighbour in

each of Sq,...,S441, a contradiction. O

Another corollary concerns the well-studied Rado graph. The Rado graph R is
the graph with vertex-set N defined by placing an edge between m < n if and only
if the mth digit in the binary expansion of n is 1 (starting with the least significant
bit). It is easy to verify that the Rado graph does not have any finite dominating sets
and hence rul(R) = 0.

Corollary 1.4.17 (Corsten—DeBiasio-McKenney). The Rado graph R is r-Ramsey-

dense for every r € N.

We will see later that the Rado graph has Ramsey upper density O (Corollary 4.2.7),
showing that not every Ramsey-dense graph has positive Ramsey upper density.

‘We do not know if the converse of Theorem 1.4.15 holds:

Question 1.4.18 (Corsten—-DeBiasio—-McKenney). Is there a Ramsey-dense graph

G with infinite ruling number?

If the answer is no, then we have a complete characterisation of Ramsey-dense
graphs. The following result shows that if G has infinite ruling number and ad-
ditionally the sizes of the minimal ruling sets do not grow too fast, then G is not

Ramsey-dense.

Theorem 1.4.19 (Corsten—-DeBiasio-McKenney). Let G be an infinite graph with
disjoint ruling sets Fy, F», . .. satisfying |F,| < log,(n) for all sufficiently large n.

Then G is not Ramsey-dense.

The proof of Theorems 1.4.15 and 1.4.19 will be presented in Section 4.2.8.
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1.5 Robust Triangle Tilings in Random Graphs

1.5.1 Shamir’s Problem

A perfect matching in a k-graph G is a collection of disjoint edges covering all
vertices. The following classical result of Erdds and Rényi [46] determines the

threshold probability for the existence of a perfect matching in G (n, p).

Theorem 1.5.1 (Erd6s—Rényi [46]). Let € > 0, n > 2 be an even integer and M,

be the set of all n-vertex graphs containing a perfect matching. Then,

0  ifp<(1-g)log(n)/n,

lim P [G(n,p) € M,] =
n—c0 1 ifp = (1+¢)log(n)/n.

Shamir’s problem, which first appeared in [41] (where Erdds attributes it to

Shamir) asks the analogous question for hypergraphs.

Problem 1.5.2 (Shamir’s problem). For k > 3, what is the threshold probability for
the existence of a perfect matching in G (n, p) (when n is divisible by k)?

Given two graphs H and G, an H-tiling in G is a collection of vertex-disjoint
copies of H in G covering all vertices of G. In this thesis, we shall be mostly
interested in the following tiling version of Shamir’s problem (which was first raised
by Rucinski [105] for k = 3).

Problem 1.5.3 (Shamir’s problem - tiling version). For k > 3, what is the threshold
probability for the existence of a Ky-tiling in G (n, p) (when n is divisible by k)?

An obvious necessary condition for Problem 1.5.2 is that there are no isolated
vertices (that is, vertices of degree 0). It is not hard to see that the (sharp) threshold
for G (n, p) not to have isolated vertices is p,, (n, k) := (logn)/ (Zj) (thatis, when
the expected degree of each vertex is log n). The analogous necessary condition for
Problem 1.5.3 is that every vertex must be in at least one copy of K. It is well
known (see [73, Theorem 3.22]) that the (sharp) threshold probability for this is

_ 1)‘1/(]5)

pi(n. k) = (logm)"/©) (k I
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(that is, when we expect exactly log n copies of Kj containing a given vertex).

Problems 1.5.2 and 1.5.3 have received a lot of attention, but proved to be very
challenging. After some progress in [6, 53, 78, 85, 104, 110], Johansson, Kahn
and Vu [75] completely solved both problems in an unexpected breakthrough by
showing that p,, and p, are already the (coarse) thresholds for Shamir’s problem.
In fact, their result does not only hold for Kj-tilings but many more graphs and
hypergraphs (so-called strictly balanced graphs). We will state the theorem only in
the case of Problem 1.5.3.

Theorem 1.5.4 (Johansson—-Kahn—Vu [75]). For every k € N, there is a constant
C > 0 such that for all n € N divisible by k and p > C(log n)l/(g)n_z/k, G(n,p)
has a Ky-tiling w.h.p.

By the above discussion, Theorem 1.5.4 is best possible up to the constant C.
Recently, Kahn [76] determined the asymptotics completely for Problem 1.5.2 by
showing that p,,(n) is a sharp threshold as well. Further recent results of Rior-
dan [101] and Heckel [68] which ‘couple’ the two problems show that this implies
that p; is a sharp threshold for Problem 1.5.3 as well.

1.5.2 Robustness

A Hamilton cycle in a graph G is a cycle in G spanning all its vertices and a graph
is called Hamiltonian if it has a Hamilton cycle. A classical theorem of Dirac [34]

gives a sufficient condition for a graph to be Hamiltonian.

Theorem 1.5.5 (Dirac [34]). If G is an n-vertex graph with 6(G) > n/2, then G is

Hamiltonian.

Considering the complete bipartite graph with parts of size |[n/2]+1 and [n/2]-1
shows that this result is best possible. Another classical result, independently proven
by Korshunov [84] and by Pdsa [96], determines the probability threshold for G (n, p)

to be Hamiltonian.

Theorem 1.5.6 (Korshunov [84], Pésa [96]). There is a constant C > O such that
foralln e Nandall p > Clog(n)/n, G(n, p) is Hamiltonian w.h.p.
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Since every Hamiltonian graph is connected, Theorem 1.0.5 implies that this is
best possible up to the implicit constant. A more exact window for the transition
phase in Theorem 1.5.6 was proved independently by Bollobas [11] and by Komlos
and Szemerédi [83]. Krivelevich, Lee and Sudakov [86] proved a remarkable

common generalisation of Theorems 1.5.5 and 1.5.6.

Theorem 1.5.7 (Krivelevich-Lee—Sudakov [86]). There is a constant C > 0 such
that for alln € N, p > Clog(n)/n and all n-vertex graphs G with 6(G) > n/2, G,

is Hamiltonian w.h.p.

Observe that, by choosing p = 1, we obtain Theorem 1.5.5, and by choosing
G = K,, we obtain Theorem 1.5.6. Therefore, both the minimum degree condition
and the lower bound on p (up to the constant C) are best possible. This can be seen
as a robust version of Theorem 1.5.5: the conclusion even holds if we randomly

remove most edges.

New Results

We shall prove a similar result for triangle tilings. The classical Corrddi—Hajnal
theorem [28] gives a sufficient condition for the existence of a triangle tiling in

terms of the minimum degree.

Theorem 1.5.8 (Corradi—Hajnal [28]). If G is an n-vertex graph for some n divisible
by 3 with 6(G) > 2n/3, then G contains a triangle tiling.

We will prove a common generalisation of Theorem 1.5.8 and of Theorem 1.5.4
for k = 3.

Theorem 1.5.9 (Allen et al. [3]). There is a constant C > 0 such that for all n € N
divisible by 3, all p > C(logn)'3n=2/3 and all n-vertex graphs G with 5(G) > 2n/3,
G has a triangle tiling w.h.p.

Similarly as above, we obtain Theorem 1.5.8 by choosing p = 1, and Theo-
rem 1.5.4 for k = 3 by choosing G = K,,. Therefore, both the minimum degree
condition and the lower bound on p (up to the constant C) are best possible. We

will present the proof of Theorem 1.5.9 in Chapter 5. The main tool in our proof
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is the entropy method and, while many ideas are similar to those in [75], the proof
strategy actually follows an alternative proof of Problem 1.5.2, which was given by

Allen, Bottcher, Davies, Jenssen, Kohayakawa and Roberts [4].
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2.1 The Absorption Method

The absorption method, introduced by Erdds, Gyarfds and Pyber in [42] to prove
Theorem 1.3.4 below, has become a standard tool in graph tiling problems and has
been applied to many problems in the area. We shall make use of it in the proofs of
Theorems 1.3.10 and 1.3.16 and we will briefly sketch the proof of Theorem 1.3.4

in this section in order to introduce the method.

Theorem 1.3.4 (Erd6s—Gyérfas—Pyber [42]). The vertices of every r-edge-coloured
complete graph on n vertices can be partitioned into O(r*logr) monochromatic

cycles.

For sake of clarity, we will not make an effort to calculate the exact constants and
only show that O, (1) cycles suffice (i.e. the number of cycles will be a function

independent of n). At the heart of the proof are so called absorbers.

Definition 2.1.1. A pair (H,A) of a graph H and a set A C V(H) is called an
absorber if H[V(H) \ X] contains a Hamilton cycle for every X C A.

Note that this definition is specific to cycles and will be different for other graphs.

It is vital for the proof that we can find large absorbers.

Lemma 2.1.2. For every r > 2, there is some constant ¢ = c(r) € (0,1/4), such
that every r-edge-coloured K, contains a monochromatic absorber (H,A) with
|Al =[V(H) \ A| = cn.
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We will further need the following approximate version of the theorem.

Lemma 2.1.3. Foreveryr > 2 and & > 0, there is some constant C = C(r, &) such
that every r-edge-colouring of K,, contains a collection of at most C vertex-disjoint

monochromatic cycles covering all but at most en vertices.

Lemma 2.1.3 follows from the fact the cycles have linear r-colour Ramsey number
(see Section 1.2.1) by greedily taking out the largest monochromatic cycle disjoint
from all previous cycles, one at a time. The key part of the proof is the following

Absorption Lemma.

Lemma 2.1.4 (Absorption Lemma for cycles). For everyr > 2, there exist constants
g =¢&(r) > 0and C = C(r) > 0 such that the following holds. Let Vi,V, be sets
with |Vi| < €|V,| and let G be an r-edge-coloured complete bipartite graph with
parts V1, V. Then, there is a collection of at most C vertex-disjoint monochromatic

cycles in G covering V.

The proofs of Lemmas 2.1.2 to 2.1.4 are not essential to understand the method

and therefore we will not present it here (see [42] for the proofs).

Proof of Theorem 1.3.4. Fix r,n € N and an r-edge-coloured K,, for the rest of
this proof. Let ¢ be the constant from Lemma 2.1.2, C,(&) be the constant from
Lemma 2.1.3, and C3 and &3 be the constants from Lemma 2.1.4.

By Lemma 2.1.2, there is a monochromatic absorber (H,A) with |A| =
[V(H)\ Al = ¢y -n. We apply now Lemma 2.1.3 with input » and &3 - ¢ to
find a collection of at most Cy(&3 - ¢1) vertex-disjoint monochromatic cycles in
V(K,) \ V(H) such that the set of leftover vertices R satisfies

IRl < &3-ci(n—|V(H)|) < &3-]A].

Hence, we can apply Lemma 2.1.4 with input X; = R and X, = A to find a collection
of at most C3 vertex-disjoint cycles covering R and a set R” C A.

We have covered V(K,) \ (V(H) \ R’) so far, and we can cover V(H) \ R’ with
one monochromatic cycle using the absorption property of H. We thus covered all

vertices with f(r) = Co(&3 - ¢1) + C3 + 1 monochromatic cycles.! O

ICarrying out the exact calculations leads to f(r) = O(r*log(r)), see [42].
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2.2 Graph Regularity

The graph regularity method has become one of the most powerful tools in extremal
graph theory since its first use in Szemerédi’s theorem [114, 116].2 It is centred
around Szemerédi’s Regularity Lemma, which was first explicitly stated in its current
form in [115] and there has been a lot of work developing this method ever since,
see [82] for a survey on the topic. We will use results from this area in every chapter
of thesis and therefore give a brief introduction, and then list all applications and

related results we shall make use of in this thesis.

2.2.1 Definitions and Basic Properties

Let G = (V,E) be a graph and A and B be non-empty, disjoint subsets of V. We
write eg (A, B) to denote the number of edges in G with one vertex in A and one in
B and we define the density of the pair (A, B) to be dg (A, B) = eg (A, B)/(|A]||B]).
If G is clear from context, we drop the subscript. The pair (A, B) is called e-regular
(in G) if we have |dg(A’, B’) —dg (A, B)| < e forall A” C A with |A’| > ¢|A| and
B’ C B with |B’| > ¢|B|. The pair (A, B) is called (&, d)-regular if it is e-regular
and dg (A, B) = d.

We will often require an even stronger condition than e-regularity in which we
have control over the degrees of all vertices. A pair (A, B) of disjoint subsets of
V(G) is called (&, d, 6)-super-regular (in G) if

(i) (A, B)is (g,d)-regularin G,
(ii) deg(v,Vs—;) = 6|V;|forallv € V;andi = 1,2.

We call (A, B) (g,d*,6)-super-regular if it is (&,d’, §)-super-regular for some
d’ > d and (&, d*)-super-regular if it is (&, d", d)-super-regular.

We begin with some simple facts about (super-)regular pairs. The first one is
known as slicing lemma and roughly says that if we shrink a dense regular pair we
still get a dense regular pair. Its proof is straight forward from the definition of

regular pair.

2Szemerédi’s theorem states that every set A C N with positive upper density contains infinitely
many arithmetic progressions of length k for every k € N.
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Lemma 2.2.1 (Slicing lemma). Let 8 > & > 0, and let (Vy,V>) be an e-regular pair.
Then any pair (U, U,) with |U;| = B|Vi| and U; C V;, i = 1,2, is &'-regular with
g =max{e/B,2¢e}.

The following lemma essentially says that after removing few vertices from a
super-regular pair and adding few new vertices with large degree, we still have a

super-regular pair.

Lemma 2.2.2. Let 0 < € < 1/2 and let d,6 € [0, 1] so that 6 > 4e. Let (V{,V;)
be an (g,d*, 6)-super-regular pair in a graph G. Let X; C V; fori € [2], and let
Y1, Y, be disjoint subsets of V(G) \ (V1 U V,). Suppose that for each i € [2] we
have |X;|,|Y;| < £%|V;| and deg(y,V;) > 6|V;| for every y € Ys_;. Then the pair
(M\X)UY, (Va\ Xo) UYs) is (8e, (d — 8e)*, 8/2)-super-regular.

Proof. LetU; = (V; \ X;) UY; fori € [2]. We will show that (U, U,) is (8¢,d —
8¢&,0/2)-super-regular. Let now Z; C U; with |Z;| > 8¢|U;|, and let Z! = Z; \ Y; and
Z! =7;NY; fori € [2]. Note that we have

|Zi| > 8&|U;| > e|Vil,
1Z| < |Y;] < &|V;| < &|Z;| and
1Z{| = 1Zi| - 12| = (1 - &)|Zi]

for both i € [2]. We therefore have
e(Z1,2y) < e(Z),2) + e(Z], Z2) + e(Z1, Z3) < e(Z,Z)) +2¢|Z1|| Za|

and thus
d(Z\,2,) <d(Z;, Zé) + 2¢.

On the other hand, we have

(21.2) _ 2.2 111z
PRV PATPA

> d(Z},Z))(1 - &) > d(Z},7}) -2

d(Zy,7Z,) =
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and hence d(Z,Z,) = d(Z/, Zé) + 2&. Furthermore, by e-regularity of (V1, V), we
have d(Z{,Z}) = d(V1,V>) + € and we conclude

d(Zy,2>) =d(V1,V>) +3e.

This holds in particular for Z; = U; and Z, = U, and therefore the pair (U, U,) is
(8¢, (d — 8¢)*,0)-super-regular.
Let u; € Uy now. By assumption, we have deg(u;, V») > 6|V>| and therefore

deg(u1, Us) > deg(ui, Vo \ X2) > (6 — €%)|V5]
> (6= &) |Us| = 6/2 - |Ua).

A similar statement is true for every u, € U, finishing the proof. U

Given disjoint sets of vertices Vy,...,Vy C V(G), wecall Z = (V,...,V}) a
k-cylinder and often identify it with the induced k-partite subgraph G[V1, ..., Vk].
We write V;(Z) = V; for every i € [k]. We say that Z is e-balanced if

Vi(Z)| < (1+¢&) min [Vi(Z
g&ﬁll( )< ( S)f?[l;fill( )|

and balanced if it is 0-balanced. Furthermore, we say that Z is e-regular if all the
(];) pairs (V;, V;) are e-regular and we define (&, d*, §)-super-regular cylinders and

(&, d*)-super-regular cylinders similarly.

Lemma 2.2.3. Let k be a positive integer and d,e > 0 with ¢ < 1/(2k). If
Z=V1,..., Vi) isan e-regular k-cylinder and d(V;,V;) > d forall1 <i < j <k,
then there is somey > 1—ke and sets Vi C Vy,..., Vi € Vi with V| = [(1-9)|Vi|]
for all i € [k] so that the k-cylinder Z = (Vi,..., Vi) is (2¢,(d — ke)™)-super-

regular.

Proof. Fori # j € [k],letA;; :={v € V; : deg(v,V;) < (d—¢)|V,|}. By definition
of e-regularity, we have |A,-,j| < g|V;| for every i # j € [k]. For each i € [k], let
A; = Ujei\giy Aij- Clearly |A;] < (k — 1)g|V;i| for every i € [k], so we can add
arbitrary vertices from V; \ A; to A; until |A;| = [(k — 1)e|V;]] for every i € [k].
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Let now V; = V; \ A, for every i € [k] and let Z = (Vi,...,V;). Observe that
Vil = (1 = y)|Vi| for all i € [k], where y = (k — 1)&. It follows from Lemma 2.2.1
and definition of A; that Z is (2&, (d — €)*, d — ke)-super-regular. O

The following lemma further allows us to control the exact density of a super-

regular pair by deleting edges if necessary.

Lemma 2.2.4. Forall € > 0, there is some ng > 0, such that the following is true for
every n > ng and every bipartite graph I" with parts Vi,V of size n. Suppose that
(V1,Va) is (€2, d, 8)-super-regular for some d > & > 4. Then there is a spanning

subgraph I C T so that (V1,V,) is (4¢,0,6 — &)-super-regular in .

For the proof, we will need the hypergeometric distribution: A random variable
X : Q — Ny is hypergeometrically distributed with parameters N € N, K € [0, N]
and t € Ny if P [X = k] is the probability that when drawing 7 balls from a set of N

balls (K of which are blue and N — K red) without replacement, exactly k are blue.
That is,

(i) (0=%)
(7)

We will use the following concentration inequality, which Chvatal [22] deduced

P[X = k] =

from the so-called Hoeftfding’s inequality [69].

Lemma 2.2.5. Let X be hypergeometrically distributed with parameters N € N,
K € [0,N] andt € Ng and let u :=E [X] =tK/N. Then, for all A > 0, we have

P[IX -yl > du] < 2e 2 EKINyw,

Proof of Lemma 2.2.4. Fori € [2], letY; := {v € V; : deg(v,V3_;) < (d — &)n}
and observe that by &?-regularity of (Vy,V»), we have |Y;| < &%n for both i € [2].
Let Ey C E(I") be the set of edges with at least one vertex in Y := Y} U Y, and
let E := E(T) \ Ey. Letm = |Ey| < 2&%n% Let p = 2l = % et £/
be a uniformly random subset of E of size exactly p|E| and let I'"” be the spanning
subgraph of I" with edge-set E’ U Ey. By construction, we have dr(V, V) = 6; we

will show that (V1,V>) is (4¢, 6,6 — €)-super-regular in [ w.h.p.
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Let A; C V; with A; > 4en, and let B; = A; \ Y; and B; = A; \ B; for both
i € [2]. By &?-regularity in ', we have Y := |Er(B1, B2)| = (d + £€2)|B1]||Ba|. Let
now X := |Er(By, B2)|. Then X is hypergeometrically distributed with parameters
N =|E|,K=Y,t =p|E|and thus u :=E[X] = p-Y = (6 + 2¢)|B||B;|. Since

u > 8g3n?, it follows from Lemma 2.2.5 that

P[IX - p| > & pu] <2 26KINu < peme™n”

In particular, we have P [d(A1, Ay) = 0 + 4&] > 1—2¢~8"", By taking a union bound
over all choices of Xi, X, we deduce that (Vi, V;) is 2e-regular with probability
at least 1 — 2¢21="", Similarly, we deduce that degp (v, V3—;) > (6 — €)n for
each i € [2] and v; € V; with probability at least 1 — 4ne=e"n, (Note that this
is automatically true for all v € Y as we fixed their neighbours.) Hence, taking
another union bound, it follows that (V1,V;) is (4&,8,6 — &)-super-regular in I

w.h.p. Therefore, for all large enough 7, there is a suitable choice for E’. [

The following lemma states that every regular k-cylinder contains roughly the
‘right amount’ of k-cliques. Given a graph G, let K¥)(G) be the set of cliques of

size k.

Lemma 2.2.6. Letk € N, € > Oand letT" be a k-partite graph with parts Vi, . .., Vg,
such that, forall 1 <i < j <k, (V;,V;) is (g, d; j)-regular for some d; ; > 0. Then,
forall X; C Vy,... Xy C Vi, we have

K® (X, ... ,xk])‘ - (ﬂlsiqsk d,,,-) X[ - [Xp | K2 - 0¥

Proof. We will only prove the lower bound as the upper bound is similar. We proceed
by induction on k. The statement is trivial for k = 1 (here the empty product is 1).
So let kK > 2 and assume the statement is true for k — 1. First note that the statement
is trivially true if X; < en for some i € [k]; hence we may assume that | X;| > en
foralli € [k]. Fori € [2,k],let A; := {vi € V| : deg(v1, X;) < (d1; — &)|Xi|}.
By (&,d;;)-regularity of (V1,V;), we have |A;| < en for all i € [2,k] and thus
|A] := [ Uiepax) Ail < (k= 1)en.

Fix some x; € X; \ A now and let B; := N(xy, X;) for all i € [2, k]. By choice
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of x; we have |B;| > (d;; — €)|X;| for all i € [2, k]. Using the induction hypothesis
with By, ..., By in the cylinder (V5, ..., Vi), we deduce

K(k—l) (F[Bz, e ,Bk])‘ > (HZSstk di’j) |BZ| ce |Bk| + (k _ 1)28nk—]

y (nlsmsk d"’f) | Xal -+ 1 Xkl + k(k = en*~".

Finally, since every such clique extends to a clique in K®(T'[X, ..., X;]) with x;
and since |X; \ A| > |X1| — (k — 1)en, we deduce

K® (r[x, .. -’Xk])‘ > (IX1| = (k = Den) ‘K““” (T[Ba, . ...B])
> (nlsiqsk di,j) 1X1| - - | Xe| — k2e - nk,
as claimed. .

We will frequently use the following immediate corollary for (&, d)-regular 3-

cylinders.

Lemma 2.2.7. Let d, e > 0 and let " be a 3-partite graph with parts Vi, V,, V3 such
that (Vy,V,, Vi) is (€, d)-regular. Then, for all X; C Vi, X, C V,, X3 C V3, we have

K@ (T[X1, X2, X3])| = d°| X ]| X2||1X3] £ 106 - °.

2.2.2 The Regularity Lemma

In order to state the regularity lemma, we will first define regular partitions.

Definition 2.2.8 (e-regular partition). Given a graph G, a partition V(G) = Vy U

Vi U...UV,is called an e-regular partition if
s Vil=...=1V:l,
e |[Vp| < en, and
« All but at most &7 pairs (V;, Vi) with 1 <i < j <r are e-regular.

We call Vy, Vi, ..., V, clusters and V| the garbage set.
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Theorem 2.2.9 (Regularity Lemma [1 15]). Forallm, & > O there exists M > 0 such
that the following holds. Every graph G with at least M vertices has an e-regular
partition V(G) = Vo UV U--- UV, for somem <r < M.

Note that some of the regular pairs in a regular partition can have very small
density (even 0), which can make certain applications difficult. We will define a

graph with vertex-set {Vi, ..., V,} whose edges are regular pairs that behave nicely.

Definition 2.2.10 (Reduced graph). Let d,& > 0, G be a graph and V(G) = Vy U
Vi U...UV, be an g-regular partition. The (&, d)-reduced graph R is the graph on
{Vi,...,V,} with V;V; € E(R) if (V;,V;) is an e-regular pair with d(V;,V;) > d.

The following version of the regularity lemma (see [88, Proposition 9]) shows

that R inherits minimum degree properties of G.

Theorem 2.2.11 (Regularity Lemma - degree version). For all mo, &,d,y with
0 <ée<d<y<1thereissome M > 0 such that every graph G onn > M vertices
with minimum degree §(G) > yn has an e-regular partition V(G) = VoUV;U. ..UV,
for some m < r < M and the (&, d)-reduced graph R satisfies 6(R) > (y —d — &)r.

In Chapter 4, we will make use of a version of the regularity lemma for edge-
coloured graphs which works for all colour classes simultaneously (see [82, Theo-
rem 1.18]). Additionally, we require more control over the produced partition. A
family of disjoint subsets {V;};c[,] of a set V is said to refine a partition {W;} e[
of V if, for all i € [r], there is some j € [£] with V; € W;. For convenience later
on, we will state this version without reduced graphs and e-regular partitions, and
instead consider a subgraph of G in which we remove edges between pairs of cluster

which do not behave nicely.

Theorem 2.2.12 (Regularity Lemma - coloured version). For all d > & > 0 and
mo, € > 1 there exists some M > 0 such that the following holds. Let G be a graph
on n > M vertices whose edges are coloured in red and blue and let {W;};c[s) be a
partition of V(G). Then there exists a partition V(G) = Vo UV U ... UV, and a
subgraph H of G with vertex-set V(G) \ Vy such that the following holds:

(i) my<m< M,
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(it) {Viliem) refines {W; NV (H)}ie[e),

(iii) |Vo| < enand |Vi| = -+ = |V,u| < [enl],

(iv) degy (v) > degg (v) — (d + &)n for each v € V(G) \ Vs,
(v) H[V;] has no edges for i € [m],

(vi) all pairs (V;, V) are e-regular with density either 0 or at least d in each colour
in H.

2.2.3 Finding Large Regular Cylinders

In Section 3.2 we will use super-regular cylinders as absorbers and only require one
such cylinder instead of a partition as in the regularity lemma. This allows us to find
larger clusters than guaranteed by the regularity lemma.

Given k disjoint sets Vi, ..., Vi, we call a cylinder (Uy, ..., Uy) relatively bal-
anced (w.rt. (Vi,...,Vy)) if there exists some y > 0 such that U; C V; with
|U;| = |y|Vi|] for every i € [k]. We say that a partition K of V| X --- X V} is
cylindrical if each partition class is of the form Wy x - -- x Wj (which we associate
with the k-cylinder Z = (W1, ..., Wy)) with W; C V; for every j € [k]. Finally, we
say that K = {Zy, ..., Zy} is e-regular if

(i) K is a cylindrical partition,
(i) Z; is a relatively balanced for every i € [k], and

(iii) all but an e-fraction of the k-tuples (v, ..., vy) € Vi X--- XV} are in e-regular

cylinders.

For technical reasons, we will allow that some of the V; are empty. In this case
(A, 0) is considered e-regular for every set A and &£ > 0. If G is an r-edge-coloured
graph and i € [r], we say that a cylinder Z is e-regular in colour i if is e-regular in
G; (the graph on V(G) with all edges of colour 7). We define (&, d, §)-super-regular
in colour 7 and e-regular partitions in colour i similarly.

In [24], Conlon and Fox used the weak regularity lemma of Duke, Lefmann and

Ro6dl [35] to find a reasonably large balanced k-cylinder in a k-partite graph. In order
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to prove a coloured version of Conlon and Fox’s result, we will need the following
coloured version of the weak regularity lemma of Duke, Lefmann and Rodl, which

further allows for parts of not necessarily equal sizes.

Theorem 2.2.13 (Duke-Lefmann—Ro6dl [35]). Let 0 < € < 1/2, k,r € N and let
B = &%¢”  Let G be an r-edge-coloured k-partite graph with parts Vi, ..., Vi.
Then there exist some N < 7%, sets Ry C Vi,...,Rx C Vi with |R;| < B~ and a
partition K ={Zy,...,Zy} of (Vi \ Ry) X -+ - X (Vi \ Ry) so that K is e-regular in
every colour and Vi(Z;) > | B|V;|| for everyi € [k] and j € [N].

The proof of Duke, Lefmann and R6dl [35, Proposition 2.1] only has to be adapted
slightly to obtain this version, so we will not include it here. As a corollary, we
obtain the following lemma, which extends Lemma 2 in [58] to multiple colours.

k

Lemma 2.2.14. Let k,r > 2, 0 < &€ < 1/(rk) and y = &7 Then every r-
edge-coloured complete graph on n > 1/7y vertices contains, in one of the colours,
a balanced (&, (1/2r)*)-super-regular k-cylinder Z = (Uy, ..., Uy) with parts of

size at least yn.

Proof. Let k,r > 2,0 <& < 1/(rk) andy = e Letn > 1/y and suppose
we are given an r-edge coloured K,. Let k =r* and let vy, ... ,Vi € [n] be
disjoint sets of size |n/k| and let G be the k-partite subgraph of K,, induced by
Vi,..., V¢ (inheriting the colouring). Let & = g/2 and 8 = &
Theorem 2.2.13 to get some N < ,8_’;, sets Ry C Vi, ..., Ry € Vj each of which of
size at most 87! and a partition K = {Z;,...,Zy} of (Vi \ R) X --- x (Vi \ Ry)

which is &-regular in every colour, and with V;(Z;) > |B|V;|] > 2yn for every

r2rk+1§—5

. We apply

i € [k] and j € [N]. Note that one of the cylinders (say Z;) must be &-regular
in every colour and, since (Vi,...,Vy) is balanced, so is Z;. We consider now
the complete graph with vertex-set {V1(Z;),...,V;(Z;)} and colour every edge
Vi(Z)Vi(Z1),1 <i < j < k, with a colour ¢ € [r] so that the density of the
pair (V;(Z1),V;(Z1)) in colour c is at least 1/r. By Ramsey’s theorem [40, 100],
there is a colour, say 1, and k parts (say V,(Z;),...,Vi(Z1)) so that the cylinder
Vi(Zy), ..., Vi(Z))) is (&, (1/r)*,0)-regular in colour 1. By Lemma 2.2.3, there
is an (&, (1/(2r))*)-super-regular balanced subcylinder Z; with parts of size at least

yn. [
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The following lemma further guarantees that this remains possible as long as the

host-graph has many k-cliques.

12

Lemma 2.2.15. Letk > 2, and let 0 < € < 1/2 and 2ke < d < 1. Lety = ke,
Suppose that G is a k-partite graph with parts V1, . . ., Vi with at least d|Vy| - - - |Vy]
cliques of size k. Then there is some v’ > vy and an (&, (d/2)*)-super-regular
k-cylinder Z = (Uy, ..., Uy) in G withU; C V;and |U;| = |Y'|Vi|] for everyi € [k].

Proof. Letk > 2, and let d,& > O with 2ke < d < 1. Lety = ¢ and let G
be a k-partite graph with parts Vi,...,V;. Let &€ = ¢/2 and B = &7 We may
assume that |V;| > 1/y for every i € [k] (otherwise we set U; := () for all i € [k]
with |V;| < 1/y). In particular, we have |V;| > k/(£B) for all i € [k].

We apply Theorem 2.2.13 (with » = 1) to get some N < B, sets Ry C
Vi,..., Ry € Vi, each of which of size at most ,8‘1, and an &-regular partition
K={Zi,...,Zy} of (Vi \ R1) x---x (Vi \ Ry) with V;(Z;) > |B|Vi|] for every
i € [k]and j € [N].

Note that the number of cliques of size k incidentto R = R; U ... U Ry is at most

k
Yt T vil=avile-val.
i=1 Jelkl\{i}
Furthermore, there are at most £|Vy|-- - |Vk| cliques of size k in cylinders of K

which are not g-regular. By the pigeonhole principle, there is a cylinder Z among
the remaining cylinders which contains at least (d—2&)|V1(Z)| - - - |V (Z)| cliques of
size k. In particular, Z is (£, (d —2&)*, 0)-super-regular and relatively balanced with
parts of size at least | 3|V;|]. Finally, we apply Lemma 2.2.3 (and possibly delete
a single vertex from some parts) to get a relatively balanced (&, (d — (k +2)&)™)-
super-regular k-cylinder Z with parts of size at least §|V,~| > v|V;|. This completes
the proof since (k +2)& < ke < d/2. O

2.2.4 The Blow-up Lemma

The blow-up lemma [80, 81] of Komlés, Sarkézy and Szemerédi is very useful to

find spanning copies of graphs with bounded degree in regular cylinders. It is the
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key tool that allows us to use super-regular cylinders as absorbers in Section 3.2.

We will need the following quantitative version of Sarkozy [106].

Theorem 2.2.16 (Blow-up lemma, [106]). There is a constant Cgy, > 0, such that
forall 0 < d,6 < 1/2, all A,r € Nand all 0 < & < ((5a’A/r)CBL, the following
is true. Let N € N and let Vy,...,V, disjoint sets of size N. Let R be a graph
on {Vy,...,V,.}. We will define two graphs G 4(N) and Gg(N) on Vi U ... UV, as
follows. The graph G (N) is obtained by replacing each edge of R with a copy of
Ky n and G4(N) is obtained by replacing each edge of R by an (&,d", 6)-super-
regular pair. Then, if a graph H with A(H) < A is embeddable into G ;(N), it is
already embeddable into G ¢(N).

Grinshpun and Sarkézy [58, Lemma 6] used of the Hajnal-Szemerédi theo-
rem [66] below in order to turn the blow-up lemma into a tiling result which qualifies

g-balanced super-regular cylinders as absorbers.

Theorem 2.2.17 (Hajnal-Szemerédi). Every graph G with A(G) < A is (A + 1)-

partite and the parts can be chosen so that their sizes differ by at most 1.

Theorem 2.2.18 (Grinshpun—Sarkozy [58]). There is a constant K, such that for all
0<6<d=<1/2,AeNk=A+2,0<e< (6dA)K, and F € Fp, the following is
true for every (&,d”*, §)-super-regular k-cylinder Z = (Vy, ..., V).

(i) If Z is e-balanced, then its vertices can be partitioned into at most A+2 copies

of graphs from F.

(it) If \V;| = |Vi| for all i = 2,...,k, then there is a copy of a graph from F

covering Vi and at most |V | vertices of each of V3, . .., Vi.

The proof of Theorem 2.2.18 is simple: First we fix a partition of every F € ¥
into k — 1 parts as guaranteed by Theorem 2.2.17. For (i), we apply Theorem 2.2.16
a total of A +2 times. In the first application, we work in the cylinder induced by
all parts but the second-largest and find a copy F € ¥ which has the correct size
to make the first two parts have equal sizes. We iterate this process until all parts

have equal sizes and then apply Theorem 2.2.16 a final time. For (i7), we only need
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to apply Theorem 2.2.16 once with the graph from ¥ with (k — 1)|V}| vertices (in
which all parts have size |Vi]).

A graph G is called a-arrangeable for some a € N if its vertices can be ordered
in such a way that the neighbours to the right of any vertex v € V(G) have at most
a neighbours to the left of v in total. Bottcher, Kohayakawa and Taraz [14] proved
an extension of the blow-up lemma to graphs H of bounded arrangeability with
A(H) < +/n/log(n). As a consequence we obtain the following result similar to
Theorem 2.2.18.

Theorem 2.2.19. Forall d,5 > 0 and all a € N, there is some € > 0 such that the
following is true for all sequences of a-arrangeable graphs F = {Fy, F», ...} such
that, foralln € N, A(F,) < vn/log(n) and F, is (a+2)-partite and the parts can be
chosen so that their sizes differ by at most 1. Letk = a+3 andlet Z = (Vy,..., V)

be an (&,d", 6)-super-regular k-cylinder.

(i) If Z is e-balanced, then its vertices can be partitioned into at most a+3 copies

of graphs from F.

(ii) If |\V;| = |Vi| for all i = 2,...,k, then there is a copy of a graph from F

covering Vi and at most |Vy| vertices of each of Va, ..., V.

The vertices of every e-balanced, (&, d*, §)-super-regular (a + 3)-cylinder Z can

be partitioned into at most a + 3 copies from F.

Note here that we cannot use the Hajnal-Szemeredi theorem here and therefore

had to adjust the statement accordingly.

2.3 Hypergraph Regularity

The goal of this section is to prove the following Lemma 2.3.1, which allows us to
find in any dense k-graph G, a dense subgraph H C G in which any two non-isolated
(k — 1)-sets are connected by a short path of a given prescribed length. The lemma
follows easily from the hypergraph regularity method, which we shall introduce
before proving the lemma. The reader may use Lemma 2.3.1 as a black box if they

would like to avoid hypergraph regularity.
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Before stating the lemma, we need to introduce some notation. Fix some k > 2
and a partition ® = {Vi, ..., Vi } of aset V. We call a tight path in KX (P) positively
oriented if its vertex sequence (uy,...,uy,) travels through # in cyclic order, i.e.
there is some j € [k] such that u; € V;,; for every i € [m], where we identify
k +1 = 1. In this section, we will only consider positively oriented tight cycles. In
particular, given some e € K*~1 (), the ordering of e in a tight path starting at e

is uniquely determined.

Lemma 2.3.1. Foreveryd > 0, there are constants § = 6(d) > Oandy = y(d) > 0,
such that the following is true for every partition P = {Vi,...,Vi} and every P-
partite k-graph G of density at least d. There is a P-partite sub-k-graph H C G of
density at least § such that for every set S = S1U. .. US, with S; C V;and |S;| < v |Vi]
and any two e, f € K =D (P) with positive co-degree, there is a positively oriented
tight path of length € € {k+2,...,2k + 1} in H which starts at e, ends at f and
avoids S\ (e U f).

Note that the length of the cycle in Lemma 2.3.1 is uniquely determined by the
types of e and f. The type of e € K~V (), denoted by tp (e), is the unique index
i € [k] such that e N V; = 0. Given two (k — 1)-sets e, f € K*~D (), the type of
(e, f) is given by tp (e, f) :=tp (f) — tp (e) (mod k). It is easy to see that every
tight path in K®¥)(P) which starts at e and ends at f has length £k + tp (e, f) for
some ¢ > 0. In particular, in Lemma 2.3.1, we have £ = k +tp (e, f) if tp (e, f) > 2
and € = 2k + tp (e, f) otherwise.

We will now introduce the basic concepts of hypergraph regularity in order to state
a simple consequence of the strong hypergraph regularity lemma which guarantees
a dense regular complex in every large enough k-graph.

For technical reasons, we define a 1-graph on some vertex-set V as a partition of V
in what follows. In particular, givena 1-graph H") and some k > 2, K (H(1) is the
complete H'V-partite k-graph. We call H®) = (H(, ..., H®) a k-complex if H\/)
is a j-graph for every j € [k] and H) underlies HU*V, i.e. HU*D c KU+D(H())
for every j € [k —1]. Note that, in particular, H/) is HD-partite for every j € [k].
We call H®) s-partite if H(!) consists of s parts.

Now, given some j-graph HY) and some underlying (j — 1)-graph HV=V, we
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define the density of H) w.rt. HV= by

HD Ak (gG-D
N (HY™))]
B |K(j)(H(j—1))|

d (H(J')|H(j—1))

We are now ready to define regularity.

Definition 2.3.2. e Letr,j € Nwith j > 2, &,d; >0, and H () be a J-partite
j-graph and HV~ be an underlying (j-partite) (j — 1)-graph. We call H\/)
e,d;,r)-regular w.r.t. HV=D if for all Q(j_l), A ,Q(j_l) C E(HU™Y), we

( )-reg 1 r

have

D (V)| > e[k (1)
(Uie[r] K (Ql. > ¢k (H
200 (J'—l)) _ ‘

e |d( ‘Uie[r] Qi d] <é&.

We say (&, *, r)-regular for (g,d (H(j) |H(f‘1)) ,r)-regular and (&, d)-regular
for (&, d, 1)-regular.

* Let j,s € N with s >

j =2, &d; >0, and HY) be an s-partite j-graph
and HU~D be an underlying (s-partite) (j — 1)-graph. The graph H") is
called (&, d;)-regular w.rt. HU=V if HO[Vy, ..., V,] is (e, d;)-regular w.r.t.
H(j‘l)[V,-,,...,V,-j] forall 1 <ij <...<i; <s, where {Vi,...,V,}is the
vertex partition of V(H/)).

o Letk,r €N, g,er,da,...,dp >0,andH® = (Hy,..., Hy) beak-partite k-
complex. We call HKE) (d, ..., dy, e, e, r)-regular, if HY) is (e, d;)-regular
with respect to HV= forevery j = 2,...,k—1and H® is (g, d, r)-regular
w.rt. H&D,

The following theorem is a direct consequence of the strong hypergraph regularity
lemma as stated in [102] (with the exception that we allow for an initial partition of

not necessarily equal sizes).

Theorem 2.3.3. For all integers k > 2, constants € > 0, and functions € :
(0,1) > (0,1) and r : (0,1) — N, there exists some 6 = 6(k,&,&,r) > 0 such
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that the following is true. For every partition P = {Vi,...,Vi} of some set V
and every P-partite k-graph G'%) of density d > 2gy, there are sets U; C V; with
|U;| = 6|V;| for every i € [k] and constants d, . ..,dr—y > & and dy > d]2 for
which there exists some (d», . . ., d, £(6), €k, r(8))-regular k-complex H®, so that
HY ={U,,..., Uy}

We will use the following special case of the extension lemma in [27, Lemma 5]
to find short tight paths between almost any two (k — 1)-sets in a regular complex.
Fix a (da, ..., d, &, &¢)-regular complex H® = (P,H(Z), e H(k)), where P =
{Vi,...,Vi}. Let Hl.(k_l) c H%*=1 denote the edges of type i and note that the dense
counting lemma for complexes [27, Lemma 6] implies that

k=1
k-1 ;)
i =axa [ a7 ] mi-
=2 ielklvio

Given some S > 0, we call a pair (e, f) € Hl.(lk_l) X ngzk—l) B-typical for H &) if
the number of tight paths of length £ := k + tp (i1, i2) in H®¥) which start at e and

end at f is
(1+/3)]—[d G .

where {i,...,ip} is understood in cyclic ordering. Note here that the number
of j-sets in a k-uniform tight path of length ¢ which are contained in an edge is

¢ (k.:]) + (k_.l). However, 2(1‘_.1) of these are contained in e (the first k — 1 vertices)
Jj-1 J J

or f (the last k — 1 vertices), which are already fixed in our example.
Lemma 2.34. Let k,r,ng € N, B,d,,...,d, &, & > 0 and suppose that
1/ng < 1/r,e < min{gy,dy,...,di_1} < & < B,dy, 1/k.

Then the following is true for all integers n > ny, for all indices iy,iy € [k] and
every (dy, . ..,dy, &, &, r)-regular complex?i(k) = (H(l), el H(k)) with |V;| = ng

foralli € [k], where HY = {Vy,...,Vi}. All but at most B )Hi(lk_l)‘ |Hl.(2k_1)‘ pairs
(e, f) € Hl.(lk_l) X ngzk—l) are B-typical for HP.
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Combining Theorem 2.3.3 and Lemma 2.3.4 gives Lemma 2.3.1.

Proof-sketch of Lemma 2.3.1. Apply Theorem 2.3.3 with suitable constants and
delete all e € H*~V of small co-degree. Let e € Hl.(lk_l) and f € Hl.(zk_l) for

some i1, iy € [k] and define

i1+1

X = {g(k_l) e H* D . eu g(k_l) € H(k)} and

= gD BT U e € )

Let X C X and ¥ C Y be the sets of all those edges in X and Y avoiding S. By
Lemma 2.3.4 at least one pair in X X ¥ must be typical and by a counting argument

not all of the promised paths can touch S. ]

2.4 Probabilistic Tools

In Chapter 5, we will frequently use the following concentration inequalities for
random variables. The first such inequality, Chernoff’s inequality [20], deals with

the case of binomial random variables.

Lemma 2.4.1 (Chernoff’s concentration inequality). Let X1, . .., X, be independent
random variables, each of which is 1 with probability p and 0 otherwise. Let
X=X1+...+X,andlet 1 :=E [X] = np. Then, for every € € (0, 1), we have

P[|X - 1] > ed] < exp (—824/3) .

Given a subgraph F C E(G) of G (given by its edge-set), we denote by I the
indicator random variables which is 1 if F is present in G, and 0 otherwise. Cher-
noff’s inequality is particularly useful to give sharp bounds on random variables of
the form X = Y peg Ir, where F C 25(9) is a collection of edge-disjoint subgraphs
of G. However, when ¥ consists of not-necessarily edge disjoint subgraphs of G,
the situation becomes more complicated, since the random variables {/r}pc# are
not necessarily independent. Janson’s inequality [72] provides a bound for the lower

tail in this case.
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Lemma 2.4.2 (Janson’s concentration inequality). Let G be a graph and F € 2£(©)
be a collection of subgraphs of G and let p € [0,1]. Let X = ) pes I, let A = E [ X]
and let
A= Z E[Iplp].
(F,F)eF2: FNF’#0
Then, for every € € (0, 1), we have

P[X < (1 -¢)d] <exp (—%)

If we additionally require a bound for the upper tail, we will use the Kim-Vu
inequality [77]. Let X = X pc# IF as above. Given an edge e € E(G), we write f,
for It,y. Then, X is as a polynomial with variables 7., X = X pcy [[,cp te. Given
some A C E(G), we obtain X4 from X by deleting all summands corresponding to

F € ¥ which are disjoint from A and replacing every z, with e € A by 1. That is,

Xa= > ||

FeF: FNA#0 ecF\A

In other words, X4 is the the number of F € ¥ which are not disjoint from A and

are present in G ,.

Lemma 2.4.3 (Kim-Vu polynomial concentration). For every k € N, there is a
constant ¢ = c(k) > 0 such that the following is true. Let G be a graph and
F C 2E©) pbe a collection of subgraphs of G, each with at most k edges. Let
X =Y per Irand A = E [X] as above. Fori € [k], define E; := max{E [X4] : A C
E(G), |A| = i}. Further define E’ := max;e(x) E; and E = max{A, E'}. Then, for

every u > 0, we have

P||Y —A| > c- (EE)?uF| < ce(G)F e .

2.5 Entropy

In this section, we will explain basic definitions and properties of the entropy

function, which will play a central role in Chapter 5. We will be following closely

60



2 Preliminaries

the notes of Galvin [54] and all proofs we do not include here can be found in [54].
Throughout this subsection, we will fix a finite probability space (€2, P).

Let X : Q — S be arandom variable. Given x € S, we denote p(x) :=P[X = x].
We define the entropy of X by

h(X) := ) =p(x)log p().
xeS
Entropy can be interpreted as the uncertainty of a random variable, or as how much
information is gained by revealing X. The following lemma shows that the entropy
is maximised when X is uniform. Intuitively, this makes sense as the outcome of a
uniform random variable is most uncertain to us. Define the range of X as the set of

values which X takes with positive probability, that is rg(X) = {x € S : p(x) > 0}.

Lemma 2.5.1 (Maximality of the uniform). For every random variable X : Q — S,
we have h(X) < log(|rg(X)|) < log(|S|) with equality if and only if p(x) = 1/|S]
forall x € S.

Given random variables X; : Q — S; fori € [n], we denote the entropy of the ran-
dom vector (Xp,...,X,) : Q — S;X... xS, by h(Xy,..., X)) :=h((Xy,...,Xn)).
The entropy function has the following subadditivity property.

Lemma 2.5.2 (Subadditivity). Given random variables X; : Q — S;, i € [n], we

have

h(X1,... X)) < Y h(X))
i=1

with equality if and only if the X; are jointly independent.

Intuitively, this means that revealing a random vector cannot give us more infor-
mation than revealing each component separately. If £ C € is an event which has

positive probability, we define the conditional entropy given the event as

h(X|E) := Y —p(x|E) log p(x|E),

xes

where p(x|E) = P[{X =x}|E]. Note that h(X|E) is the entropy of the random
variable Z = X|E : E — S whose distribution is givenby P [Z = x] =P [X = x|E].
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Given two random variables X : Q — Sy and Y : Q — Sy, the conditional entropy

of X given Y is defined as

HXIY) =By [A(XIY = )] = > p(IA(XIY = y) (2.5.1)
Y€ESy

= Z P [w] h(X|Y = Y (w)), (2.5.2)
weQ

where p(y) = P [{Y = y}]. As conditioning on an event or another random variable
only gives us more information, we have the following inequality. Here, we say a
random variable Y : Q — Sy determines another random variable Y’ : Q — Sy if
the outcome of Y’ is completely determined by Y. For example if Y is the outcome
of rolling a regular six-sided die and Y” is 1 if this outcome is even, and 0O otherwise,
then Y determines Y’.

Lemma 2.5.3 (Dropping conditioning). Given random variables X : Q — Sx and

Y : Q — Sy, and an event E C Q which has positive probability, we have
h(X|Y) < h(X) and h(X)=P[E]-h(X|E).
Furthermore, if Y’ : Q — Sy is another random variable and Y determinesY’, then
h(X|Y) < h(X|Y’).

The following chain rule strengthens Lemma 2.5.2.

Lemma 2.5.4 (Chain rule). Given random variables X : Q — Sy andY : Q — Sy,
we have
h(X,Y)=h(X)+h(Y|X)

and more generally, for random variables X; : Q — S;, i € [n], we have
n
h(X1 Xa) = ) R(XGIXL . Xie).
i=1

IfX:Q— SyandY : Q — Sy are random variables, we say that X determines
Y if there is a function f : Sx — Sy such that Y(w) = f(X(w)) forall w € Q. If X
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determines Y, then Y does not bring any new information after revealing X. This is

formalised in the following lemma.

Lemma 2.5.5 (Redundancy). If X : Q — Sy andY : Q — Sy are random variables
and X determines Y, then
h(X) = h(X,Y).

Lemmas 2.5.1, 2.5.2 and 2.5.4 have the following conditional versions. Given a
random variable X : Q — Sy and an event £ C Q, we define the conditional range
of X given E by rg(X|E) = {x € Sx : p(x|E) > 0}.

Lemma 2.5.6 (Conditional maximality of the uniform). For every random variable
X :Q — S, we have
h(X|E) <log ([rg(X|E)]).

Lemma 2.5.7 (Conditional subadditivity). Given random variables X; : Q — §;,

i €[n],andY : Q — Sy, we have
n
(X1, XalY) < 7 R(XGIY)
i=1

with equality if and only if the X; are jointly independent conditioned on'Y .

Lemma 2.5.8 (Conditional chain rule). Given random variables X; : Q — S,

i €[n],andY : Q — Sy, we have
n
h(Xy,....X|Y) = Zh(xilxl,.--,Xf-l,Y)-
i=1

The following lemma will play an essential role in the main proof. It states thatif a
random variable has almost maximal entropy, then it must be close to uniform. This
can be seen as a stability result for Lemma 2.5.1. Given a fucntion ¢ : § — [0, o)

and a random variable X : Q — S, we say that the distribution of X follows ¢ if

_ ()

FlX=xl=5 70

for all x € S. We shall call £ a weight function.
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Lemma 2.5.9. For all B > 0, there is some 8’ > 0 such that the following is true for
every finite set S with weight function { : S — [0, o0) and every random variable
X : Q — S whose distribution follows {. If h(X) > log S — B, then there is some
a > 0, such that for J = ¢~V ([(1 = B)a, (1 + B)a]), we have

= (1=pIS| and Y L) = (1=B) Y L0).  (253)

yeJ yeS

Proof. We may assume that 8 < 1/10. Furthermore, it suffices to prove the lemma
for all functions { : § — [0, o) with X},c5 {(y) = 1 (to see this, divide all necessary
parameters by 3.,c5 {(y)). Letnow D := {{ € [0, 115 : 2yes {y = 1} be the set of
all such functions (seen as vectors) and deﬁHe h:D — [0, ) by

h(E) = h((&y)yes) = ) ~Lylog(&).
yeS
Note that h(é ) = h(X) if X is a random variable whose distribution follows {. We

make the following easy but important observation.

Observation 2.5.10. Ifx # x’ € Sand {,{ € D with {, = {, forall y € S\ {x,x}
and {, < & < L < Ly, then we have h({) < h(g).

In words, if we push two parameters closer together, this will increase the entropy.
To prove Observation 2.5.10, fix all but two parameters and take the first derivative
with respect to one of the remaining parameters (noting that the last one is determined
from that).

Fix now some { € D and let a := ﬁ be its average. Let S > 0 be given and let
B’ = 3/1000. Let X : Q — S be a random variable whose distribution follows
{. Assume that h(X) > log(|S|) = B. LetJ* = {y € §: {, > (1 +p/4)a},
;_ ={yeS:¢{ < (1-p/4a}andJ = N1 = B)a, (1 +B)a]). Note that
1> S| = (IF [+ 7).

Claim 2.1. We have |J*| < B/4]|S].

Proof. Choose y < 3/4 so that y|S| = |8/4|S|]. Assume for contradiction that
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|[J*| > y|S| and let J* C J* be a set of size exactly y|S|. Define {* by

. (1+y)a ifselJ*
(1=&)a ifse¢J,

2
where & = ly_—y is chosen so that .5 £F = 1. Let X* : Q — S be a random variable

whose distribution follows ¢*. Let Y = 1 if X* € J* and 0 otherwise. It follows

from (multiple applications?)f) Observation 2.5.10 that
h(X) < h(X*,Y)=h(X*)Y = DP[Y = 1]+ A(XF|Y =0)P [Y = 0] + h(Y),

where we used Lemma 2.5.5 and the chain rule (Lemma 2.5.4) and the definition of

conditional entropy. Note that P[Y = 1] = y(1 +y) and
h(Y) = —y(1+y)log(y(1+y)) - (1 —y(1+y))log (1 - (y(1+7))).
Therefore (and using Lemma 2.5.6), we get

h(X) < log (yIS) y(1 +y) +log (1 =)IS) (1 =y(1+7)) +h(Y)
=log (IS]) +log(y)y(1+7y) +log(1 = y)(1 —y(1+¥)) + h(Y)
=log (IS]) +y(1 + ) (log(y) —log(y(1 +7)))

+ (1 =y(1+7y)) (log(1l —y) —log(1 -y(1+y)))

= log (IS1) - (y + ) log(1+ ) + (1 -y = y") log (=2

) 2 N
< log (IS =y (1+Y)(A =y/2) + (1 =y =y )=
=log (IS) =¥y* =¥’ /2+y* +¥°

< log (IS]) - /4

<log(IS]) -4,

a contradiction. Here we used the approximation x — x?/2 < log(1 + x) < x for

all x € (0,1) for (x), which gives log(1 +7y) > y(1 — y/2) and log (1_1__772) =
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¥ ¥ u
log (1 * 1—7—72) S oo

Similarly, we can show that |[J~| < B/4 - |S| and we conclude that |J| > |S| —
(|7 +1J7|) = (1 = B)|S|. Furthermore, we have

> E0) = (1= B/2)ISI( - p/4)a
> (1-p)
= (1-8) ) {().

yeS

This completes the proof. ]
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Monochromatic Graph Tiling
Problems

3.1 Tiling Coloured Hypergraphs with Tight Cycles

3.1.1 Overview

In this section, we are going to prove the following two results mentioned in the

introduction.

Theorem 1.3.10 (Bustamante—Corsten—Frankl-Pokrovskiy—Skokan [18]). For ev-
ery k,r,a € N, there is some ¢ = c(k,r,a) such that the vertices of every r-edge-
coloured k-graph G with independence number a(G) < a can be partitioned into

at most ¢ monochromatic tight cycles.

Theorem 1.3.14 (Bustamante—Corsten—Frankl-Pokrovskiy—Skokan [18]). For ev-
ery k,r,p,a € N, there is some ¢ = c(k,r, p,a) such that the vertices of every
r-edge-coloured k-graph G with «(G) < «a can be partitioned into at most c¢

monochromatic p-th powers of tight cycles.

Since Theorem 1.3.14 follows easily from Theorem 1.3.10, we present its short

proof here.

Proof of Theorem 1.3.14. Let f(k, r, @) be the smallest ¢ for which Theorem 1.3.10
is true and let g(k,r,p,a) be the smallest ¢ for which Theorem 1.3.14 is
true. We will show that g(k,r,p,a@) < f(k+ p — 1,r,a), where @ =
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R (k+p—1,....k+p—1,a+1) = 1. (Recall that R (s1,...,s,) is the r-
colour Ramsey number for k-graphs, i.e. the smallest positive integer n, so that in
every r-colouring of the complete k-graph on n vertices, there is some i € [r] and s;
distinct vertices which induce a monochromatic clique in colour i.) Suppose now we
are given an r-edge-coloured k-graph G with @(G) < a. Define a (k+p — 1)-graph
H on the same vertex-set whose edges are the monochromatic cliques of size k+p —1
in G. By construction we have a(H) < & and thus, by Theorem 1.3.10, there are at
most f(k+p—1,r, @) monochromatic tight cycles partitioning V (H). To conclude,

note that a tight cycle in H corresponds to a p-th power of a tight cycle in G. U

The proof of Theorem 1.3.10 combines the absorption method and the hypergraph
regularity method. If the host k-graph G is complete, the proof of Theorem 1.3.10
can be summarised as follows.

First, we find a monochromatic k-graph Hyp C G with the following special
property: There is some B C V(Hj), so that for every B’ C B there is a tight cycle
in Hy with vertices V(Hy) \ B’. This is explained in Section 3.1.2. We then greedily
remove vertex-disjoint monochromatic tight cycles from V(G) \ V(H)) until the set
of leftover vertices R is very small in comparison to B. Finally, in Section 3.1.3, we
show that the leftover vertices can be absorbed by Hy. More precisely, we show that
there are constantly many vertex-disjoint tight cycles with vertices in R U B which
cover all of R.

In order to prove the main theorem for host k-graphs with bounded independence
number, we need to iterate the above process a few times. Here the main difficulty
is to show that the iteration process stops after constantly many steps. This will be

shown in Section 3.1.4.

3.1.2 Absorption Method for Hypergraphs

The idea of the absorption method is to first cover almost every vertex by vertex-
disjoint monochromatic tight cycles and then absorb the leftover using a suitable

absorption lemma.

Lemma 3.1.1. For all k,r,a € N and every y > 0, there is some ¢ = c(k,r,a,7y)

so that the following is true for every r-coloured k-graph G on n vertices with
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a(G) < a. There is a collection of at most c vertex-disjoint monochromatic tight

cycles whose vertices cover all but at most yn vertices.

Definition 3.1.2. Let G be a hypergraph, y be a colouring of E(G) and A, B C V(G)
disjoint subsets. Then A is called an absorber for B if there is a monochromatic

tight cycle with vertices A U B’ for every B’ C B.

Lemma 3.1.3. Forevery k,r,a € N, there is some = B(k,r,a) > 0 such that the
Jollowing is true for every k-graph G with a(G) < a. In every r-colouring of E(G)
there are disjoint sets A, B C V(G) with |B| > B|V(G)| such that A absorbs B.

The following hypergraph will function as our absorber. A very similar hypergraph
was used by Gyarfas and Sarkozy to absorb loose cycles [63, 64]. See Figure 3.1

for an example.

Definition 3.1.4. The (k-uniform) crown of order ¢, Tt(k), is a tight cycle with
n = t(k — 1) vertices vg,...,v,—1 (the base) and additional vertices u, ..., u;_

(the rim). Furthermore, for each i = 0,...,# — 1, we add the k edges

{Uis Vi=tyiejs - - s Vk=yinjek=2 J = 0, ..,k = 1.

It is easy to see that the base of a crown is an absorber for the rim. To prove
Lemma 3.1.3, we therefore only need to show that we can always find monochromatic
crowns of linear size. Both this and Lemma 3.1.1 are consequences of the following
theorem of Cooley, Fountoulakis, Kiihn, and Osthus [27] (see also [71] and [25]).

Theorem 3.1.5. For everyr,k,A € N, there is some C = C(r,k,A) > 0 so that the
Jfollowing is true for all k-graphs Hy, . .., H, with at most n vertices and maximum
degree at most A, and every N > Cn. In every edge-colouring ofK](vk) with colours

Cl,-..,Cr, there is some i € [r] for which there is a c;-monochromatic copy of H;.

Proof of Lemma 3.1.3. Suppose k,r,a and G are given as in the theorem and that
E(G) is coloured with r colours. Let N = |V(G)|, A := max {2k, (,%,)} and
c=1/((k=1)C) where C = C(r+1, k, A) is given by Theorem 3.1.5. Furthermore,
letn = ‘V(TC(]]\?)‘ = N/C. Consider now the (r + 1)-colouring of E (Kl(vk)) in which
every edge in E(G) receives the same colour as in G and every other edge receives
colourr+1. Let H,,| = K((yi)l and H; = Tc(ll\‘,) for alli € [¢], and note that A(H;) < A

69



3 Monochromatic Graph Tiling Problems

Figure 3.1: A 3-uniform crown of order 4. The edges of the tight cycle are red and
the remaining edges are blue.

for all i € [r+ 1]. By choice of A, there is no monochromatic H,;; in colour
r + 1 and hence, since N > Cn, there is a monochromatic copy of H; for some
i € [r]. Therefore, there is a monochromatic crown of size ¢|V(G)| and its base is

an absorber for its rim. O]

Proof of Lemma 3.1.1. Applying Theorem 3.1.5 with r+1 colours, uniformity k, A =
max{k, (,*,)}, and H| = ... = H, being tight cycles on n/(Cy,,, 3 | 5(r +1,k, A))
vertices and H,,; = Kéi)l gives the following. There exist some & = &(r, k, @)
so that in every r-coloured k-graph G on n vertices with a(G) < a, there is a
monochromatic tight cycle on at least en vertices.! By iterating this process i
times, we find i vertex-disjoint monochromatic tight cycles covering all but (1 —¢&)'n

vertices. This finishes the proof, since (1 — &)’ — 0 as i — oo. 0

3.1.3 Absorption Lemma

In this section we prove a suitable absorption lemma for our approach.

'Here, we treat non-edges as colour r + 1 again.
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Lemma 3.1.6. For every € > 0 and k,r € N, there is some vy = y(k,r,g) > 0
and some ¢ = c(k,r,&) such that the following is true. Let H be a k-partite
k-graph with parts By, ...,By such that |By| > ... > |Bi_1| = |Bx|/y and
| Lk(v;Bi,...,Bi_1)| = &|Bi|---|Bk-1| for every v € By. Then, in every r-
colouring of E(H), there are c vertex-disjoint monochromatic tight cycles covering
By.

Note that it is enough to cover all but a bounded number of vertices, since we
allow single vertices as tight cycles. We will make use of this in the proof and
frequently remove few vertices.

We will use the following theorem of Pésa [97].

Theorem 3.1.7 (Pésa). In every graph G, there is a collection of at most a(G)

cycles whose vertices partition V(G).

We further need the following simple but quite technical lemma, which states
that, given a ground set X and a collection F of subsets of X of linear size, we can
group almost all of these subsets into groups of size 4 which have a large common
intersection. We will apply this lemma when X is the edge-set of a hypergraph G
and ¥ is a collection of subgraphs of G.

Lemma 3.1.8. For every & > 0 there are 6 = 6(g) > 0 and C = C(&) > 0 such that
the following is true for every m € N. Let X be set of size m and F C 2% be a family
of subsets such that |F| > em for every F € F. Then there is some G C F of size
|G| < C and a partition P of F \ G into sets of size 4 such that |ﬂ?:1 B,-| > om for
every {B1, By, B3, B4} € P.

We will prove the lemma with §(&) = e*/2% and C(g) = 8/ +2/«.

Proof. Define a graph G on ¥ by {Fy, F;} € E(G) if and only if |F; N F,| >
(£/2)*>m. We claim that a(G) < 2/&. Suppose for contradiction that there is an
independent set / of size 2/& + 1. Then we have |Fo \ Upep gy F| = em/2 for every
Fy € I and hence ||Jp¢; F| > m, a contradiction.

Since every graph has a matching of size at least v(G) — a(G), we find a matching
1 in G of all but at most 2/ verticesof G (i.e. F € ). Let G; = F\V(%;) and note
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that #; is a partition of ¥ \ G into sets of size 2. Let 7, = {F1 N F> : {F, F>} € P1}
and iterate the process once more. [

Ui Ui,z U1 Uz, 2 us us,2 Ui Ui,z

T

[ ] [ ] [
V1 V2 V3
(a) Link graphs

Ui Ui,z U1 U2 us us,2 Ui Ui,z

V1 V2 V3
(b) Tight Cycle

Figure 3.2: A sketch of Observation 3.1.9 for k = t = 3. Figure (a) shows the
link graphs of v; (blue), v, (red) and vz (green). The colours are
for demonstration purposes only and are not related to the given edge-
colouring. Figure (b) shows the resulting tight cycle. In both figures, we
identify the ends (11,1 and u; ) to simplify the drawing.

Proof of Lemma 3.1.6. By choosing 7y sufficiently small, we may assume that
|B1], . ..,|Bk-1|are sufficiently large for the following arguments. First we claim that
it suffices to prove the lemma for r = 1. Indeed, partition By = By 1U...UBy , so that
foreachi € [r] and v € By, we have | Lk;(v; By, ..., Bk-1)| = &/r-|Bi|- - |B-1|
and delete all edges containing v whose colour is not i. (Here we denote by Lk;(-)
the link graph with respect to G;, the graph with all edges of colour i.) Next, for
each j € [k — 1], partition B; = B;; U ... U B;, into sets of equal sizes so that
|Lk;(v; B1jy...,Br-1:)| = €/(2r) - |By,| - - - |Bk-1.|. Such a partition can be found
for example by choosing one uniformly at random and applying the probabilistic

method). Finally, we can apply the one-colour result (with & = &/(2r)) for each

i€lr].
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Fix € > 0, k > 2 and a k-partite k-graph H with parts By,..., By as in the
statement of the lemma. Choose constants y, 61,092,063 > 0sothat ) < v < 93 <
02 < 01 < g, 1/k. We begin with a simple but important observation.

Observation 3.1.9. Let vy, ..., v, € By be distinct vertices and C be a tight cycle in
K*=1) (Bi1, ..., Bi_1) with vertex-sequence (U1 1, ... Ul k—1s -5 Ut1s--->Utk—1)-

Denote by e, ; the edge in C starting at us; and suppose that
(i) es; € Lk (vg; By, ..., Bk-1) forevery s € [t] and everyi € [k — 1] and
(ii) es1 € Lk (vs_1; By, ..., Bk_1) for every s € [t] (here vy := v;).

Then, (U1 1y s Ul k—1sV1s---sUs 1y Usk—1,V) IS the vertex-sequence of a tight

cycle in H.

The proof of Observation 3.1.9 follows readily from the definition of the link
graphs. See Figure 3.2 for an overview. We will now proceed in three steps. For

simplicity, we write H, := Lkg(v;By,...,By-1) forv € By.

Step 1 (Divide into blocks). By Lemma 3.1.8, there is some C = C(g) € N and
a partition # of all but C graphs from {H, : v € By} into blocks H of size 4
with e(H) = | Ngex E(H)| = 81|B1] - - - |Bk-1| for every H € P. Remove the C
leftover vertices from By.

Think of every block H now as a (k—1)-graph with edges E(H) := (\gex E(H).

By applying Lemma 2.3.1 (with k — 1 instead of k), for each H € P, we find a
subgraph H’ C ‘H such that e(H’) > 6, |By|- - |Bk—1| with the same property as
in Lemma 2.3.1. By deleting all the edges of H \ H’ we may assume that H itself
has this property.
Step 2 (Cover blocks by paths). Define an auxiliary graph G with V(G) = £ and
{H, H,} € E(G) if and only if e(H; N Hp) > 63|B1|---|Bk-1|. Similarly as in
the proof of Lemma 3.1.8, we conclude that «(G) < 2/8,, and hence V(G) can be
covered by 2/, vertex-disjoint paths using Theorem 3.1.7.

Step 3 (Lift to tight cycles). This step is the crucial part of the argument. To make

it easier to follow the proof, Figure 3.3 provides an example for k = ¢ = 4.
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V1,V2,V15, V16 V3,V4,V13, V14 V5,V6, V11, V12 V7,V8,V9,V10

(a) A path of blocks.

€o €3 €4
() (0) 1.(0) (1) (1) D (2) (2) e @) B ) @ @ 4
()C s Xg "5 Xg >—.6 Xy Xy T Xg )—.( sXg 5 Xg H s Xog "5 Xg H s Xg 5 X3 )
I I
0 (0 n (1) . (2
oy, é),yg))'—fy(l),y;),yg )5'—6y1),y2 s )'—m ,yg Y ?'—fyl ,yg B!
€ el ey
(b) Edge sequence of the aux1hary 3-uniform tlght cycle.

*
*
*
<
o
=

Y e N SR TN C N CNC

x Ok X0

XIU) Vie * * ; Vlayrl)yr1>)lr])vl4 ; * ; Vlgy&) rZ)ylr?)VIZ ; ; * Vllyrd> rd) (5 V10 ; * * Vg X34)

(c) Vertex sequence of the resulting tight cycle.

Figure 3.3: Finding a tight cycle in a path of blocks when k = ¢ = 4. In Figure (c),
* represents an internal vertex of a some path P; or Q;.

We will show now how to find in each path of blocks an auxiliary tight cycle
in K4~V (By,...,Bi1) of the desired form to apply Observation 3.1.9. Let P =
(H,,...,H;) be one of the paths. Choose disjoint edges ¢g = {xio) x,(co)l} €
E(H,) and ¢; = { (I),...,xm } € E(H,). For each s € [t — 1], further choose
two edges e; = {xis), i ..,x(s) } € E(H;) N E(Hyy) and €, {ygs), ... ,yl(:)l}
E(H;) N E(Hyy1) so that all chosen edges are pairwise disjoint. We identify

5@ = 3 ang £ =

= ylgs) for every i € [k — 1], and eg = ¢( and e; = e;. Assume

Wlthout loss of generality, that xl.(s) € B;foreveryi e [k—1]andall s =0,...,rt.
By construction, every block H has the property guaranteed in Lemma 2.3.1.

Therefore, for every s € [¢], there is a tight path Py C ‘H of length 2k — 3

which starts at (xés_l), .. (S l)) ends at (x(s) .,x](:_)z) and (internally) avoids
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all previously used vertices. Indeed, we can choose these paths one at a time,
applying Lemma 2.3.1 with §; C V; being the set of previously used vertices in V.
(Since every tight cycle in G uses the same number of vertices from each part, we
have [S;| < |[Vk| < y|V;| forevery j € [k —1].) Similarly, for every s € [t], there is
a tight path Q; C H; of length 2k — 3 which starts at and (ygs), e ,y,(:_)z), ends at

(ygs_l), . ,y,((s__l])) and (internally) avoids all previously used vertices.

Let U C By be the set of vertices v for which H,, € H; for some i € [t]. To finish
the proof, we want to apply Observation 3.1.9 to cover U. Label U = {vy,...,v4}
sothat H,,,.,, Hyy.po Hyy, 5o Hyyy oy € Hiforalli =0,...,¢— 1. Consider now the
tight cycle C in K¥=! (By, ..., By_) with edge sequence

ey =eo, P1,e1,Pyex,...,Pre;=¢;,0;,...,e1,01, €, = € (3.1.1)

and relabel V(C) so that it’s vertex sequence is

(ul,l’ ey ul,k—la ceey u[,la ey u4[,k—l)

(i.e. uy; = xl.(o) fori € [k - 1], ua1,...,uzx—1 are the internal vertices of P2,
us; = xfl) for all i € [3] and so on). By construction, C has the desired properties
to apply Observation 3.1.9, finishing the proof. Note that it is important here that
every block #; has size 4 since we cover 2 vertices of every block “going forwards”

and 2 vertices “going backwards”. 0

3.1.4 Proof of Theorem 1.3.10.

Fix a,r,n € N and a k-graph G with @(G) < @. Choose constants 0 < 3,7y, <
max{a,r, k}~! so that y = y(r, &) works for Lemma 3.1.6 and 8 = 8(«, r) works
for Lemma 3.1.3. The proof proceeds in « steps (the initial £ — 1 steps are done at
the same time). No effort is made to calculate the exact number of cycles we use,

we only care that it is bounded (i.e. independent of n).

Step 1, ..., k-1. By Lemma 3.1.3, there is some B C [n] of size Sn with an
absorber Ay_; C [n]. Partition B into k — 1 sets Bik_l), AU B,(ck__ll) of equal sizes.

ZNote that all P; and Q; have 3k — 5 vertices and hence k — 1 internal vertices.
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By Lemma 3.1.1, there is a bounded number of vertex-disjoint monochromatic
tight cycles in [n] \ (B U Ai_1) so that the set Ry_; of uncovered vertices in
[7] \ (B U Ay_p) satisfies |Ry_1| < y|B§k_l)|. Let R, _, C Ry be the set of
vertices v with | Lk(v; ng_l), e, B,(f__ll))l < slBik_l)l e |B](<k__11)| and let R}, =
Ri-1\R;_,. By Lemma 3.1.6 we can find a bounded number of vertex-disjoint cycles
in ng_]) U...U B](ck__ll) U R}/_, covering R}/ ,. Remove them and let Bfk) c Bl.(k_])

be the set of leftover vertices for every i € [k — 1].

. e . . c e (j+1)
Step J (j = k,...,a). In each step j, we will define disjoint sets By, ...,
B;JH), R}+1’ A;. Fix some j € {k,...,a} now and suppose we have built disjoint
sets ng), e B;.{)I,R} and absorbers A, ..., A;_j. By Lemma 3.1.3 there is some

Bﬁ.j) - R;. of size ,8|R;.| with an absorber A; C R;.. By Lemma 3.1.1, there is
a bounded number of monochromatic tight cycles in R;. \(4; U B§.j )) so that the
set R, of uncovered vertices in R;. \(A; U B;j) ) satisfies [Rj41| < le;j )|. Let

R;. .1 € Rj11 be the set of vertices v with

(i
BU{—)I

|Lk(v;BY,..., B ) <&

Tr—1

Bz(lj)

forall 1 <t; <...<t;_1 < jandlet R}’H =Rj.i \R;'+1' By ((i) applica.tions of)
Lemma 3.1.6 we can find a bounded number of vertex-disjoint cycles in BE’ Ju...u
Bﬁ.j U R’l.’ covering R}’. Remove them and let ij D¢ ij ) be the set of leftover

vertices for every i € [j].

In the end we have disjoint sets By := BYHI), o By =BV B, = R’ ., and

corresponding absorbers Ay_1, ..., Ay (Ax—1 absorbs Bia“) e B,({‘il)). All other
vertices are covered by a bounded number of cycles.

We will show now that R;{ = 0, which finishes the proof. In order to do so,
we assume the contrary and find an independent set of size @ + 1. Note that every

vertex in B;j ) \ B; must be part of a tight cycle of our disjoint collection of tight

cycles with one part in R;,; and hence ‘Bi.j) \ B j‘ < |R j+1| <vy ‘Bﬁ.j )‘. It follows
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that |Bj| >(1-7) ‘Bj.i)‘ forevery 1 < j <i < a and we conclude

Lk (v; By, .., B, ,) < Lk (V;Bi(f_l)’ . ”,B.(i—l))

lk-1

B(i—l)

Tk-1

< S‘Bg_l)‘...

<e(l-y)"*VB; |- |Bi |
< 28 |Bi1| s |Bik_1|

foreveryi € {k,...,a+1},1 <i; <...<ir| <iandv € B;. By the following

lemma, there is an independent set of size « + 1, a contradiction. OJ

Lemma 3.1.10. Let k and N be positive integers and let H be a k-uniform hyper-
graph. Suppose that By, ..., By C V(H) are non-empty disjoint sets such that for

everyl <iy <--- <ir < N we have

-1
N
degH(V’Biz""’Bik) < (k) |Bi2|"'|Bik|

forall v € B;,. Then, there exists an independent set {vi,...,vn} with v; € B;, for
eachi € [N].

Instead of the original proof given in [ 18], we will include the more elegant proof

of the same lemma given in [31].

Proof. For each i € [N], let v; be chosen uniformly at random from B;. Let

I ={vy,...,vy}. Then, the probability that / is an independent set is

> P[{vi.. vy} € E(H)]

1<i|<-<ipx <N

= Z |Bl.|ZP[{Vip...,Vik}EE(?’{)|vl.]:v]

1<ij<--<ix<N veB]
_ Z 1 degw(v, B[z, ey Bik)
1<ij<<ig<N |Bi1| VEB) |Bi2| o |Bik|

< > (]Z)_lzl.

1<ij<-<ix<N
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Therefore, there exists an independent set {vi,...,vy} with v; € B;, for each
i € [N]. [

3.2 Tiling Coloured Graphs with Graphs of Bounded
Degree

3.2.1 Overview

In this section we are going to prove the following result.

Theorem 1.3.16 (Corsten—Mendonga). There is an absolute constant K > 0 such
that for all integers r,A > 2 and all F € Fp, we have 1.(F) < exp® (Kr?A3) . In

particular, T,(F) < co whenever A(F) < oo.

The proof of Theorem 1.3.16 combines ideas from the absorption method as in
the original paper of Erdds, Gyarfas and Pyber [42] with some modern approaches
involving the blow-up lemma and the weak regularity lemma. We will be follow-
ing closely the framework of the proof of the two-colour result of Grinshpun and
Séarkozy [58]. Our absorption lemma (Lemma 3.2.4) states that if we have k := A+2
disjoint sets of vertices V1, . . ., Vi with |V;| > 2|V;|foralli = 2,.. ., k such thatevery
vertex in V| belongs to at least §|V5| - - - |Vi| monochromatic k-cliques transversal®
in (V1, ..., V), then it is possible to cover the vertices in V| with a constant number
(depending on 9, r and A) of monochromatic vertex disjoint copies of graphs from
¥ . Furthermore, we can choose such a covering using no more than |V | vertices in
each Vo, ..., V;.

To deduce Theorem 1.3.16 from the absorption lemma, we proceed similar as in
Section 3.1: First, using the weak regularity lemma of Duke, Lefmann and Rodl [35],
we can find k — 1 monochromatic super-regular cylinders Z,, . .., Zy_1 covering a
positive proportion of the vertices of K, (see Lemma 2.2.14). We then apply a result
of Fox and Sudakov [52] to cover greedily all but a small proportion of the vertices
in V(K,) \ (Z; U ---U Z;_) with a bounded number of disjoint monochromatic
copies of graphs from ¥ (Proposition 3.2.2).

3A k-clique is transversal in (V1, .. ., Vi) if it contains one vertex in each one of the sets Vi, .. ., Vi.
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Let us denote by R the set of uncovered vertices in V(K,) \ (Z{U---UZ;_1). We
split R into two sets: the set R of vertices in R belonging to at least 6|Z;| - - - | Zx—1|
monochromatic k-cliques transversal in (R, Zy, ..., Z;_1), and the set R, = R\ R;.
Using our absorption lemma we can cover the vertices in R; using no more than
|R1| vertices of each of the cylinders Zy, ..., Z;_1. Foreachi=1,...,k - 1,let Z;
be the set of vertices in Z; that has not been used to cover R;. It follows from the
slicing lemma that each Z remains super-regular. Now, if the set R, was empty, then
we would be done. Indeed, a consequence of the blow-up lemma (Theorem 2.2.16)
guarantees that we can cover each of the cylinders Z1, ..., Z; , with k + 1 copies of
vertex disjoint monochromatic graphs from 7.

So let us consider the case where R, is non-empty. In this case, we repeat the
process above. This time we first find a reasonably large regular cylinder Z; in R;,
then cover most of the vertices in R, \ Z; greedily and apply the absorption lemma
to those vertices that have not yet been covered and belong to many monochromatic
k-cliques transversal in R and k — 1 of the cylinders Zi, o ’Z1’<—1’ Zi. The set of
leftover vertices, which we denote by Rj, is either empty (and in this case we are
done, as above) or is non-empty, in which case we repeat the process to cover R3.
We can show using Ramsey’s theorem that this process must stop after R, (k) many
iterations.

In order to prove the absorption lemma, we employ a density increment argument.
This is the most difficult part of the proof and the key new idea in this proof. First,

we partition V; into r sets Vl(l), e Vl(r) )

so that for every ¢ € [r], every v € Vl.(c
is incident to at least d/r - |V»| - - - |Vx| monochromatic cliques of colour ¢ which
are transversal in (Vi, ..., Vi). We will cover each of these sets separately, making
sure not to repeat vertices. Let us show how to cover Vl(l). We start by finding a
large k-cylinder Z = (Uy, ..., Uy) with Uy € VY, Us € Vo, ... Uy € Vi which is
super-regular in colour 1. We shall use Z as an absorber at the end of the proof
to cover a small proportion of vertices in Vl(l) ,Vo,..., V. Next, we greedily cover
most of V1(]) \ U; by monochromatic copies of  until the set of uncovered vertices
R has size much smaller then |U;|. To cover the set R, we will find a partition
R =8,UT,U...UT;, where each vertex in S| belongs to many monochromatic

k-cliques of colour 1 which are transversal in (S, Us, ..., Uy) (allowing S| to be

79



3 Monochromatic Graph Tiling Problems

absorbed into the cylinder Z at the end of the proof) and each vertex in 7;, for
i € {2,...,k}, belongs to at least (6 +n7)|V>|---|Vi—1||U;] - - - |Ux| monochromatic
k-cliques transversal in (73, Vy, ..., Vi, Uiy, ..., Uy), for some n < 6.

To cover the vertices in T;, for i € {2,...,k}, we repeat the argument with
(Vi,..., Vi) replaced by (T;,Va, ..., V;, Uy, . .., Ug) and 6 replaced by 6 + 1. Be-
cause we are always increasing ¢ by at least 7 and the density cannot be larger than
1, we only need to repeat this argument 1/ times.* While covering each of the sets
T», ..., Ty, we shall guarantee that the set of vertices X; C U; that we use to cover
them has size much smaller than |U;| for all i = 2,..., k. This way, the cylinder
Z' = (U US,Up\ Xp,...,Ux \ Xi) will be super-regular in colour 1 and thus
we can cover U; U S| using the blow-up lemma. Repeating this for every colour
¢ € [r], we get a covering of V| with O, o(1) many monochromatic disjoint copies

of graphs from .

3.2.2 Tools for the Absorption Method

In the proof, we will use the following theorem of Fox and Sudakov [52] about

r-colour Ramsey numbers of bounded-degree graphs.

Theorem 3.2.1 ([52, Theorem 4.3]). Let k,A,r,n € N with r > 2 and let

Hy,...,H, be k-partite graphs with n vertices and maximum degree at most A.
Then R(H,, ..., H,) < r¥*2n.

Let.Zx.a C Za denote the family of k-partite sequences of graphs with maximum
degree at most A. The following consequence of the previous theorem shows that
we can cover almost all the vertices of K, with constantly many (i.e. independent of

n) monochromatic copies of graphs from a family ¥ € .7 .

Proposition 3.2.2. Let A, k,r € N, lety > 0 and let C = r*"**1og(1/y). Then, for
every F € Fy A and every r-edge-coloured K, there are vertex-disjoint monochro-
matic copies Hy, . .., Hc of graphs in F so that |V(K,) \ U; V(H;)| < yn.

Proof. Let F = {F{,F>,...},c=r2* and Vy = [n]. Foreveryi=1,...,C, by
Theorem 3.2.1, there is a monochromatic copy of Fy, ;| in V;_;. Call it H; and let

“4Technically 5 depends on d, but we will see that this is not a problem.
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V; =V,_1 \ V(H;). We then have
Vel=(1-¢)n < e“Cn=myn,

as claimed. ]
In particular, by choosing y = 1/(2n), we get the following corollary.

Corollary 3.2.3. Let A, k,r € Nand let C = 2r¥***logn. Then, for every F € Fi.a
and every r-edge-coloured K,,, there is a collection of at most C vertex-disjoint copies

from F whose vertex-sets partition V(G).

3.2.3 The Absorption Lemma
Given a graph G, a partition V(G) =V U ... UV} into k parts and some v € V, let

degs (v, Vo, ..., Vi) = [{(va, .. .,vk) € Vo X+ - X Vit {v,va,- -+, vk} is a clique}|

denote the clique-degree of v and let

deg; (v, Va, ..., Vi)
cdg(v,Vo,..., Vi) = G|V2|...|Vk|

denote the clique-density of v. If, additionally, we are given a colouring y : E(G) —
[] of E(G), then we denote degG,i(v, Voo, Vi) = degGi(v, Vo, ..., Vi), where
G, is the graph with vertex set V(G) consisting of the edges of G with colour
i. We define cdg ;(v,Va,..., Vi) similarly and denote cdg (v, V2,..., Vi) =
iz ¢dgi(v,Va,. .., Vi). If the graph G is clear from context, we may drop the G
in the subscript.

Let G = K(Vi) UK(Vy,...,Vi) and let H be a collection of subgraphs of G.
We denote by UH the graph with edge set | Jyeqs E(H) and vertex set V(H) :=
Unen V(H). We say that H canonically covers Vy if Vi € V(H) and

[V(H) Vil < [V(H) n Vil

for all i € [2, k]. The following lemma is the key ingredient of the main proof.
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Lemma 3.2.4 (Absorption Lemma). There is some absolute constant K > 0, such
that the following is true for all d > 0, all integers A,r > 2, C = exp” ((r/d)X?)
and for every F € Fa. Letk = A+2, let V1, ..., Vi be disjoint sets with |V;| > 2|V |
foralli € [2,k] and let G = K(V1) UK(Vy,...,Vi). Let x : E(G) — [r] be a
colouring in which for every v € Vi we have cd[,1(v,V2,...,Vi) > d. Then, there
is a collection of at most C vertex-disjoint monochromatic copies of graphs from ¥

in G which canonically covers V.

The edges inside V; will only be used to find copies from ¥ which lie entirely
in V| in order to greedily cover most vertices of Vi. The difficult part is finding
monochromatic copies in K(Vi, ..., Vi) covering the remaining vertices. To do so,
we will reduce the problem to only one colour within K (V1, ..., Vi) and then deduce

Lemma 3.2.4 from the following lemma.

Lemma 3.2.5. There is some absolute constant K > 0, such that the following is
true for all d > 0, all integers A, r > 2, C = exp? ((r/d)X?) and for every F € Fa.
Let k = A+ 2 and let Vi, ..., Vy be disjoint sets with |V;| > 2|Vy| for all i € [k].
Let H C K(Vy,...,Vi) be a graph with cdy(v,Va,..., Vi) = d for every v € V|
and let G = K(V}) UH. Let y : E(G) — [r] be an r-colouring in which every
edge of H receives colour 1. Then, there is a collection of at most C vertex-disjoint
monochromatic copies of graphs from ¥ in G which canonically covers V| and at
most d|(2r) - |V;| vertices of V; for each i € [2, k].

Lemma 3.2.4 follows routinely from Lemma 3.2.5.

Proof of Lemma 3.2.4. Let K’ be the absolute constant from Lemma 3.2.5 and let
C’ :=exp® ((2r?/d)X'"). Letd’ = d/(2r) and partition V; = Vl(l) U.. .UVl(r) so that
cdj(v,Va,..., Vi) > 2d’' forevery j € [r] and v € Vl(j). We apply Lemma 3.2.5
(with d’) to G| = G[Vl(l) UVyU...UVi] to get a collection H; of at most
C’ monochromatic copies from ¥ in G| canonically covering Vl(i) and at most
d’[(2r)-|Vi| = d/(4r?)-|V;| vertices of V; foreachi € [2, k]. Let V! = Vi\V(H,) for
everyi € [k],and observe that |V;| > 2|V]|foralli € [k] anded; (v, V], ..., V]) > d’
for every j € [r] and v € Vl(j ). We proceed like this to canonically cover each
Vl(j ) with vertex-disjoint monochromatic copies from 7. In total, we use at most
rC’ < exp?® ((r/d)*'®) copies, finishing the proof. O
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The proof of Lemma 3.2.5 is quite long and technical, see Section 3.2.1 for a
sketch.

Proof of Lemma 3.2.5. Let A and r be given positive integers and ¥ € .%#A. For
each d > 0, let C(d) be the smallest integer C > 0 such that the following holds:

(%) Let Vi, ..., Vi be disjoint sets with |V;| > 2|V|| for all i € [k],
let H C K(Vi,...,Vy) be a graph with cd(v, V, ..., Vi) > d for every
veViand G = K(V)) UH. Let y : E(G) — [r] be a colouring such
that every edge in E(H) receives colour 1. Then, there is a collection
H of at most C vertex-disjoint monochromatic copies of graphs from
¥ contained in G that canonically covers V| and at most d/(2r) - |V;]

vertices of V; for each i € [2, k].

Notice that this minimum is attained since it is taken over non-negative integers.
Furthermore, C(d) is a decreasing function in d, and C(d) = 0 for every d > 1 ((%)
trivially holds for all C > 0 in this case). Our goal is to show that C(d) is finite for
every d > 0. We will do this by establishing a recursive upper bound (see (3.2.1)).

Let us first define all relevant constants used in the proof. Let K’ be the universal
constant given by Theorem 2.2.16 and fix some 0 < d < 1. Define

d \A | K212 dvy*
8‘(@) A and =

It might be of benefit for the reader to have in mind that those constants obey the

following hierarchy:
l>d>»e>»>y>n>0.
Furthermore, define
P(d) = r** log(2/n%) + 1.

Note that, since r and k are fixed,  depends only on d and thus P is indeed a function
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of d. We will prove that for every d’ > d we have
C(d) < P(d)+kC(d +n). (3.2.1)

Since C(d’) = 0 if &’ > 1, it follows by iterating that C(d) < (2k)*>"P(d).

Furthermore, we have
2/n <y < g ke ™ o exp (rg—zo) < exp ((r/d)“OOK'A) )
It follows that
C(d) < exp? ((r/dy™KY) P(d) < exp? (/) ™K2)

concluding the proof of Lemma 3.2.5.

It remains to prove (3.2.1). Let d’ > d be fixed now and let Vi, ..., Vs, G and
x : E(G) — [r] be as in (%) (with d’ playing the role of d). By assumption,
there are at least d|Vi||Va|---|Vk| cliques of size k in G[V},V,,..., V] each of

212
ke and d > 2ke, we can

which is monochromatic in colour 1. Since y = ¢
apply Lemma 2.2.15 to get some ¥’ > ¥ and a k-cylinder Z = (U, ..., Ui) which
is (&, (d/2)*)-super-regular with U; C V; and |U;| = |y’|V;|] for every i € [k].
Without loss of generality we may assume that y|V;| is an integer for every i € [k]
and that we have y’ = y. By Proposition 3.2.2, there is a collection Hy of at most
park? log(2/5?) vertex-disjoint monochromatic copies of graphs from ¥ contained
in K(V; \ Uj) covering all vertices in V; \ U, except for a set R with |R| < %|V}].
We remark here that

IR| < n/(4k) - |U\| < °|U . (3.2.2)

It remains now to cover the vertices in R. For each i € [k], let

di = -d (3.2.3)

and notice that (1 —y)d’ < d; <---<dy =d’'. Fori € [2,k],letV; =V; \ U; and
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define

S,'Z{V GRZCd(V,VQ,...,‘/i_l,‘/i,U,'+1,...,Uk) > di},
Ti={veR:cdv,Vs,...,Vi_1,Vi,Ui1, ..., Ux) > d’ +2n}.

We will prove (3.2.1) using a series of claims, which we shall prove at the end.
Claim 3.1. We have R=S, UT, U...UT;.

Without loss of generality, we may assume that Sy, 73, . . ., Tk are pairwise disjoint
(more formally, we can define 77 := 7; \ (S UT>, U...UT;y) forall i € [2,k]
and continue the proof with these sets.) Our goal now is to cover each of the sets
S1,T3, ..., T one by one using the following claims.

Claim 3.2. Foreveryi € [2, k] and every set A C V(G) \ T; with |A N V| < |R| for
all s € [2, k], there is a collection H; of at most C(d’ + ) monochromatic disjoint

copies of graphs from ¥ in G, such that
(i) V(H) NV =T,
(ii) V(H;)) N A =0, and
(iii) |V(H) nV;| < |T;| for all j € [2,k].

Claim 3.3. Foreveryset A C V(G)\ (S;UUy) with|ANV| < |R|forall s € [2, k],

there is a monochromatic copy Hy of a graph from ¥ in G, such that
(i) V(H)NV, =80 Uj,
(ii) V(H)) N A =0 and
(i) |V(Hy) nV;| < Sy VU | forall j € [2,k].

With these claims at hand, we can now prove (3.2.1). First, we apply Claim 3.2
repeatedly to get collections Hj, . . ., H; of monochromatic copies from ¥ as fol-
lows. Leti € {2,...,k} and suppose we have constructed Hj,...,H;—1. Let
A; =V(H>)U...UV(H;_1) and note that |A; N V| < |T»| +---+|T;_1| < |R| for
all s € [2, k]. Apply now Claim 3.2 for i and A = A; to get the desired collection
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‘H;. Next, we apply Claim 3.3 with A = V(H,) U ... U V(Hy) to get a copy H; of
a graph from ¥ with the desired properties. Note that, similarly as above, we have
|ANVg| <|R|forall s € [2,k]. By construction V(H;),V(H;),...,V(H;) and

V(Hp) are disjoint and cover V;. Moreover, for every s € [2, k], we have

[(V(H1) U...UV(H) UV(HR) NV < [STUUL|+ |Ri| +|To| + - - + [T]
<|UyUR| <d/Q2r)-|Vy].

Hence, {H;}U...UH; UHp canonically covers V| and at most d/(2r) - |V;| vertices
of every i € [2, k]. Finally, we have [{H;} U...UH U Hg| < P(d) +kC(d’ +1),
proving (3.2.1). It remains now to prove Claims 3.1 to 3.3.

Proof of Claim 3.1. Since Sy = R, it suffices to show S; C S;1 U T; for each

i€[2,k]. Leti € [2,k] and letv € §; \ S;—1. We have

deg(V, Vz’ e ,‘/i—l’ ‘7[’ Ui+1’ ) Uk) :deg(v9 V29 o a‘/i—l’ ‘/h U[+la B Uk)
- deg(V, VZ’ oo 7‘/l'—1’ Ui7 Ui+1’ D) Uk)'

Therefore,
] ) il
Cd(V, VZ, L) ‘/l'—l’ ‘/ia Ui+1, ceey Uk) - Cd(V, V27 e ey ‘/i—la ‘/i’ Ui+l’ L] Uk)ﬁ
i
\Ui|
- Cd(v’ VZ, ceey ‘/i—l’ Ui’ Ui+1’ ey Uk) ~
Vil
Vi U;
Wi,
Vil Vil
_ di—ydia
-y

_ (A =y)d —y(A -y Hd
(1= =5

T 2 d +2n,

where we use (3.2.3) and the definition of 7 to obtain the last identities. Thus v € T;
and hence §; € S;_; UT;. [ |
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Proof of Claim 3.2. LetV] := Vy\Aforalls € [2,i—1],V/ := V;\Aand U, := U;\ A
forall s € [i + 1, k]. Then, by (3.2.2), we have

V

Vs Vil =R 2 (1= 2) Vel 2 Y fors = i1,
s 4k 2
- 1

712 17~ 1R) = (1= ) 171 2 "1, and

U.

\Ui| > |Us| = |R] > (1 - & |Us|2u,f0rs:i+l,...,k.
S 4k 2

In particular, it follows that

IV, \ V| < |R| < i|vs| < l|vf|,fors =2 i1,

[Vi\ V| < |R| SﬂlVl_—lVl and
|U\U|<|R|§E|U|Sﬁ|U|fors—l+1 k.

Therefore, for every v € T;, we have

cd(v, Vs, ...,V V., U.,,....U})
i-1 ’
V. \V/ Vi V Us \ Ui
2d1+2n_Z|s\, s| | \ Zl \
=LA v/ & U

2d’+2n—(k—1)%2d’+n.

Hence, by definition of C(d’ + n7) (see (%)), there exists a collection H; of at most
C(d’" + n) monochromatic copies of graphs from ¥ which canonically covers 7; in
the graph K (T;) UK (T;, V2’, . V V’ Ul’+1, AU

the requirements of the claim ((zzz) holds since H; is a canonical covering). [ |

U ,’(). By construction, H; satisfies

Proof of Claim 3.3. Let Y| = S| and, for each i € [2,k], let X; = U; N A. Observe
that |Y,| < [R| < &?|U| and |X;| < |R| < €*|U;| for all i € [2,k]. Let U} = Uy UY,
and, for each i € [2,k], let U] := U; \ X;. We now consider the cylinder Z’ :=
(Uj,...,U}). By definition of Sy, we have cd(v,Us,...,Ux) 2 di 2 d/2 and in
particular deg(v,U;) > d/2 - |U;| forallv € Y; and i € [2, k].

Hence, by Lemma 2.2.2, Z’ is (8¢, (d/4)*)-super-regular. Furthermore, we have
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|U{| < |U]| for all i € [k]. Thus, by Theorem 2.2.16, there is a monochromatic
copy H, of a graph from ¥ in Z that covers U} = Uy U Sy and at most |U7| vertices

from each of U),...,U,. By construction, this copy satisfies the requirements of
the claim. |
This finishes the proof of Lemma 3.2.5. 0

3.2.4 Proof of Theorem 1.3.16

In this section, we will use Lemma 3.2.4 to finish the proof of Theorem 1.3.16. We
will follow the same proof technique as in Section 3.1.4. In particular, we will make

use of Lemma 3.1.10 which we will restate here for convenience.

Lemma 3.1.10. Let k and N be positive integers and let H be a k-uniform hyper-
graph. Suppose that By, ..., By C V(H) are non-empty disjoint sets such that for

everyl <iy <--- <ix < N we have

N -1
degy (B Bi) < () 1Bl 18,

forallv € B;,. Then, there exists an independent set {vi,...,vn} with v; € B;, for
eachi € [N].

We are now able to prove Theorem 1.3.16. The main idea is to find reasonably
large cylinders that are super-regular for one of the colours, greedily cover most of the
remaining vertices using Proposition 3.2.2 and then apply the Absorption Lemma
(Lemma 3.2.4) to the set of remaining vertices that share many monochromatic
cliques with the cylinders. We then iterate this process until no vertices remain.

Using Lemma 3.1.10, we will show that a bounded number of iterations suffices.

Proof of Theorem 1.3.16. Fix r,A > 2, ¥ € ¥a. Let G be an r-edge-coloured

complete graph on n vertices. Let

1
k=A+2, N=r* 6=N* and d:2—.
r
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In order to use Theorem 2.2.16 and Lemma 2.2.14, respectively, consider the con-

stants

)ZK/ rSrkg—S

€= (6d" and y=¢ ,

where K’ is the universal constant given by Theorem 2.2.16. Consider also the
constants

4
a=¢ and C;=r"log (—)
ay

in order to use Proposition 3.2.2. Finally, let
Cy = exp?((2r/6)K2) < exp? (r16m3) < exp’ (161€r2A3) ,

where K is the universal constant from Lemma 3.2.4, and let K = 20K.
We will build a framework consisting of many k-cylinders working as absorbers
and small sets which can be absorbed by them. More precisely, our goal is to define

sets with the following properties.

Framework. There are sets Z1,...,Zy, Sk=1,..., SN, Rk, ..., Rn+1, R;{, . ,R;\,H

with the following properties.

(F1) V(G)=UN, ZzuUN,_,Siu UM R’ is a partition.

(E2) Zi,...,Zy are the vertex-sets of k-cylinders which are (&, d*)-super-regular
in one of the colours (or empty).

(F.3) Sk-1,...,Sn are sets of vertices which we will cover greedily by monochro-

matic copies of graphs from 7.

(F.4) Foreachi € [k, N + 1], R} can be partitioned into sets R’ , for all I € ([,i__ll]),
such that, for each I = {iy,...,ix_1} C [i], we have cd[ (1, Z;,, ..., Z;, ) =

oforallu € R, ,.
(F.5) Foreachk <i < j < N+ 1, we have SJ-,ZJ-,R;. C R; and |R;| < a|Z;—|.

Figure 3.4 should help the reader to understand the structure of those sets as we
define them. First, if n < 1/4vy, then Corollary 3.2.3 gives a covering with at most
C, monochromatic vertex-disjoint copies of graphs from #. Therefore we may
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V(G) Ry Ryl Ry =
N+1
R/
k R’

k+1 ’

+ RN
@ Ry
Sk Sk+1 Sn Vil
Sk-1 i

Figure 3.4: A partition of V(G). Each set in the picture is much smaller than the
closest cylinder Z; to the left.

assume that n > 1/4y. Hence, by applying Lemma 2.2.14 multiple times, we find
k—1 vertex-disjoint k-cylinders Zy, . . ., Z,;_; such that each of them s (&, d*)-super-
regular in some colour (not necessarily the same) and |Z;| > - -+ > |Zy_1| = yn/2.
Let Vioy =V(G)\ (Z1U---UZ;_1). By Proposition 3.2.2, there is a collection of at
most C monochromatic vertex-disjoint copies from ¥ in V;_; covering a set S;_;

such that the leftover vertices Ry = Vji_1 \ Sk satisfies |Ry| < ayn/2 < a|Zi—1|.

Let R C Ry be the set of vertices u € Ry with cdj(u, Z1,...,Zk-1) = 6. Let
R;c,[k—l] = R;{ and Vi = Ry \R;{

Inductively, for each i = k,..., N, we do the following. If |V;| < 1/4y, we
use Corollary 3.2.3 to cover V; using at most C; monochromatic vertex-disjoint

copies from F and let Z; = S; = Riy; = R, = Vi1 = 0. Otherwise, we apply

/
i+1
Lemma 2.2.14 to find a monochromatic (&, d*)-super-regular k-cylinder Z; con-
tained in V; with |Z;| > y |V;|. By Proposition 3.2.2, there is a collection of at most
C1 monochromatic, vertex-disjoint copies from ¥ in V; \ Z; covering a set S; C V;,
so that the set of leftover vertices R;y; = V; \ S; has size at most ay|V;| < a |Z;].

Let R/, | be the set of vertices u in R;4 for which thereisaset I = {iy,...,ix-1} C
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[i] such that cd(,|(u, Z;,, ..., Z;_,) > 6. Let
Ry = U Rz{+1,1
Ie(k[i]l
be a partition of le+1 so that, for each I = {iy,...,ix_1} < [i], we have
cdi(u, Ziys ..., Zip_,) = o for all u € R ,. Finally, let Viy; = Riq \ R,,.

The following claim implies (F.1).

Claim 3.4. The set Vi1 is empty.

Proof. Define a k-uniform hypergraph H with vertex set U = Z U ... U Zy U Vyy
and hyperedges corresponding to monochromatic k-cliques in G [U]. If V4 is non-
empty, then so are Zj,...,Zy. Since for eachi = k,..., N we have Z; C R; \ le,
it follows that H satisfies the hypothesis of Lemma 3.1.10. Therefore, there is

an independent set {vy,...,vy41} in H of size N + 1. On the other hand, since
N > R,(Ky), it follows that the set {vy, ..., vy+1} has a monochromatic k-clique in
G [U], which is a contradiction. [ |

The vertices in Sx_1 U - - - U Sy are already covered by monochromatic copies of

graphs from . Our goal now is to cover the sets R}, ..., R}, using Lemma 3.2.4

without using too many vertices from the cylinders Zy, ..., Zy. This way, we can

cover the remaining vertices in Z; U - - - U Zy using Theorem 2.2.16.

Claim3.5. Leti € {k,...,N+1}and I = {iy,...,ix} C [i—1]. Let A C V(G)\R;;
be a set with |A N Zj| <a |Zj|for each j € I. Then there is a collection of at most

C, monochromatic vertex-disjoint copies of graphs from F in
G = K(Rl’.’l) U K(R;J, Ziyy ..y Ziy)

which are disjoint from A and canonically cover R! ,.

Proof. Let Vi = R} and for j € [k] \ {1}, let V; = Z;; \ A. Note that [V;| > 2|V
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for every j € [k] \ {1} and

deg[r] (V, ‘72, ey Vk) > deg[r] (V, Ziza ey Zik) - koz|Zl-2| s |Zik|
2(5 - ka)lzizl e |Zik|
261212, 12

for every v € V. Hence, by Lemma 3.2.4, there is a collection of at most C;
vertex-disjoint copies from ¥ in V; U. . .UV} which canonically covers V, finishing
the proof. [

We will use Claim 3.5 now to cover Uf\:,;l R!. Let < be a linear order on

I = {(i, I):ielk,N+1],I¢€ ([,i:ll])}. Let (i,I) € I and suppose that, for
all (i/,I') € I with (i/,I') < (i,I), we have already constructed a family H; ;-
of monochromatic copies of graphs from ¥ which canonically covers R}, ;, in
K(Rl’.,,l,) U K(R;,J,,Z,é, . ,Z,~;{), where I’ = {i},...,i} }.

Let A = Ugr <.y V(Hirrr) be the set of already covered vertices. We claim
that

|AnZ;| < IRl < @|Z) (3.2.4)

for each j € [N]. Indeed, given some j € [N], we have V(H; ) N Z; = O for all
(i",I') € T with i’ < j, and |V(Hpr 1)) N Z| < |R,, | forall (¢, ') € T withi > j
since H; ; is canonical. This implies (3.2.4), since the sets {le,,l/ (@ I)el,i>j}
are disjoint subsets of R;y;. In particular, by Claim 3.5, there is a collection
‘H; ;1 of monochromatic copies of graphs from ¥ which canonically covers le’ ; in
K(Rl’.,l) U K(le,], Ziy, ... Zi), where I = {ia, ..., ix}.

It remains to cover Uf\i 1 Zi. Let A := Ugper V(Hir) be the set of vertices
covered in the previous step. Note that, similarly as in (3.2.4), we have |[A N Z;| <
|IR;| < a|Z;| for all j € [N]. Therefore, by Lemma 2.2.2, the cylinder 7 ; obtained
from Z; by removing all vertices in A is (8¢, (d/2)*)-super-regular and g-balanced
for every j € [N]. It follows from Theorem 2.2.16 that, for every j € [N], there
is a collection H; of at most A + 3 monochromatic vertex-disjoint copies of graphs

from ¥ contained in Z; covering V(Z;).
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In total, the number of monochromatic copies we used to cover V(G) is at most

N-C +NF-Cy+N-(A+3) <2N*G,
< 2K - exp’ (16[21’2A3)

< exp3 (Kr2A3) .
This concludes the proof of Theorem 1.3.16. [

3.2.5 Concluding Remarks

Recall that a graph G is called a-arrangeable for some a € N if its vertices can be
ordered in such a way that the neighbours to the right of any vertex v € V(G) have
at most a neighbours to the left of v in total. Using an extension of the blow-up

lemma by Bottcher, Kohayakawa and Taraz [14], we obtain the following theorem.

Theorem 3.2.6. For all integersr,a > 2 and all sequences of a-arrangeable graphs
F ={F1, F,...} with A(F,) < vn/log(n) for all n € N, we have 7,(F) < co.

The proof is almost identical, with the following two differences. First, instead
of Theorem 2.2.18, we will use Theorem 2.2.19. In order to do so, we show
that it suffices to prove Theorem 3.2.6 for graphs with balanced (a + 2)-partitions.
Indeed, given a sequence ¥ = {Fy, F», ...} of a-arrangeable graphs with A(F,) <
Vn/log(n) for every n € N, we define another sequence of graphs ¥ = {F, F>, ...}
as follows. Since every a-arrangeable graph is (a + 2)-colourable, we can fix a
partition of V(F,) = Vi (F,) U ... U Vi (F,) into independent sets, where k = a + 2.
Then, for every j € N, we define F ik to be the disjoint union of k copies of Fj.
Note that each F i« has a k-partition into parts of equal sizes (by rotating each copy
around). Finally, for each j € N U {0} and every i € [k — 1], we define F ik+i O
be the disjoint union of Fj; and i isolated vertices (here Fj is the empty graph).
Observe that all F,, have k-partitions into parts of almost equal sizes. Furthermore,
every ¥ -tiling 7~ corresponds to an F-tiling 7~ of size at most (2k — 1)|77].

Second, we need to replace Theorem 3.2.1 with a similar theorem for a-

arrangeable graphs G with A(G) < vn/log(n), where n = v(G). For two colours,
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such a theorem was proved by Chen and Schelp [19]. For more than two colours,
this was (to the best of the author’s knowledge) never explicitly stated, but is easy to
obtain using modern tools (for example, by applying the above mentioned blow-up

lemma for a-arrangeable graphs).
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Ramsey Problems for Infinite Graphs

4.1 Ramsey Upper Density of Paths

4.1.1 Overview
In this section, we are going to prove the following two results.

Theorem 1.4.4 (Corsten—DeBiasio—Lamaison—Lang [30]). There exists a 2-edge-

colouring of K such that every monochromatic path has upper density at most

(12 +V8)/17.

Theorem 1.4.5 (Corsten—DeBiasio—Lamaison—Lang [30]). Suppose the edges of Ki

are coloured with two colours. Then, there exists a monochromatic path with upper
density at least (12 + V/8)/17.

Erdds and Galvin [39] constructed a 2-edge-colouring of Ky in which every
monochromatic path has upper density at most 8/9. It turns out that this can be
improved by using the very same colouring but reordering the vertices. The proof
of Theorem 1.4.4 is based on this observation.

In their proof of Theorem 1.4.3, ErdGs and Galvin introduced an auxiliary vertex-
colouring on top of the given edge-colouring and reduced the problem to finding a
monochromatic path forest (i.e. a graph F with A(F) < 2 which does not contain
any finite cycles and all edges, leaves and isolated vertices receive the same colour).
In order to prove Theorem 1.4.5, we use the regularity method to further reduce the
problem to finding what we call a monochromatic simple forest (a union of edges

and isolated vertices in which every edge, every isolated vertex and at least one of
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the endpoints of each edge receive the same colour). The key part of the proof is
finding such a monochromatic simple forest of large upper density.

Throughout the proof, given a function f and a set X € dom f, we denote
f(X) :={f(x) : x € X}. Furthermore, given a graph G, a matching M C G and a
set of vertices X C V(G), we say that M saturates X if X C V(M) = J M.

4.1.2 Proof of Theorem 1.4.4

Let g > 1 be a real number, whose exact value will be chosen later on. We start by
defining a colouring of the edges of the infinite complete graph. Let Ag, Ay, ... be
a partition of N, such that every element of A; precedes every element of A;;; and
|A;| = | ¢'|. We colour the edges of G = Ky such that every edge uv with u € A; and
v € A; isred if min{i, j} is odd, and blue if it is even. A straightforward calculation
shows that for ¢ = 2, every monochromatic path P in G satisfies d(P) < 8/9 (see
Theorem 1.5 in [39]). We will improve this bound by reordering the vertices of G
and then optimizing the value of g.

For convenience, we will say that the vertex v € A; is red if i is odd and blue if 7 is
even. We also denote by B the set of blue vertices and by R be the set of red vertices.
Let b; and r; denote the i-th blue vertex and the i-th red vertex, respectively. We
define a monochromatic red matching M, by forming a matching between A;_; and
the first |Ap;_1| vertices of Ay; for eachi > 1. Similarly, we define a monochromatic
blue matching M}, by forming a matching between A,; and the first |Ay;| vertices of
Ay foreachi > 0.

Ao Aa Ay

blue vertices bz | b3 | ba | b5 be | b7 | bs | b [b1o| bi1| bro| brs|bra|b1s|big] - - |

special blue vertices | b} b3 | b3 b3 | b5 | b5 |-

22|24(26| -+

reordering by f | 1

reordering by f 3

special red vertices L& To|T3|T4| 75

red vertices T1| T2 T3|T4|T5|T6|T7|T8|T9| 10

Ay Az

Figure 4.1: The colouring for ¢ = 2 and the reordering by f.

Next, let us define a bijection f: N — V(G), which will serve as a reordering of
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G. Letr; denote the 7-th red vertex not in M}, and b; denote the z-th blue vertex not
in M,. The function f is defined as follows. We start enumerating blue vertices, in
their order, until we reach b“{. Then we enumerate red vertices, in their order, until
we reach r]. Then we enumerate blue vertices again until we reach b3. We continue
enumerating vertices in this way, changing colours whenever we find an r; or a b;.
(See Figure 4.1.) Finally, for every H C G, we define

d(H: £) = lim sup V() 0 fADI

—o00 t

Note that d(H; f) is the upper density of H in the reordered graph f~!(G).

Claim 4.1. Let P, and Pj be infinite monochromatic red and blue paths in G,
respectively. Then d(P,; f) < d(M,; f) and d(Py; f) < d(My; f).

Claim 4.2. We have

g>+2g -1

d(My; f), d(Mp; f) < ey

We can easily derive Theorem 1.4.4 from these two claims. Note that the rational
function in Claim 4.2 evaluates to (12 + V8)/17 at ¢ := V2 + 1. It then follows
from Claim 4.1 and 4.2, that every monochromatic path P in G satisfies d(P; f) <
(12 +V8)/17. Thus we can define the desired colouring of Kuy, by colouring each
edge ij with the colour of the edge (i) f(j) in G.

It remains to prove Claim 4.1 and 4.2. The intuition behind Claim 4.1 is that in
every monochromatic red path P, there is a red matching with the same vertex set,
and that M, has the largest upper density among all red matchings, as it contains
every red vertex and has the largest possible upper density of blue vertices. Note
that the proof of Claim 4.1 only uses the property that f preserves the order of the

vertices inside R and inside B.

Proof of Claim 4.1. We will show d(P,; f) < d(M,; f). (The other case is anal-
ogous.) We prove that, for every positive integer k, we have |V(P,) N f([k])] <
[V(M,) N f([k])|. Assume, for contradiction, that this is not the case and let k

be the minimum positive integer for which the inequality does not hold. Every red
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vertex is saturated by M,, so |[V(P,) N f([k]) N B| > |[V(M,) N f([k]) N B|. By the
minimality of k, f(k) must be in P, but not in M,, and in particular it must be blue.

Let f(k) € Ay. Since f(k) ¢ M,, we know that f(k) is not among the first
|Ap;_1]| vertices of Ay;. Therefore, since f preserves the order of the vertices inside

B, the first |Aj;_1| blue vertices in Ay; are contained in f([k]), and hence
V(P O FKD Bl > VM) 0 (KD 0Bl = 3 1Ayl @LD)
j=1

On the other hand, every edge between two blue vertices is blue, so the successor
of every blue vertex in P, is red, and in particular there is a red matching between
V(P,)N B and R saturating V(P,) N B. By (4.1.1), this implies that the number of red
neighbours of V(P,) N f([k]) N Bis atleast |V(P,) N f([k]) N B| > Z;zl |Azj-1].
Observe that by the definition of f, we have V(P,) N f([k]) N B C U’j:O Ay
Hence the red neighbourhood of V(P,) N f([k]) N B is contained in Ulj:l Azj_1,a

contradiction. O]

Proof of Claim 4.2. Let ¢,.(t) and {,(¢) denote the position of r; among the red
vertices and of b} among the blue vertices, respectively. In other words, let £, (¢) =i
where r; = r; and €, (¢) = j where b} = b; (so for example in Figure 4.1, £,(4) =9
and {5(4) = 14). We claim that f({,(¢) + {,(¢)) = r;. Indeed, by definition of
f,atx = €,(t) + ¢,(¢) we switched exactly 7 times from enumerating blue vertices
to red vertices and 7 — 1 times vice-versa. Hence, for £,(t — 1)+ (,(t = 1) < k <
Cp (1) + € (1) — 1, the set f([k]) contains exactly r — 1 vertices outside of M} and at

least ¢ — 1 vertices outside of M,. As a consequence, we obtain

d(M;; ), d(Mp; f) < limsup(1 — h(k))

k—o0
I 1 -1 4.12)
= limsu - , 1.
P T e+ ) -1

where h(k) = (t = 1) /kif (p(t = 1)+ 6(t = 1) < k < €p(t) +€.(¢) — 1. Ttis easy to
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see that

i i—1 i
Gty =14+ ) |Ag|if D Agjual = |Agj| < 12 ) |Agjia| - |Agy], and
j=0 j=0 j=0
i i—1 i
G0y =1+ > 1Ay lif Y |Ag| = |Agja| < 2= |Aol < D |Agj] = [Agji].
Jj=1 Jj=1 J=1

Note that ¢,(¢) — t and €, (t) — t are piecewise constant and non-decreasing. We
claim that, in order to compute the right hand side of (4.1.2), it suffices to consider
values of ¢ for which €, (t) —t > €, (t = 1) = (t = 1) or £ (t) =t > € (t —1) — (£ —1).

This is because we can write

L r—1 RNGOEDEIOEDES'
G+ -1 2 206:(1) + Lp(1) = 1)

In this expression, the second fraction has a positive, piecewise constant numerator
and a positive increasing denominator. Therefore, the local maxima are attained
precisely at the values for which the numerator increases. We will do the calculations
for the case when ¢, () —t > €,(t — 1) — (¢ — 1) (the other case is similar), in which

we have

i—1 i—1 i
t=1+ ) (Al = Ay = 1+ Y (1 +0(1)g¥ (g - 1) = (1 +0(1) L7,
=0 =0

i i
2i . 240-1)g2
Gty =1+ ) 1Ayl = (1+o(1) [ L7+ > a7 | = (1+0(1) 24
j=0 j=0
i
2i

‘ . 120
() =1+ ) Al = (4o | L3+ D g% | = (1+0(1) BLE
Jj=1 j=1

Plugging this into (4.1.2) gives the desired result. ]

4.1.3 Proof of Theorem 1.4.5

This section is dedicated to the proof of Theorem 1.4.5. A fotal colouring of a graph

G is a colouring of the vertices and edges of G. Due to an argument of Erdds and
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Galvin, the problem of bounding the upper density of monochromatic paths in edge
coloured graphs can be reduced to the problem of bounding the upper density of

monochromatic path forests in totally coloured graphs.

Definition 4.1.1 (Monochromatic path forest). Given a totally coloured graph G, a
forest F C G is said to be a monochromatic path forest if A(F) < 2 and there is a

colour ¢ such that all leaves, isolated vertices, and edges of F receive colour c.

Lemma 4.1.2. For every v > 0 and k € N, there is some ng = no(k,y) so
that the following is true for every n > ng. For every total 2-colouring of K,,
there is an integer t € [k,n| and a monochromatic path forest F with d(F,t) >
(12 +8)/17 — .

Some standard machinery related to Szemerédi’s regularity lemma, adapted to the
ordered setting, will allow us to reduce the problem of bounding the upper density
of monochromatic path forests to the problem of bounding the upper density of

monochromatic simple forests.

Definition 4.1.3 (Monochromatic simple forest). Given a totally coloured graph G,
a forest F C G is said to be a monochromatic simple forest if A(F) < 1 and there is
a colour ¢ such that all edges and isolated vertices of F' receive colour ¢ and at least

one endpoint of each edge of F receives colour c.

Lemma 4.1.4. For every y > 0, there exists ko, N € N and a > 0 such that the
following holds for every integer k > ko. Let G be a totally 2-coloured graph
on kN vertices with minimum degree at least (1 — a)kN. Then there exists an
integer t € [k/8,kN] and a monochromatic simple forest F such that d(F,t) >

(12 +V8)/17 — .

The heart of the proof is Lemma 4.1.4, which we shall prove in Section 4.1.6.
But first, in the next two sections, we show how to deduce Theorem 1.4.5 from
Lemmas 4.1.2 and 4.1.4.

4.1.4 From Path Forests to Paths

In this section we use Lemma 4.1.2 to prove Theorem 1.4.5. Our exposition follows
that of Theorem 1.6 in [33].
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Proof of Theorem 1.4.5. Fix a 2-colouring of the edges of Ky in red and blue. We
define a 2-colouring of the vertices by colouring n € N red if there are infinitely
many m € N such that the edge nm is red and blue otherwise.

Case 1. Suppose there are vertices x and y of the same colour, say red, and a
finite set S C N such that there is no red path disjoint from S which connects x to y.

We partition N \ S into sets X,Y, Z, where x” € X if and only if there is a red
path, disjoint from S, which connects x’ to x and y” € Y if and only if there is a red
path disjoint from S which connects y to y’. Note that every edge from X UY to Z
is blue. Since x and y are coloured red, both X and Y are infinite, and by choice of
x and y all edges in the bipartite graph between X and Y U Z are blue. Hence there
is a blue path with vertex set X UY UZ =N\ §.

Case 2. Suppose that for every pair of vertices x and y of the same colour ¢, and
every finite set § C N, there is a path from x to y of colour ¢ which is disjoint from
S.

Let y, be a sequence of positive reals tending to zero, and let a, and k, be

increasing sequences of integers such that
an > no(ky,yn) and k,/(ay + -+ ap-1 + k) — 1,

where ng(k,y) is as in Lemma 4.1.2. Let N = (A;) be a partition of N into
consecutive intervals with |A,| = a,. By Lemma 4.1.2 there are monochromatic
path forests F, with V(F,) C A, and initial segments /,, C A, of length at least k,,
such that

12+V8
17

|V(Fn) N Inl 2 ( _7n) |In|

It follows that for any G C Ky containing infinitely many F},’s we have

. , |V(F,) N1, , 12+ V8 12 +8
d(G) >1 > — Y, = .
(G) = ‘iiso‘ip a1+ +ap + || lnm_igp 17 Y 17

By the pigeonhole principle, there are infinitely many F},’s of the same colour,
say blue. We will recursively construct a blue path P which contains infinitely many

of these F},’s. To see how this is done, suppose we have constructed a finite initial
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segment p of P. We will assume as an inductive hypothesis that p ends at a blue
vertex v. Let n be large enough that min(A,) is greater than every vertex in p, and
F, is blue. Let F,, = {Py,..., Py} for some s € N and let w;, w} be the endpoints
of the path P; (note that w; and w’ could be equal) for every i € [s]. By the case
assumption, there is a blue path ¢ connecting v to wy, such that g is disjoint from
ApU---UA,. Similarly, there is a blue path g, connecting w’1 to wp, such that g,
is disjoint from A; U --- U A, U {q;}. Continuing in this fashion, we find disjoint
blue paths g3, . . ., g5 such that g; connects w’_, to w;. Hence, we can extend p to a

path p” which contains all of the vertices of F,, and ends at a blue vertex. [

4.1.5 From Simple Forests to Path Forests

In this section we use Lemma 4.1.4 to prove Lemma 4.1.2. The proof is based on
Szemerédi’s Regularity Lemma, which we already introduced in Section 2.2. The
main difference to standard applications of the Regularity Lemma is that we have to
define an ordering of the reduced graph, which approximately preserves densities.
This is done by choosing a suitable initial partition. Itis well-known (see for instance
[67]) that dense regular pairs contain almost spanning paths. We include a proof of

this fact for completeness.

Lemma 4.1.5. For 0 < & < 1/4 and d > 2+/e + &, every &-regular pair (A, B)
with |A| = |B| and density at least d contains a path with both endpoints in A and
covering all but at most 2\e|A| vertices of AU B.

Proof. We will construct a path Py = (a1b;...ax) for every k = 1,...,[(1 -
vVe)|A|] such that By := N(ay) \ V(Py) has size at least £|B|. As d > &, this
is easy for k = 1. Assume now that we have constructed P for some 1 < k <
(1 —+/e)|A|. We will show how to extend Py to Py1. By e-regularity of (A, B),
the set Upep, N (D) has size at least (1 — €)|A]. So A’ := Upep, N(b) \ V(Py) has
size at least (\/e — €)|A| > €|A|. Let B’ = B\ V(Py) and note that |B’| > v&|B| as
k < (1 —+/e)|A| and |A| = |B|. By e-regularity of (A, B), there exists a;,; € A’
with at least (d — €)|B’| > 2¢|B| neighbours in B’. Thus we can define Py =
(a1by...axbrags), where by € By N N(ags1). O
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Before we start with the proof of Lemma 4.1.2, we will briefly describe the setup
and proof strategy. Consider a totally 2-coloured complete graph G = K,,. Denote
the sets of red and blue vertices by R and B, respectively. For £ > 4, let {W;}e[¢]
be a partition of [n] such that each W; consists of at most [1/£] subsequent vertices.
The partition {W]’. }je[2e1, with parts of the form W; N R and W; N B, refines both
{W;}jele) and {R, B}. Suppose that Vo U --- U V,, is a partition obtained from
Lemma 2.2.12 applied to G and {WJ’. }je[2¢) With parameters &, mg, 2¢ and d. We
define the (&, d)-reduced graph G’ to be the graph with vertex set V(G’) = [m]
where ij is an edge of G’ if and only if if (V;,V;) is an e-regular pair of density at
least d in the red subgraph of H or in the blue subgraph of H. Furthermore, we
colour ij red if (V;, V;) is an e-regular pair of density at least d in the red subgraph
of H, otherwise we colour ij blue. As {V;};c[n] refines {R, B}, we can extend this
to a total 2-colouring of G’ by colouring each vertex i red, if V; € R, and blue
otherwise. By relabelling the clusters, we can furthermore assume thati < j if and
only if max(V;) < max(V;). Note that, by choice of {W;} jc[¢], any two vertices in
V; differ by at most n/£. Moreover, a simple calculation (see [87, Proposition 42])
shows that G’ has minimum degree at least (1 — d — 3&)m.

Given this setup, our strategy to prove Lemma 4.1.2 goes as follows. First, we
apply Lemma 4.1.4 to obtain ¢ € [m] and a, red say, simple forest F/ C G’ with
d(F',t") ~ (12+V8)/17. Next, we turn F’ into a red path forest ¥ C G. For
every isolated vertex i € V(F’), this is straightforward as V; C R by the refinement
property. For every edge ij € E(F”’) withi € R, we apply Lemma 4.1.5 to obtain a
red path that almost spans (V;, V;) and has both ends in V;. So the union F” of these
paths and vertices is indeed a red path forest. Since the vertices in each V; do not
differ too much, it will follow that d(F, t) ~ (12 + V8)/17 for t = max(V,.).

Proof of Lemma 4.1.2. Suppose we are given v > 0 and k € N as input. Let
ko, N € N and @ > 0 be as in Lemma 4.1.4 with input y/4. We choose constants
d,e > 0and ¢, my € N satisfying

2Ve+e<1/t,d < a/8andmg > 4N/d,2koN.

We obtain M from Lemma 2.2.12 with input &, mo and 2¢. Finally, setng = 16k{MN.
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Now let n > ng and suppose that K, is an ordered complete graph on vertex set
[7] and with a total 2-colouring in red and blue. We have to show that there is
an integer ¢ € [k,n] and a monochromatic path forest F such that |V(F) N [t]| >
((12+V8)/17 = y)t.

Denote the red and blue vertices by R and B, respectively. Let {W]’. }jele) refine
{R, B} as explained in the above setting. Let {Vy,...,V,,} be a partition of [n]
with respect to G = K, and {WJ’. }jere) as detailed in Lemma 2.2.12 with totally
2-coloured (&, d)-reduced graph G” of minimum degree §(G”) > (1 — 4d)m. Set
k' = |m/N]| > ko and observe that the subgraph G’ induced by G” in [k’ N] satisfies
0(G") =2 (1 -8d)m > (1 —a)m as m > 4N /d. Thus we can apply Lemma 4.1.4
with input G’, k’, y/4 to obtain an integer ' € [k’/8, k’N] and a monochromatic
(say red) simple forest F/ C G’ such that d(F’, 1) > (12 +V8)/17 — y/4.

Set t = max(V;-). We have that V;» € W; for some j € [£]. Recall thati < j if
and only if max(V;) < max(V;) for any i, j € [m]. It follows that V; C [¢] for all
i <t'. Hence

m|(1-—¢&)n n
J e (4.1.3)

kl
t >0V 2 —|Vi| > [— > .
V1l 2 V1l N - 6N
This implies 7 > k by choice of ng. Since [¢] is covered by Vo U W; U U Vi, it

follows that

Y\Vil >t = Vol = W]

n 4n
2(1_8;___)t

> (1 — 16N — 647N) t (by (4.1.3))
Y
> (1 - E)t. (4.1.4)

For every edge ij € E(F’) with V; C R, we apply Lemma 4.1.5 to choose a path
P;; which starts and ends in V; and covers all but at most 2+/¢|V| vertices of each V;
and V;. We denote the isolated vertices of F’ by I’. For eachi € I’ we have V; C R.
Hence the red path forest F := ;ep Vi U U;jep ) Pij © Ky satisfies
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V) O[] = Y vin[dl+ D> IV(Py) 0[]

iel’ ijEE(F")
> > Wi+ > (Vil-2veviD)
iel’n[1'] ieV(F'—INN[r],
> (1 =2Ve)|Vi|IV(F") N [¢]]
12+V8 y
>(1-2 - 2| ¢V
> ( \/E)( 7 1 V1l
@14 [12+ V8
> —v|t
17
as desired. ]

4.1.6 Upper Density of Simple Forests

In this section we prove Lemma 4.1.4. For a better overview, we shall define all
necessary constants here. Suppose we are given y’ > 0 as input and set y = v’ /4.
Fix a positive integer N = N(y) and let 0 < @ < y/(8N). The exact value of N will
be determined later on. Let kg = [8/y] and fix a positive integer k > ko. Consider
a totally 2-coloured graph G’ on n = kN vertices with minimum degree at least
(1-a)n.

Denote the sets of red and blue vertices by R and B, respectively. As it turns out, we
will not need the edges inside R and B. So let G be the spanning bipartite subgraph,
obtained from G’ by deleting all edges within R and B. For each red vertex v, let
dp(v) be the number of blue edges incident to v in G. Let a; < --- < ag| denote
the degree sequence taken by {d,(v) : v € R}. The whole proof of Lemma 4.1.4
revolves around analysing this sequence.

Fix an integer t = 7(y, N, k) and subsets R C R, B’ C B. The value of ¢ and
nature of R’, B’ will be determined later (R’ and B’ will be chosen as initial segments
of R and B). The following two observations explain our interest in the sequence

ap <+ < ARy
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Claim 4.3. Ifa; > j—t forall 1 < j < |R'| — 1, then there is a blue simple forest

covering all but at most t vertices of R" U B.

Proof. We write R" = {vy,...,v|g} so that d;(v;) < dp(v;) forevery 1 <i < j <
|R’|. By assumption, we have d(v;) > a; > j—tforall 1 < j < |R’|—1. Thus we
can greedily select a blue matching containing {v;, v/+1, ..., V|g|-1}, Which covers
all but 7 vertices of R’. Together with the rest of B, this forms the desired blue simple
forest. [

Claim 4.4. Ifa; < i+t forall 1 <i < |B’| —t, then there is a red simple forest

covering all but at most t + an vertices of R U B’.

Proof. Let X’ be a minimum vertex cover of the red edges in the subgraph of G
induced by R U B’. If |X’| > |B’| — t — an, then by Konig’s theorem there exists a
red matching covering at least |B’| — t — an vertices of B’. This together with the
vertices in R yields the desired red simple forest.

Suppose now that |X’| < |B’| — ¢t — an. Since every edge between R \ (X’ N R)
and B’ \ (X’ N B’) is blue, we have for every vertex vin R \ (X’ N R),

dy(v) > |B| = |X' N B|—an=|X'NR|+|B|-|X|-an>|X ONR|+1.

Here, we used that | X’NB’| = | X’|—|X"NR| in the second step and |B’|—|X’| —an > ¢
in the last step. In particular, this implies @; > i+t fori = | X’ N R| + 1. Since

X’ AR[+1<|X|+1<|B|-t—an+]l,

we have | X’ N R| + 1 < |B’| —t, contradicting the assumption. O
Motivated by this, we introduce the following definitions.

Definition 4.1.6 (Oscillation, ¢*(¢), ¢~(t)). Let ay,...,a, be a non-decreasing
sequence of non-negative real numbers. We define its oscillation as the maximum

value T, for which there exist indices i, j € [n] witha; —i > T and j —a; > T. For
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all0 <t < T, set

¢*(t) =min{i € [n]: a; >i+1},
(1) =min{j € [n]: a; < j -1t}

Suppose that the degree sequence ay,...,a|g| has oscillation 7" and fix some
positive integer r < T. We define ¢ = £(t) and 1 = A(¢) by

C=0(1) + 0 (1) = At. (4.1.5)

The next claim combines Claims 4.3 and 4.4 into a density bound of a monochromatic
simple forest in terms of the ratio £/t = A. (Note that, in practice, the term an will
be of negligible size.)

Claim 4.5. There is a monochromatic simple forest F C G with

f—om_/lt—ozn

d(F,{+1) > = .
(F.l+1) 2 C+t  (1+A)t

Proof. LetR’ = RN[{+t] and B’ = BN[{+t] sothat £*(¢)+¢{ (1) = £ = |R’|+|B’|—t.
Thus we have either £7(¢) > [R’| or £*(¢t) > |B’| —=t. If {(¢) > |R'|, thena; > j —t
forevery 1 < j < |R’| — 1. Thus Claim 4.3 provides a blue simple forest F' covering
all but at most ¢ vertices of [£ + ¢t]. On the other hand, if £*(z) > |B’| — ¢, then
a; <i+tforevery 1 <i < |B’| —t. In this case Claim 4.4 yields a red simple forest

F covering all but at most 7 + an vertices of [ + ¢]. O

Claim 4.5 essentially reduces the problem of finding a dense simple forest to a
problem about bounding the ratio £/t in integer sequences. It is, for instance, not
hard to see that we always have ¢ > 2¢ (which, together with the methods of the
previous two subsections, would imply the bound d(P) > 2/3 of Erdés and Galvin).
The following lemma provides an essentially optimal lower bound on ¢/t = A. Note
that for 1 = 4 + V8, we have 1’1? = (12 +V8)/17.

Lemma 4.1.7. For all y € R, there exists N € N such that, for all k € R* and all
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sequences with oscillation at least kN, there exists a real numbert € [k, kN] with
C= )+ (1) > (4 +V8 - y) ‘.

The proof of Lemma 4.1.7 is deferred to the next subsection. We now finish the
proof of Lemma 4.1.4. Set N = N(y) to be the integer returned by Lemma 4.1.7
with input y (recall that y = y’/4). In order to use Lemma 4.1.7, we have to bound

the oscillation of ay, ..., ag[:

Claim 4.6. The degree sequence ay, . ..,ag| has oscillation T > kN /8 or there is
a monochromatic simple forest F C G with d(F,n) > (12 +V8)/17 — y.

Before we prove Claim 4.6, let us see how this implies Lemma 4.1.4.

Proof of Lemma 4.1.4. By Claim 4.6, we may assume that the sequence ay, . .., a|
has oscillation at least kN/8. By Lemma 4.1.7, there is a real number t’ €
[k/8, kN /8] with

=)+ () > (4+V8—y)r.

Lett = t(y,N,k) = [t"]. Since the a;’s are all integers, we have £*(¢) = ¢*(t’)
and ¢~ (t) = ¢~ (¢'). Let F C G be the monochromatic simple forest obtained from
Claim4.5. Asn=kN,t{ >t > k/8 > 1/y,a < y/(8N), and by (4.1.5), it follows
that

- 1- ¢t 1-8aN 1
d(F,cen s 20 Toon/l e 2y
+1 1+ l+5+;  1+7%
1 4 8 —
2—1_2)/:&_2
1+ 5+V8—y

4+\/§—7

>4+\/§ 4:12+\/§ ,

_fy’

> y
5+8 17

as desired. L]

To finish, it remains to show Claim 4.6. The proof uses Konig’s theorem and is

similar to the proof of Claim 4.4.
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Proof of Claim 4.6. Let X be a minimum vertex cover of the red edges. If |X| >
|B| — (1/8 + a)n, then Konig’s theorem implies that there is a red matching covering
all but at most (1/8 + a)n blue vertices. Thus adding the red vertices, we obtain
a red simple forest F with d(F,kN) > 7/8 —a > (12+V8)/17 — y. Therefore,

we may assume that | X| < |B| — (1/8 + a)n. Every edge between R \ (X N R) and
B\ (X N B) is blue. So there are at least |R| — | X N R| red vertices v with

dy(v) > |B| = XN B|—an=|XNR|+|B| - |X| —an > |X N R|+n/8.

This implies that a; > i + n/8 fori = | X N R| + 1. (See Figure 4.2.)

i+n/8 i

. Li—n/8

R|-[YNR| H

I
N
.

Q| XNR|+1+

I
[ 4
N
N\

| |
T T

IXNR/+1  |R—|YNR

Figure 4.2: The sequence aj, ..., ag| has oscillation at least kN /8.

Let Y be a minimum vertex cover of the blue edges. Using Konig’s theorem as
above, we can assume that |Y| < |R| — n/8. Every edge between R \ (Y N R) and
B\ (Y N B) is red. It follows that there are at least |R| — |Y N R| red vertices v with

dy(V) <Y NB|=|Y|-|[YNR| < |R|—|YﬂR|—g.

This implies thata; < j—n/8for j = |[R|-|YNR|. Thus ay, ..., a|g has oscillation
at least n/8 = kN/8. [
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4.1.7 Sequences and Oscillation

We now present the quite technical proof of Lemma 4.1.7. We will use the following

definition and related lemma in order to describe the oscillation from the diagonal.

Definition 4.1.8 (k-good, u,(k), uc(k)). Let ay,...,a, be a sequence of non-
negative real numbers and let k be a positive real number. We say that the sequence
is k-good if there exists an odd i and an even j such that a; > k and a; > k. If the

sequence is k-good, we define for all 0 < ¢ < k

uo(t) =ay+---+aj,-;y wherei, =min{i: a; >t,i odd},

ue(t) =a;+---+a;,—1 wherei, =min{i: a; > t,i even}.

Lemma 4.1.9. For all y € R* there exists N € N such that for all k € R and all

(kN)-good sequences, there exists a real numbert € [k, kN| with
(1) + 1o (1) > (3 V8- 7) ‘.

First we use Lemma 4.1.9 to prove Lemma 4.1.7.

Proof of Lemma 4.1.7. Given vy > 0, let N be obtained from Lemma 4.1.9. Let
k € R* and ay,...,a, be a sequence with oscillation at least kN. Suppose first
that a; > 1. Partition [n] into a family of non-empty intervals I, ..., I, with the

following properties:

* For every odd i and every j € I;, we have a; > j.

* For every even i and every j € I;, we have a; < j.

Define s; = max {|a i=Jli Je€ Ii}. Intuitively, this is saying that the values in the
odd indexed intervals are “above the diagonal” and the values in the even indexed
intervals are “below the diagonal” and s; is the largest gap between sequence values
and the “diagonal” in each interval.

Since ay, ..., a, has oscillation at least kN, the sequence s, .. ., s, is (kN)-good
and thus by Lemma 4.1.9, there exists ¢t € [k, kN] such that

(1) + e () = (3 V3 - 7) ‘. (4.1.6)
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Since the sequence ay, a, . . ., a, is non-decreasing, a; — j can decrease by at most
one in each step and thus we have |I;| > s; for every i € [r — 1]. Moreover, we can
find bounds on ¢*(¢) and ¢~ (¢) in terms of the s;:

* {*(t) must lie in the interval /; with the smallest odd index i, such that s; > ¢,

therefore £*(¢) > s1 + -+ + 51,1 = Uo(?).

* {7 (t) must lie in the interval I; with the smallest even index i, such that
s;i, > t. Moreover, it must be at least the 7-th element in this interval, therefore

(1) =51+ +58,-1+1 =ue(t) +1.

Combining the previous two observations with (4.1.6) gives
) +0(1) > uo(t) + ue() +1 > (4 +V8 - y) ‘,

as desired.
If 0 < a; < 1, we start by partitioning [n] into a family of non-empty intervals

Iy, ..., I, with the following properties:
* For every even i and every j € I;, we have a; > j.
* For every odd i and every j € I;, we have a; < j.
From this point, the proof is analogous. 0

Finally, it remains to prove Lemma 4.1.9. The proof is by contradiction and
the main strategy is to find a subsequence with certain properties which force the

sequence to become negative eventually.

Proof of Lemma 4.1.9. Let p =3 + V8 — y and let m := m(p) be a positive integer
which will be specified later. Suppose that the statement of the lemma is false for
N =6-4"andletay,...,a, bean (Nk)-good sequence without ¢ as in the statement.

We first show that a; has a long strictly increasing subsequence. Set

I={i: a;>k,a; > a;jforall j <i},
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denote the elements of I by i; < i < --- < i, and let a;. = a;;. Consider any
J € [r — 1] and suppose without loss of generality that i;,; is odd. For ¢ small
enough, this implies uo(a} +0) =aj+---+aj,,-1 > aj+-- -+a;., and ue(a; +0) >
ay+---+aj,, 2aj+o+ a;.+l. By assumption we have uo(a;. +06) + ue(a’/ +0) <
o (a;. +6). Hence, letting § — 0 we obtain 2 (a’l +o a}) + a;.+1 < pa;., which
rearranges to

Qi < (p =2 =2 (a) +---+a) ). 4.1.7)
In particular, this implies a;. a4 S (p- 2)a;. < 4a}. Moreover, we have a’ < u(k)

if i1 is even and a) < ue(k) if i1 is odd. Therefore,

6k -4" = kN < a, <4 - d}
< 4" max{uy(k), uc(k)}
< 4 (uo(k) +ue(k))
<4 pk
< 6k -4

and thus r > m.

Finally, we show that any sequence of reals satisfying (4.1.7), will eventually
become negative, but since a’ is non-negative this will be a contradiction.

We start by defining the sequence by, by, ... recursively by b1 = 1 and by =
(p=2)b; —2(b; +-- -+ b;_1). Note that

biv1 = (p —2)bi =2(b1 + -+ + bi_1)
=(p—-1Dbi=bi=2(b1+-+bi1)
=(p=1Dbi—((p=2)bi-1 =2(b1+ -+ bi-2)) =2(b1 + -+ + b;i-1)
=(p—1)bi — pbi-

So equivalently the sequence is defined by,

bi=1, by=p-2, and bi1 = (p — 1)b; — pb_1 fori > 2.
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It is known that a second order linear recurrence relation whose characteristic
polynomial has non-real roots will eventually become negative (see [15]). Indeed,
the characteristic polynomial x> — (p — 1)x + p has discriminant p> - 6p +1 < 0
and so its roots a, @ are non-real.! Hence the above recursively defined sequence
has the closed form of b; = za' + Z&' = 2Re (za') for some complex number z. By
expressing za' in polar form we can see that b,, < 0 for some positive integer m.
Note that the calculation of m only depends on p.

We will be done if we can show that a;. < dab;forall j € [m] and every sequence
a,...,a, of non-negative reals satisfying (4.1.7); so suppose this is false. Let
{a;. }7.1:1 be a counterexample which coincides with {a’b; }7.1:1 on the longest initial
subsequence among all counterexamples. By assumption, there is some s € [m]
such that a§ > a}bs. Let p be the minimum value such that a), # a|b,. Clearly

p > 1. Applying (4.1.7) to j = p — 1 we see that

a,<(p- 2)a’p_1 —2(aj+--+ a;_z)
=(p—-2)a\bp_1 —2(a\by +---+d\b,-2)
=ai((p=2)bp1 =2(b1 +---+bp-2))

o
=aybp

’

p
Let B = (a}b, —a},)/a} > 0. Now consider the sequence a;.’ where a;.’ = a;. for

and thus a’, < a’lbp.

J <pand a;.’ = a;. +,8a;._p+1 for j > p. Then a, = a}b, = a]b,. Clearly, this new

sequence satisfies (4.1.7) for every j < p. Furthermore, we have

iy = Apey + B
S (p =2,y =20a) +.. .+ ay, ;o) +B(p=2)a; =2p(a) +...+d) )
144

=(p-— 2)a;+j_1 -2(a} +... +ay, ;o)

for every j > 0. Hence, the whole sequence satisfies (4.1.7). We also have

ag > ag > a}bs = aby. This contradicts the fact that a’; is a counterexample which

'Note that 3 + V8 is the positive root of x> — 6x, which is the reason why we chose p := 3+ V8 — .
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coincides with @ b; on the longest initial subsequence. [

4.2 Upper Density of Monochromatic Subgraphs

4.2.1 Overview

In this section, we are going to prove a number of different results concerning
Ramsey densities of infinite graphs. In Sections 4.2.2 and 4.2.3 we start with a
collection of constructions and examples. We move on to Section 4.2.4, where we
introduce the concept of ultrafilters and prove a couple of results which demonstrate
how they can be used to embed infinite graphs.

In Section 4.2.5 we move on to bipartite Ramsey densities and prove the following

two results.

Theorem 1.4.7 (Corsten—DeBiasio-McKenney). Every 2-coloured Kwn contains

a monochromatic path of upper density at least 1/2.

Theorem 1.4.8 (Corsten—DeBiasio—-McKenney). The vertices of every 2-edge-
coloured Ky v can be partitioned into a finite set and at most two monochromatic

paths.

Recall that Example 4.2.9 shows that both are best possible. The idea of the proof
is to partition the vertices of a 2-edge-coloured graph into a finite set and two sets
V1, V5 with the following property: for all i € [2], there is a colour ¢; such that any
two vertices u, v € V; are the endpoints of infinitely many internally disjoint finite
paths which are monochromatic in colour ¢;. It is then easy to cover each of V| and
V, with a monochromatic infinite path.

In Section 4.2.6 we discuss Ramsey densities of infinite trees and prove the

following result.

Theorem 1.4.10 (Corsten—DeBiasio-McKenney). Rd(T) > 1/2 for every infinite
treeT.

We will prove Theorem 1.4.10 separately for trees with a vertex of infinite degree,

and for trees with a path of infinite length. In the first case we will show that every
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2-edge-coloured Ky contains a monochromatic subgraph H of density at least 1/2
in which one vertex is adjacent to every other vertex and every vertex has infinite
degree. We then describe an embedding algorithm to surjectively embed any tree
with a vertex of infinite degree in H. In the second case we will show that every
2-edge-coloured Ky contains a monochromatic subgraph H of density at least 1/2
which is infinitely connected (that is, it remains connected after deleting any finite
set of vertices). We then describe an embedding algorithm to surjectively embed
any tree with a path of infinite length in H.

In Section 4.2.7 we will discuss Ramsey densities of graphs with bounded chro-

matic number and prove the following result.

Theorem 1.4.11 (Corsten—DeBiasio-McKenney). Let r, k > 2 be integers and let
G be a one-way k-locally finite graph.

(i) If k =2, then Rd,(G) > 1/r.
(ii) If k > 3, then RA(G) > 1/(2(k - 1)).
(iii) If k > 3, then Rd,(G) > (zl?f(;z)’“(r - 1)")_1 = (14 0 (1))~ k=21,

The proof of Theorem 1.4.11 is quite technical and relies heavily on ultrafilters
Section 4.2.4. Finally, in Section 4.2.8, we will discuss Ramsey-dense graphs and

prove the following result.

Theorem 1.4.15 (Corsten—DeBiasio-McKenney). If G is an infinite graph with

finite ruling number, then G is r-Ramsey-dense for every r € N.

The proof of Theorem 1.4.15 also relies on ultrafilters but is less technical. We
further use the Rado colouring (see Section 4.2.2) to prove the following partial

converse.

Theorem 1.4.19 (Corsten—DeBiasio-McKenney). Let G be an infinite graph with
disjoint ruling sets Fy, F», ... satisfying |F,| < log,(n) for all sufficiently large n.

Then G is not Ramsey-dense.
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4.2.2 Preliminaries

Properties of upper density
In this subsection, we collect some basic properties of upper densities.
Proposition 4.2.1.
(i) If A1, Ay C N, then d(A| U Ay) < d(A)) +d(A»).
(ii) If A1, Ay C N are disjoint, then d(A; U Ay) > d(A1) +d(Ay).
(iii) If A1, Ay C N, then d(A; U Ay) < d(A)) +d(Ay).

(iv) If Ay, Ay C N are disjoint, then d(A; U Ay) > d(A}) +d(Ap).

The Rado Graph

Recall that the Rado graph R is the graph with vertex-set N with mn € E(R) for
some m < n if and only if the mth digit in the binary expansion of n is 1 (starting with
the least significant bit). The Rado graph first appeared in work of Ackermann [1]
and was more systematically studied by ErdGs and Rényi [43], and by Rado [98].
We say that an infinite G graph has the extension property if for every pair of
disjoint finite sets F, F’ C V(G), there is a vertex v € V(G) \ (F U F’) such that v is
adjacent to every w € F and not adjacent to any w” € F’. The following well-known

theorem shows why this property is useful.

Theorem 4.2.2. Any two infinite graphs satisfying the extension property are iso-

morphic.

Furthermore, it is not hard to see that the Rado graph R and, with probability 1, the
infinite random graph (the graph on N in which every edge is present independently
with probability 1/2) both satisfy the extension property. Hence, with probability
1, the infinite random graph is isomorphic to the Rado graph.

Recall that an infinite graph G is O-ruled if it has no finite dominating set. Observe
that G is O-ruled if and only if G satisfies the “non-adjacency” half of the extension
property above, i.e. if for every finite F’ C V(G) there is a vertex v € V(G) \ F’

such that v is not adjacent to any w’ € F’. We will call G 0O-coruled if G satisfies
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only the “adjacency” half of extension property, i.e. for every finite F' C V(G) there
isav € V(G) \ F such that v is adjacent to every w € F. Using this, it is easy
(and very similar to the proof of Theorem 4.2.2) to prove the following proposition.
Here, given graphs G and H, we write G < H if G is isomorphic to a spanning
subgraph of H.

Proposition 4.2.3. G is O-ruled if and only if G < R. On the other hand, G is
0-coruled if and only if R < G.

We note that there exist graphs which are both 0-ruled and O-coruled, but not
isomorphic to R (for example, the half-graph discussed below).

The bipartite Rado graph R; is the bipartite graph with biparts V = {vg, vi,...}
and U = {ug,uy, ...} with u;v;,viu; € E(Ry) for some i < j if the ith digit in the
binary expansion of j is 1 (starting with the least significant bit). The bipartite Rado
graph has similar properties as the Rado graph. In particular, with probability 1,
R, is isomorphic to the random subgraph of Ky in which every edge of Ku v is

present independently with probability 1/2.

The Rado Colouring

The Rado colouring p : E(Ky) — {0, 1} is the 2-edge-colouring of Ky defined as
follows: given m < n, define p({m, n}) to be the value of the mth digit in the binary
expansion of n (starting with the least significant bit). Note that the graphs induced
by taking all edges of colour O or 1 are both isomorphic to the Rado graph. The

Rado colouring further has the following simple but important property.

Observation 4.2.4. For every F C N andi € {0, 1}, we have
. — »-IFl
d (ﬂveF N,(v)) =211, 4.2.1)
where N;(v) denotes the set of vertices u € N with p(uv) =1.

The Half-Graph

The (infinite) half-graph H is the bipartite graph on N (with one part being the even
numbers and the other part being the odd numbers) defined as follows: Given an
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even number i/ € N and an odd number j € N, we have ij € E(H) if and only if
i > j. This graph has the very interesting property that every even vertex has finite

degree and every odd vertex has cofinite degree.

Relationship of Important Graph Parameters

We will present some examples here to get a better understanding of how the different

properties discussed in this section are related.
Example 4.2.5.
(i) There is an infinite graph G with rul(G) = 0, but y(G) = co (Rado graph).

(ii) There is an infinite graph G with y(G) = 2, but rul(G) = oo (complete
bipartite graph).

(iii) There is an infinite graph G withrul(G) = 0and x(G) = 2, butdegen(G) = oo
(bipartite Rado graph, half-graph).

(iv) There is a locally finite infinite graph G with y (G) = co (infinite collection of

finite cliques of increasing size).

Section 4.2.2 gives an overview of these examples and some results from the

introduction.

4.2.3 Constructions

In this subsection we will construct some colourings in order to give upper bounds

on upper densities.
Example 4.2.6. We have Rd(G) < 1/(x(G) — 1) for every connected graph G.

Proof. Suppose first that y(G) is finite and let k = y(G) — 1. Partition N into k
sets V1,..., Vi, each of which has density 1/k (for example, using residues modulo
k). Colour an edge red if it is inside one of the sets V1, ..., Vi and blue otherwise.
Since the blue subgraph is k-partite, there is no blue copy of G. Furthermore, since
G is connected, every red copy of G must lie entirely in V; for some i € [k] and

therefore its upper density is at most 1/k.

118



4 Ramsey Problems for Infinite Graphs

rul(G) = oo 1 <rul(G)<d
Ky G)<d+1
)IC(( )— degen(G) S 7 Rado +Kd
N,N Kan
bipartite Rado + Ky
Kin infinite trees

Foo rlE) =1
one-way locally finite Rado graph
A(G) <d half graph
bipartite half graph Ul 756
bipartite Rado oo—many_KN’s

Figure 4.3: The lightly shaded area represents graphs which are Ramsey-dense. The

blue text represents graphs G for which Rd(G) > 0. The red text
represents graphs G which are Ramsey-dense, but Rd(G) = 0.

If x(G) is infinite, then the above example shows that Rd(G) < 1/k for every
k € N and thus Rd(G) = 0. O

This result implies that the Rado graph has Ramsey upper density 0. Recall

however, that the Rado graph is r-Ramsey-dense for every r € N.
Corollary 4.2.7. The Rado graph R has Ramsey upper density Q.

Proof. By Observation 4.2.4, every infinite independent set in R has density 0 and
therefore y (R) = oco. Therefore, the result follows from Example 4.2.6. O

Example 4.2.8. Letr € N.
. . S 1 1
(i) If T is a D-ary tree for D > 2, then Rd,(T) < (1 + 3).
(ii) We have Rd, (T) < 1/r.2

(iii) There exists a locally finite tree T with Rd,(T) < 1/r.

ZRecall that Ty, is the infinite tree in which every vertex has infinite degree.
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Proof. Partition N by residues mod r, thatis N = Ry U. ..U R, where R; is the set of
all n € N with n =i (mod r). We define an r-edge-colouring as follows: if m € R;
and n > m, colour the edge mn with colour i. Note that if n # i (mod r), then n has
exactly | (n — 1)/r] neighbours of colour i and all of them are in [n — 1].

(/) Let T be a D-ary tree and suppose we have a copy of T of colour i. For
all n > 0, let V, be the set of vertices in V(7T) N [n] which are not congruent to
i (mod r) and let ¢, = |V,|. Since any vertex m € V, can only have neighbours (of

colouri)in R; N [n—1], we musthave D - t, < (n—1)/r. So

v nfall _ [+t [2]+55 now

1
< < —(1+—).
n - n - n r( D)

(if) Suppose U C N is the vertex-set of a copy of T, in colour i € [r]. Since
every vertex in N \ R; has only finitely many neighbours in colour i, we have U C R;
and thus d(U) < 1/r.

(iii) Let 0 < d; < dp < ... be an increasing sequence. Let H be a tree in which
every vertex on level i has degree d;. We can repeat the argument from case (i),

except now we have ,,/n — 0 as n — co. [

Example 4.2.9. There is an r-edge-colouring of Ky v in which every monochromatic
path has upper density at most 1/r. In particular, it is not possible to cover all but

finitely many vertices with less than » monochromatic paths.

Proof. Let A and B be the parts of Ky v (that is, A consists of all odd numbers and B
consists of all even numbers) and partition both of them into r parts Ay, ..., A, and
Bi,...,B,, each of density 1/(2r). For all i, j € [r], colour every edge between
A; and B; by (i — j) mod r. It is easy to see that every part is incident to exactly
one other part of each colour and therefore, every monochromatic path can cover at

most two parts, finishing the proof. 0
Proposition 4.2.10. Let K be a countably infinite complete multipartite graph.

(i) If K has at least two infinite parts, or infinitely many vertices in finite parts,

then K is not Ramsey-dense.
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(ii) If K has exactly one infinite part and exactly n vertices in finite parts, then

<Rd(K) < 21

2211—1

Proof. Colour the edges of Ky with the Rado colouring. If K has at least two
infinite parts, or infinitely many vertices in finite parts, then K contains a spanning
copy of Ky n; let (A, B) be such a spanning copy of Ky . Let aj,as,... be the
elements of A. Then B is contained in the neighbourhood of a4, . . ., a,, and hence,
by Observation 4.2.4, has density at most 27", for each n. Hence B must have density
0. Repeating the argument the other way around shows that A has density 0, too.

Suppose now that K has exactly one infinite part and exactly n vertices in finite
parts. Then by Observation 4.2.4, we have Rd(K) < zln

To see Rd(K) > ﬁ, assume that we are given an arbitrary 2-edge-colouring
of Ky. We will proceed similarly as in a well-known proof of Ramsey’s theorem.
Let vi € N be an arbitrary vertex. By Proposition 4.2.1, there is a colour ¢ such
that V5 := N, (v) satisfies d(N;(v)) > 1/2. Now do the following recursively for all
J €1[2,2n—1]. Letv; € V; be an arbitrary vertex. It follows from Proposition 4.2.1
that there exists a colour ¢; € [2] such that Vj,; := N, (v;; V) satisfies &(Vj+1) >
a(Vj)/Z > 27/, By the pigeonhole principle, there is some a set J = {j1,..., j,} C
[2n — 1] of size n such that c¢; is constant on J. Hence, v;,,...,v;,, V2, induce

a monochromatic copy of Kj 1 with upper density d(Vay,) > 2721, Clearly

,,,,,

K11 contains a spanning copy of K, finishing the proof. [

4.2.4 Ultrafilters and Embedding

The concept of ultrafilters will play a very important role in this section.

Definition 4.2.11. Given a set X, a set system % C 2X js called an ultrafilter if the
following properties hold.

(i) XeX and 0 ¢ % .
(ii) fAeZ andACBC X,thenBe%.

(iii) FA,Be %, then ANB e .
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(iv) Forall A C X, either A€ Z or X\ A € %, or
(iv) % is maximal among all families satisfying (i) - (7if).

A family satisfying (i)-(iii) is called a filter. Conditions (iv) and (iv)" are
equivalent for filters (see [70, Chapter 11, Lemma 2.3]) and we will make use
whichever is more convenient for the current application. Let us list some additional

properties of ultrafilters.
Proposition 4.2.12. If 7/ is an ultrafilter on X, then the following is true.
(i) ifAy,...,Ap €U, then AyN...NA, €Y.

(ii) If Ay U ... U A, € % are pairwise disjoint, then there is exactly one i € [n]
with A; € .

Informally, we think of sets A € % as “large” sets. A common example of an
ultrafilter are the so called trivial ultrafilters %, := {A C X : x € A} forx € X. Itis
not hard to see that an ultrafilter is trivial if and only if it contains a finite set.

We say that an ultrafilter %7 on N is positive if every set A € % has positive upper
density. Positive ultrafilters play a crucial role in the rest of this section.

Proposition 4.2.13. If X C N is infinite, then there exists a non-trivial ultrafilter %

on X. Furthermore, there exists a positive ultrafilter 7/ on N.

Proof. To prove the first part of the theorem, let % C 2% be the set of all cofinite

subsets of X and apply Zorn’s lemma to
{F c2X : Fo € F and F satisfies (i) - (iii) in Definition 4.2.11}

to get a maximal such family %/, which must be an ultrafilter. Finally, if A is finite,
9%/ contains the cofinite set A€ and hence A ¢ % .
To prove the second part, let 77 C 2" be the set of all sets of lower density 1 and

apply Zorn’s lemma to

{F <2V F C F and F satisfies (i) - (iii) in Definition 4.2.11}
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to get a maximal such family %/, which must be an ultrafilter. Furthermore, if A C X

has upper density 0, then X \ A has lower density 1 and consequently A ¢ %7. [

Definition 4.2.14 (Vertex-colouring induced by %/). Let r > 2 and suppose the
edges of an infinite graph G are coloured with r colours. Let % be a non-trivial
ultrafilter on V(G). Define a colouring ¢y : V(G) — [r] where cg (v) =i if
and only if N;(v) € % . Since V(G) \ {v} € % for all v € V(G), it follows from
Proposition 4.2.12 (ii) that ¢4 is well defined. We call ¢4 the vertex-colouring
induced by % .

The following propositions allow us to use ultrafilters to embed the desired sub-

graphs in the proof of Theorem 1.4.11 and Theorem 1.4.15.

Proposition 4.2.15. Let k > 2, let G be a one-way k-locally finite graph and let H
be graph such that {U, ..., Uy} is a partition of V(H) with |U{| = - - - = |U| = o
and, for everyi € [ k] and every finite subset W C U1 U- - -UU;_y, the set of common
neighbours of W in U; is infinite. Then, there is an embedding f of G into H with
Ui Crgf.

Proposition 4.2.16. Let G be an infinite O-ruled graph and let H be a graph having
the property that for every finite set of vertices W C V(H), the set of common

neighbours of W is infinite. Then we can embed G surjectively into H.

Given a k-partite graph G with parts Vi,...,V, and a set S € V(G), the left
neighbourhood cascade of S is the tuple (S, ..., S;), where Sy = S N Vi, and for
all 1 <i<k—-1,8=(SUUi, NS NV
Proof. Let Vi UV, U --- UV, be a partition of V(G) into independent sets which
witness the fact that G is one-way k-locally-finite (in particular V; is infinite). We
will assume that V(G) = N and that it is ordered with the natural ordering. We
will construct an embedding f iteratively in finite pieces. Initially, f is the empty

embedding. Then, for each n € N, we will proceed as follows: let

Sy, = {min(V; \ dom f) : i € [k] with V; \ dom f # 0}.
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That is, S, contains the smallest not yet embedded vertex of each V; which is not
completely embedded yet. Let (71, ..., T ) be left neighbourhood cascade of S,
in G. We will now extend f to cover (J;ex) Tin- Observe that T; , is disjoint from
dom f for all i € [k] since we embedded the whole left neighbourhood cascade in
every previous step. Since Vj is infinite, 7}, is non-empty. Let Tl”n CU\rgf
be the set of |77 ,| smallest vertices in U; \ rg f and extend f by embedding 77,
into Tl”n arbitrarily. By assumption Tf,n has infinitely many common neighbours in
U,. Since rg f is finite, we can select a set TZ/,n C (Un N" (Tf,n)) \ rg f of size
|75 ,|. Extend f by embedding 75, into Tzl,n arbitrarily. Similarly, we can extend f
by embedding 7; , into appropriate sets 7}, foralli =3, ... k.

Since we maintain a partial embedding of G into H throughout the process and
every vertex of G will eventually be embedded (by choice of S, which contains
the smallest not yet embedded vertex of V(G)), the resulting function f defines an
embedding of G into H. Since we cover the smallest not-yet covered vertex of U

in each step, we further have U C rg f. [

Proof of Proposition 4.2.16. Let vi,v;,... be an enumeration of V(G) and let
up,up,... be an enumeration of V(H). Suppose we have already embedded
{vi,...,vn-1} (and no vertex v; with i > n) into H for some n € N. Call the partial
embedding f,* and let u;, be the vertex of smallestindex in V(H)\ f({v1, ..., va_1}).
Since G is O-ruled, there exists a vertex v, € V(G) with p > n such that v, has no
neighbours in {vy,...,v,—1}. We set f(v,) = u;, and we embed all vertices from
{Vn,...,vp_1} into H one at a time (using the property that every finite subset of
V(G) has infinitely many common neighbours). Continuing in this way, we clearly
obtain an embedding of G into H. Since we embed the vertex of lowest index among

the remaining vertices in every step, this embedding is surjective. 0

4.2.5 Bipartite Ramsey Densities

In this section we prove Theorem 1.4.8. An infinite graph G is said to be infinitely
connected if G remains connected after removing any finite set of vertices. Note

that every vertex of an infinitely connected graph has infinite degree. Given some

3We will update f in every step.
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set of vertices S C V(G), we say that S is infinitely connected if G[S] is infinitely
connected. Similarly, we call a set S C V(G) infinitely linked if for all distinct
u,v € §, there are infinitely many internally vertex-disjoint paths in G from u to v
(note that the internal vertices of these paths need not be contained in the set S).
Note that every infinitely connected set is also infinitely linked but the converse is
not true (for example, both parts of Ky are infinitely linked but not connected).
Further note that if Sy, ..., Sg are sets, each of which is infinitely linked, then there
are disjoint paths Py, ..., Pr such that Py U ... U Py covers S1 U ... U Sk.

If G is a coloured graph and c is a colour, we say that G is infinitely connected in ¢
if G, (the spanning subgraph of G with all edges of colour ¢) is infinitely connected.
A set S C V(G) is infinitely connected in colour c¢ (infinitely linked in colour c)
if S is infinitely connected (infinitely linked) when restricted to G.. S is called
monochromatic infinitely connected (infinitely linked) if it is infinitely connected in
some colour c.

The following proposition easily implies Theorem 1.4.8.

Proposition 4.2.17. Every 2-edge-coloured Ky can be partitioned into a finite set

and two monochromatic infinitely linked sets X and Y .

Proof of Proposition 4.2.17. Let V1, V, be the parts of the bipartite graph and let
U, , % be non-trivial ultrafilters on V; and V,. Fori = 1,2, let B; C V; be the blue
vertices in the induced vertex-colouring and let R; = V; \ B; be the red vertices.
Case 1 (JR;| = |R2| = |Bi| = |Bz| = o). If there is an infinite red matching
M between R; and R;, then X := R U R is infinitely linked in red. Indeed, if
V1,v2 € Ry or vy, vy € Ry, then they have infinitely many common red neighbours
using properties of the ultrafilter. If vi € Ry and v, € R;, we will construct infinitely
many internally disjoint paths of length 5 between x¢ := v| and x5 := v; as follows:
let x,x3 € E(M) sothat x; € Ry and x3 € R;, and let x| be a common red neighbour
of xo and x; (of which we have infinitely many as above) and x4 be a common
neighbour of x3 and xs. It is clear that xo, . . ., x5 defines a red path and that we can
construct infinitely many internally disjoint paths like this. If there is no infinite red
matching between R; and R;, then there is a finite set S so that X := (R U Ry) \ S

induces a complete blue bipartite graph with parts of infinite size and hence is
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infinitely linked in blue. Similarly, there is a set Y C By U B; which is co-finite in
B U B; and infinitely linked in red or infinitely linked in blue.

Case 2. Suppose without loss of generality that R is finite. Itis easy to verify that
X = B; U B; is infinitely linked in blue and Y := R, is infinitely linked inred. [

The following corollary might be useful to make progress on Question 1.4.6.

Corollary 4.2.18. Suppose the edges of Ky are 3-coloured and that there is some
colour a such that all but finitely many vertices have infinite degree in colour «.

Then, there is a monochromatic copy of P, with upper density at least 1/2.

Proof. Let G, be the spanning subgraph induced by all edges of colour @. By
deleting vertices if necessary we may assume that every vertex in G, has infinite
degree. We separate two cases.

Case 1 (G, is infinitely connected). In this case G, contains a spanning path by
Lemma 4.2.20 below.

Case 2 (G, is not infinitely connected). In this case there is a finite set S so
that G, [N \ S] is disconnected. Let V| be one component and V, := N\ (S U V).
Then V; and V, induce a 2-edge-coloured bipartite graph and both V| and V, are
infinite since every vertex has infinite degree in G,. Thus the result follows from
Theorem 1.4.8. O

4.2.6 Trees

In this subsection, we will deduce Theorem 1.4.10 from the following four lemmas.

Lemma 4.2.19. For any 2-edge-colouring of Ky, there are sets R and S such that
(i) RU S is cofinite,
(ii) if R is infinite, then it is infinitely connected in red, and
(iii) if S is infinite, then it is infinitely connected in one of the colours.

Lemma 4.2.20. Let T be an infinite tree which contains an infinite path. If G is an

infinitely connected graph, then G contains a spanning copy of T.
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Lemma 4.2.21. Let G be a 2-edge-coloured Kn. There exists a set A C N, a vertex

v € A, and a colour ¢ such that every vertex in H := G.[A] has infinite degree and
d(Ng(v)) = 1/2.

Lemma 4.2.22. Let T be an infinite tree with at least one vertex of infinite degree.
If G is a graph in which every vertex has infinite degree, then for all v € V(G), G

contains a copy of T covering Ng(v).
It is now easy to prove Theorem 1.4.10.

Proof of Theorem 1.4.10. Suppose the edges of Ky are coloured with two colours.
If T does not have an infinite path, it must have one vertex of infinite degree and
therefore the theorem follows immediately from Lemmas 4.2.21 and 4.2.22. So
suppose T has an infinite path. By Lemma 4.2.19, there is an infinite set A with
a(A) > 1/2 and a colour ¢, so that the induced subgraph on A is infinitely connected
in c. By Lemma 4.2.20, there is a monochromatic copy of 7 spanning A and we are
done. [

It remains to prove the four lemmas. We will use basic properties of ordinals, see

[70, Chapter 6] for an introduction.

Proof of Lemma 4.2.19. Fix a 2-edge-colouring of Ky. We define a sequence of
sets R,, Sy, for all ordinals «, as follows. Let So = N. For each «, we define R, to
be the set of vertices in S, whose blue neighbourhood has finite intersection with
Sq, and we set So1 = So \ Re. If A is a limit ordinal, then we define S, to be the
intersection of the sets S,, for @ < A.

Note that the sets R, are pairwise disjoint, and hence there is some countable
ordinal y such that R, = 0 for all @ > y. Let y* be the minimal ordinal such that
R, is finite; it follows then that Rg = @ for all 8 > y*. Set

R:U{Ra:a<)/*}.

(Note that y* may be 0, in which case R = 0.)
Suppose that R is infinite. Then y* > 0 and R, is infinite for all @ < y*. Let
u,v € R withu € R, and v € Rp for some @ < f < y*. It follows that the red
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neighbourhoods of both u and v are cofinite in Rg. Since Rp is infinite, this implies
that there is a red path of length 2 connecting u and v, even after removing a finite
set of vertices. Hence R is infinitely connected in red.

Set § = §)41. Then RUS = N \ Ry+, so R U S is cofinite. Moreover, since
Ry+41 = 0, it follows that for every v € S, the blue neighbourhood of v has infinite
intersection with S. Now suppose that S is not infinitely connected in blue. Then
there is a finite set ' C S and a partition S \ F' = X UY such that X and Y are both
nonempty, and every edge between X and Y is red. Note that X and Y must both be
infinite, since if xo € X and yg € Y then X U F and Y U F must contain the blue
neighbourhoods of xy and yg (both of which are infinite) respectively. But then the
red graph restricted to X UY = S\ F is infinitely connected. [

Proof of Lemma 4.2.20. Let t; € V(T) and v; € V(G) (we think of #; as being
the root of the tree and v; as the embedding of the root in G). We will build an
embedding f of T into G recursively, in finite pieces, at each stage ensuring that we
add the first vertices of V(T') \ dom f and V(G) \ rg f into the domain and range of
f respectively. Initially, let f(¢;) = v; and v;,5; = v. Since T has an infinite path,
it has an infinite path starting at #;. Denote by Py such a path. We will proceed as
described by the following Algorithm 1.

Algorithm 1
1: while True do
2: Let vyeyr := min(V(G) \ 1g f).
3: Let Q,ext € G be a finite path from v, to v,ex; Which is internally disjoint
fromrg f.
Let T,y € V(T) be the next |V (Qyexr)| — 1 vertices of Py \ dom f.
Extend f by embedding V(Tyex) \ {Vias:} into V(Quext)-
Update Viast = Vnext-
Let X C dom f be the set of t € dom f for which S; := Nr(z) \ dom f # 0.
forz € Sdo
Embed min(S) into an arbitrary vertex in Ng(f(¢)) \ rg f.

D AN

First, note that we can always follow lines 3 and 9 of Algorithm 1 since G is
infinitely connected and in particular every vertex has infinite degree. Let f :
V(T) — V(G) be the function produced by Algorithm 1. We need to prove that f
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is well-defined, surjective and an embedding of 7.

Clearly, every vertex on the path Pr will be eventually embedded. Furthermore,
since we always embed the smallest not yet embedded neighbour of every previously
embedded ¢+ € V(T) in line 9, every other vertex will be embedded eventually as
well. Therefore, f is well defined. Since in line 2 we choose the smallest not yet
covered vertex v,.y; and later embed a vertex into v, f is surjective. Finally,
by construction of f, it defines an embedding of 7" into G (whenever a new vertex
t € T is embedded, its parent ¢’ is already embedded and we make sure that f(¢) is
adjacent to f(1)). [

Proof of Lemma 4.2.21. Fix a 2-edge-colouring of Ky;. We claim that there are sets

Ry, By, S, for all ordinals @ with the following properties.

(i) There is a unique ordinal y* such that R, U B, is infinite for all @ < ¥,

finite for @ = y* and empty for all @ > y*. We denote R = |J,<y+ R and
B =g<y Ba-

(ii) Sq = S, for all ordinals @, @’ > y*. We denote § = Sy+,7.
(iii) R, B, S are pairwise disjoint and R U B U § is cofinite.

(iv) If v € R, for some ordinal 7y, then v has finitely many blue neighbours in

(v) If v € B, for some ordinal y, then v has finitely many red neighbours in

(vi) Every v € § has infinitely many neighbours of both colours in S.

Indeed, we can proceed similarly as in Lemma 4.2.19: Let So = N. For each
a, we define R, to be the set of vertices in S, whose blue neighbourhood has
finite intersection with S,, and B, to be the set of vertices in S, \ R, whose red
neighbourhood has finite intersection with S, \ R,. We thenset Sy,+1 = S\ (RyUBy,).
Observe that, if R, U B, is finite, then R,.1 U By, is empty. Hence, the rest of the

construction is analogous.
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If R U B is empty, then let A = § and choose an arbitrary vertex v € §S. Since A is
cofinite in N, either the blue or the red neighbourhood of v in A has upper density at
least 1/2. Since every vertex in A has infinite degree in both colours, we are done.

If R U B is non-empty it must be infinite (by the way R and B are defined). Since
RUBUS = (RUS) U (BUJS) is cofinite, we may assume without loss of generality
that R is non-empty and d(RUS) >1/2. Let A=RUS andletv € Ry be arbitrary
(if R is non-empty, then Ry must be infinite). Clearly every vertex in A has infinite
red degree in A and since v has only finitely many blue neighbours in A, we are
done. [

Proof of Lemma 4.2.22. Lett; € V(T) be a vertex of infinite degree and let vi = v
from the statement of the theorem (again we think of #; as being the root of the
tree and v; as the embedding of the root in G). We will build an embedding f of
T into G recursively, in finite pieces, at each stage adding one more child of every
previously embedded r € T (unless all children have been embedded already). The
embedding strategy is very similar to that in the proof of Lemma 4.2.20. Initially,
let f(#1) = vi. We will use the following Algorithm 2.

Algorithm 2
1: while True do
2: for r € dom f do
3: if S := Nr(t) \ dom f is non-empty then
4: Embed min(S) into min(Ng(f(2)) \ rg f).

First, note that we can always follow line 4 of Algorithm 1 since every vertex
in G has infinite degree. Let f : V(T) — V(G) be the function produced by
Algorithm 2. We need to prove that f is well-defined, an embedding of T and that
Ng(v) € dom f.

Since we always embed the smallest not yet embedded neighbour of every previ-
ously embedded ¢t € V(T') in line 4, every other vertex will be embedded eventually
as well. Therefore, f is well defined. Furthermore, by construction of f, it defines
an embedding of 7" into G (whenever a new vertex ¢t € T is embedded, its parent
t’ is already embedded and we make sure that f(7) is adjacent to f(¢’)). Finally

note that we are infinitely often in line 4 when ¢t = #; since Ny (¢1) is infinite.

130



4 Ramsey Problems for Infinite Graphs

Since we always choose the smallest available vertex in Ng (v) \ rg f, it follows that
Ng(v) Crgf. O

4.2.7 Graphs of Bounded Chromatic Number
In this section we will prove Theorem 1.4.11.

Proof of Theorem 1.4.11. (i). Let r > 2 and let G be a one-way 2-locally finite
graph. Suppose the edges of Kjy are coloured with » colours and let % be a non-
trivial ultrafilter on N. Let c4 be the vertex-colouring induced by %/ and for all
i € [r], let A; be the set of vertices receiving colour i. Without loss of generality,
suppose that d(A1) > 1/r. If A; ¢ %, then A{ € % and therefore every finite set
§ C Aj has infinitely many common neighbours of colour 1 in A{. Hence, using
Proposition 4.2.15 with Uy = A and U; = Af, we can find a monochromatic (in
colour 1) copy of G containing A;. If A € %, then every finite set S C A has
infinitely many common neighbours of colour 1 in A. Hence, since every one-way
k-locally finite graph is O-ruled, we can use 4.2.16 to find a monochromatic copy of
G (in colour 1) covering A;. Since d(A;) > 1/r, this finishes the proof.

(ii). Let k > 2 and let G be a one-way k-locally finite graph. Suppose the
edges of Ky are coloured with 2 colours and let % be a non-trivial ultrafilter on
N. Let ¢y, be the vertex-colouring induced by %, and for all i € [2], let A;; be
the set of vertices receiving colour i. Choose i; € [2] so that A;;, € % and let
i1 = 3 —1i;. Now let % be a non-trivial ultrafilter on V, = ALi? and let ¢4, be the
vertex-colouring of V; induced by %4 (unless V; is finite, in this case we will stop the
iteration). For all i € [2], let A,; be the set of vertices receiving colour i. Choose
i so that A, ;, € %5 and let i’2 =3—-1i. LetV; := Az’ié and continue in this manner
until the point at which there exist # € N so that V; is finite or there are j € [2],
and a set / C [¢] with |[I| = k — 1 and A;; € % for all i € I. Note that, by the
pigeonhole principle, t < 2k — 3 and suppose without loss of generality that j = 1.
Set Vii1 == V; \ A;1. One of the sets Ay, A2y, ..., A, Vis1 has upper density
at least 1/(z+ 1) > 1/(2k — 2). If, say, a(Ag,,-[) > 1/(2k — 2) for some ¢ € [t],
then applying Proposition 4.2.16 with colour i, gives a monochromatic copy of G

covering A¢;,. Otherwise, we have d(Vis1) > 1/(2k = 2) (and in particular we did
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not stop because V; is finite). Set Uy = Vyyq, and let {Ua, ..., Ur} = {A;1 :i € [} in
reverse order (that is U; corresponds to max(/) and so on). Then, using properties
of our ultrafilters, for every s € [k —1], every finite set S € U; U. .. U; has infinitely
many common neighbours of colour 2 in Ug,1. Hence, applying Proposition 4.2.15
with colour 2 gives a monochromatic copy of G covering V4.

(iii). We will use the following notation. Given ij,i» € Ny, and L; € N! and
L, € N2 we write L; < L, if L; is an initial segment of L,. Furthermore, given
L= (ji,...,J;) € N for somei € N, we define L™ := (ji, ..., ji_1).

The process is very similar to (ii) but more technical. Suppose the edges of
Ky are coloured with r colours and let ¢ = (k — 2)r + 1. We will define sets A,
for L € UYL, [r — 1]" and colourings x| : {AL : L € U?:_Ol [r —1]'} — [r] and
x2 UL, [r = 11" — [r] with the following properties.

(a) Thesets A;, L € U,-q:() [r— 1]/, are pairwise disjoint and their union is cofinite.

(b) For every L € U?zl[r — 1]%, AL is empty or every finite set S C Ay has

infinitely many common neighbours of colour y;(Az) in Ar.

(c) Forevery L € Ule [r—1]¢, AL is empty or every finite set S C | J; ., Ay has

infinitely many common neighbours of colour y»(L) in Az-.

We will construct these sets and colourings recursively. In the process, we will also
construct sets By and ultrafilters % on By, for every L € UL, [r — 11",

Let B(y = N and let % be a non-trivial ultrafilter on B ), where () denotes the
empty sequence. Let c, be the vertex-colouring induced by . Let c be the
colour so that A(), the set of vertices of colour ¢, is in %() and let y1(A()) = c. Let
[r]\{c} =1{j1,...,jr—1} and, fori € [r—1], let B(;, be the set of vertices receiving
colour j; and let let x7((7)) = J;.

In the next step, we proceed as follows for every ip € [r — 1]. If B(;) is finite,
let A¢,) = B, = 0 for every i € [r — 1]. Otherwise, let %(;,) be a non-trivial
ultrafilter on B ;) and let Uy be the vertex-colouring induced by %/;,). Let c be the
colour so that A(;)), the set of vertices of colour c, is in %;,) and let y1(A;,)) = c.
Let [r] \ {c} = {j1,...,Jr-1} and, for i € [r — 1], let B(;, ;) be the set of vertices

receiving colour j; and let let x»((ig, 7)) = Jj;.
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We proceed like this until we defined the sets By, for every L € [r — 1]7 and let
Ap := By forall L € [r—1]9. Itis easy to see from the ultrafilter properties that the
above properties hold.

Therefore, for every L € U?:_Ol [r — 1]/, AL is empty or can be covered by a
monochromatic copy of G by Proposition 4.2.16 (since every one-way k-locally
finite graph is O-ruled). Furthermore, for every L € [r — 1]9 for which Ay
is non-empty, we find k — 1 sets Ly < ... < Li_; < L of the same colour

w..t. y» by pigeonhole principle. Therefore, applying Proposition 4.2.15 to

Uy = AL;,~-~,U2 = ALZ—I’UI := A, we find a monochromatic copy of G
covering Ay. Since, there are C := l.qzo(r - l)i sets Az, one of them has upper
density at least 1/C. ]

The above proof immediately shows that for every one-way k-locally finite graph G
and every r-edge-coloured Ky, there is a collection of at most f(r, k) monochromatic
copies of G covering a cofinite subset of N, where f(r, k) is as in the statement
of Theorem 1.4.13. In order to obtain Theorem 1.4.13, we need to guarantee
that these copies can be chosen to be disjoint. To do so, instead of applying
Propositions 4.2.15 and 4.2.16, we will embed the graphs simultaneously doing one
step of the embedding algorithms of Propositions 4.2.15 and 4.2.16 at a time always
making sure not to repeat vertices (which is possible since we have infinitely many
choices in every step but only finitely many embedded vertices). Otherwise, the

proof is exactly the same and therefore we will omit it.

4.2.8 Graphs of Bounded Ruling Number
In this section, we will prove Theorems 1.4.15 and 1.4.19.

Proof of Theorem 1.4.15. Let G be a finitely ruled graph and suppose the edges of
Ky are coloured with r colours. Let %/ be a positive ultrafilter on N and, for i € [r],
denote by A; be the set of vertices of colour i in the induced vertex-colouring by % .
Suppose without loss of generality that A} € % . Since G is finitely ruled, there is
a finite set S such that G[S¢] does not have finite dominating sets and in particular
G|[S¢] is O-ruled.
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We will now construct the embedding f : V(G) — N. First embed S into an
arbitrary monochromatic clique in A; of colour 1 and size |S| (such a clique can be
found easily since A € % guarantees that every finite set F C A; has infinitely
many common neighbours in colour 1). Let A} be the common neighbourhood in
colour 1 of f(S) restricted to A; and note that A7 € % and hence satisfies the
assumptions of Proposition 4.2.16. Therefore, G[S¢] can be surjectively embedded
into A’1 , and we can extend f to an embedding of G. Since % is a positive ultrafilter,

A} € f(V(G)) has positive upper density, and we are done. ]

Proof of Theorem 1.4.19. Colour the edges of Ky using the Rado colouring. Sup-
pose now that V is the vertex set of a monochromatic copy of G, say in colour
i € [2]. Then for each N € N, we have

where we write A C* B if A \ B is finite. It follows from Observation 4.2.4 that
d (Uver, Ni(v)) = 1 = d (Nyep, N3-i(v)) = 1 — 27!l for every n € N. Therefore,

we have
(N N
d(ﬂ U Ni(v)) < ]_[(1 — 271Euly
n=1veF, n=1
and hence . .
d(v) < l—l(l — 271l < nexp (—2_|F"|) i
n=1 n=1

It is well-known that an infinite product []7, @,, with @, € (0, 1), converges to 0 if

and only if
> log(ay) = —oo.
n=1

Since |F,| < log,(n) for all sufficiently large n, we have

log (exp (—2_|F"|)) < -1/n.

By the limit comparison test and the divergence of the harmonic series, it follows
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that d(V) = 0. O
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Robust Triangle Tilings

5.1 Overview

In this chapter, we are going to prove the following result.

Theorem 1.5.9 (Allen et al. [3]). There is a constant C > 0 such that for all n € N
divisible by 3, all p > C(logn)'3n=2/3 and all n-vertex graphs G with 5(G) > 2n/3,
G has a triangle tiling w.h.p.

In fact we shall prove the following similar theorem with a super-regular host-

graph, which might be of independent interest.

Theorem 5.1.1. For every d > 0 there exist constants € > 0 and C > 0 such that
the following is true for every n € N and p > C(logn)'3n=2/3. If T is a tripartite
graph with parts V', V2, V3 of size n so that T is (e, d*, d)-super-regular, then r,

contains a triangle tiling w.h.p.

We will deduce Theorem 1.5.9 from Theorem 5.1.1 in Section 5.5. The proof is
quite technical and long, but uses standard methods in extremal graph theory. The
proof of Theorem 5.1.1 is the main challenge and will span several sections. We

will describe the general set-up and proof outline here.

5.1.1 Set-up

Constants: There are a few constants which we shall use repeatedly throughout

this chapter. We will define all of them here for convenience and they remain fixed
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throughout the proof. They will obey the following hierarchy
0<gl/Cxéd<xnpsny<a<xd<l. (5.1.1)

By this we mean that given some d as in the statement of Theorem 5.1.1, we can
choose the remaining constants from right to left such that if we choose each constant
sufficiently small (in terms of some function of the already chosen constants), then
all the required inequalities between the constants in the proof will hold. In more
technical proofs, we sometimes require the use of other constants and we will always
explicitly state their relation to the constants above. The complete list of constants

we will use obeys the following hierarchy
O<egl/Cxée<xnpsy<pf <xy<xpf <p<xaxd<l. (5.1.2)

The host-graph I': By Lemma 2.2.4, it suffices to prove Theorem 5.1.1 for
(e,d,d — &)-super regular 3-cylinders (that is, all pairs have density exactly d).
Throughout the rest of this chapter, we will fix some n € N, disjoint vertex-sets
V1, V2 and V3of size n, and a tripartite (&, d, d — £)-super-regular graph I' with parts
V1 V2 V3. We will assume that 7 is sufficiently large in terms of all fixed constants
whenever necessary.

(Very) high probability: We further fix some probability p > C(logn)'/3n=2/3
throughout the chapter. As & and C feature at the bottom of our constant hierarchy
(5.1.1), we can always push & as small and C as large as we want, as long as they
are independent of n. Therefore, for brevity, we will say ‘w.h.p. ... as shorthand
for ‘there exist C > 0 and € > 0 such that w.h.p. ...’ throughout the rest of this
chapter. Note that if we have two events E1, E> which hold w.h.p., then by taking a
union bound, it follows that £ N E; holds w.h.p. However, we can only iterate this
constantly many times (i.e. f(&’,n,n’, @, d) many times for some function f) and
we sometimes need to take larger union bounds. We will also say that an event holds
with very high probability (w.v.h.p.) if for any K > 0, there exists a large enough
C > 0 and a small enough & > 0 such that the probability that the event holds in
['pisatleast 1 — n~K. This allows us to take union bounds over polynomially many

events. E.g., given events Ey, ..., E,s which hold w.vh.p., E; n...N E, s holds
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5 Robust Triangle Tilings

w.v.h.p. as well.

Special vertex-sets and induced subgraphs: Let 'V := {0} UV! U (V! xV?) U
(V! x V2 x V). That is, an element u € V is a vector of some length 0 < £(u) < 3
such that for each i < £(u), we have that u contains exactly one vertex from V',

Now given u = (uy,...,ur) € V for some ¢ € [3], let

. Vi\{u;} forl<i<¢
Ve i=4 (5.1.3)
- V! for{+1<i <3,

denote the vertex-sets after removing the vertices which feature in u. We will also
at times want to consider the subsets which leave out not only the vertices in u but
also some extra vertices which lie in V/*!, say u and v. We define Vﬂiﬂ,ﬁf = Vb_’; for
alli # ¢+ 1and VL, .= VA {u, v},

Given some u € V, we consider the graph induced after removing the vertices of

- i
Lo =T U,ops Ve -

Similarly, given u of length £ and a pair of vertices u and v in V*!, [y denotes

u, that is

the graph induced on the vertex-sets V, as above.

i
it

Triangles: For a graph G, Tr(G) denotes the set of triangles in G, for a vertex
v € V(G), Tr,(G) denotes the set of pairs in G which form a triangle with v.

Embeddings of partial triangle tilings: We will be concerned with embedding
partial triangle tilings in a given host graph. For ¢ € [n], we therefore define H; to be
the graph on vertex-set [#] X {3}, whose edges consist of the edges {{(s, 1), (s, )} :
s € [t],i # j € [3]}. Thus H, simply consists of ¢ labelled vertex disjoint triangles.

Given a graph G on V! U V? U V3 (usually G = I',), we define ®'(G) to be the
collection of labelled embeddings of H; into G, which map [7] X {i} to a subset of
Vi for i € [3]. We will be interested in embeddings that fix certain vertices to be
isolated.

Given u = (uy,...,up) € V of length ¢ < 3 and r € [n — 1], we define
®L(G) € D'(G) to be those ¢ € D'(G) for which ¢((s,i)) # u; for all i € [£] and
5 € [¢] (that is, we fix the £ vertices in u to be isolated in the embedding of H;).
Note that if u = 0, then @,,(G) = ®'(G).
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5.1.2 Proof Outline

We will deduce Theorem 5.1.1 from the following two propositions. The first

proposition counts ‘almost-tilings’.

Proposition 5.1.2. W.v.h.p., we have
@ (T))] = (1 =)' (pd)™ (n1)?. (5.1.4)

forallt < (1 -n)n.

In order to go beyond Proposition 5.1.2, we need different techniques. The
second proposition allows us to extend incomplete triangle tilings by embedding

further triangles one by one.

Proposition 5.1.3. W.v.h.p., the following is true for every integer (1 —n)n <t <n
and every Tt =1(n) > (1 —n'/2)". If

[@'(Ty)| 2 7(pd)™ (n1,)?

then
| 1(T))| > ar(pd)* ™V (n!(141))*.

The proof of Proposition 5.1.3 is the main difficulty of this chapter and is techni-
cally involved. In order to count embeddings of partial triangle tilings in ®'*! Tp),
we will first count how many candidates there are in ®'(I",,) (by fixing certain ver-
tices to be isolated). If there are many triples of vertices which are isolated in many
embeddings then we can argue that many of these triples actually host triangles and
thus extend to embeddings in ®*! (I"p). When considering embeddings which leave
certain vertices isolated we also do this in steps, growing our set of isolated vertices

one vertex at a time. The key step is captured by the following lemma.
Lemma 5.1.4 (Local distribution Lemma). W.v.h.p., the following holds for all

¢ € [3], all integers (1 —n)n <t < nand all u = (uy...,up—y) € V. If
t=1(n) > (1 -n")" and

®L(Ty)| 2 T(pd)* ((n = 1) (1),
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then for all but at most an vertices uy € V*

2
@l ()| 2 (%) (pd)™ ((n = D1)‘ (n1)*~, (5.1.5)

where u’ = (u,ug) € V.

In Section 5.2, we will provide some results on triangle counts in I',, which will
be useful in the remaining proofs. In Section 5.3, we will prove Proposition 5.1.3
(using Lemma 5.1.4 as a blackbox for now) and Proposition 5.1.2, and deduce
Theorem 5.1.1. In Section 5.4, we will prove Lemma 5.1.4 with a delicate argument

using entropy.

5.2 Counting Triangles in I’

The purpose of this section is to prove that certain properties of I', hold with high
probability. These properties regard triangle counts in I';, and their proofs use the
properties of regular tuples given in Section 2.2 and the probabilistic tools outlined

in Section 2.4.
Lemma 5.2.1. W.v.h.p., we have
ITr(T, [X1 U X2 U X3])| = (pd)?|1 X111 X211 X3] = 1000e(pd)*n’ (5.2.1)

forall X; C V', X, C V? and X3 C V.

We will frequently replace 1000 by &’ in the above equation, which we can do

since ¢ < &’.

Proof. We first show that the lower bound holds w.v.h.p. using Janson’s inequality.

Claim 5.1. W.v.h.p., we have
[Te(Ty[ X1 U X2 U X3))| = (pd)*|Xi|1Xa|1X5] ~ 100 (pd)’n’ (52.2)

forall X; C V', Xo C V* and X3 C V.
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Proof Fix X; C V!, X, c V?and X3 C V3 andletY := Tr(I'[X; U X» U X3]). We
may assume that
| X111X211X3] > 100en’ (5.2.3)

for otherwise (5.2.2) is trivially true. In particular, we have | X;| > en for all i € [3]

and thus Lemma 2.2.7 implies
Y| > &31X1||X2||X3| = 10en>. (5.2.4)
Consider now the random variable

X = | Ty [Xi UXa UXs])| = ) I,
AeS

where S = {Ar : T € Y} and Ar is the event that the triangle T € Y is presentin I'),.
Let
A:=E[X]=p* - |Y] 2 (pd)’|X1]|X2||Xs| = 10ep’n’. (5.2.5)

which in combination with (5.2.3) implies

1> & pind. (5.2.6)
Furthermore, we define
A= Z E [Lap1a,, ] < p°-1Y]-3n+p*- Y| (5.2.7)
T.T’eY: TNT'#0
= A3np* +1). (5.2.8)

where the inequality in (5.2.7) follows from the fact that there are at most |Y| - 3n
pairs of triangles intersecting in exactly one edge, no pairs intersecting in exactly

two edges and |Y| pairs intersecting in three edges. Hence Janson’s inequality
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(Lemma 2.4.2) implies
g?A?
P[X < (1-¢g)d] <exp (——_) (5.2.9)
2A
< exp (—83p3n3 : 21/&) (5.2.10)

< exp (—83p3n3 . l/(3np2)) + exp (—63p3n3) (5.2.11)

< exp (—10n) (5.2.12)

for all large enough n. Here, we used (5.2.6) in (5.2.10), and (5.2.7) in (5.2.11)
(more precisely, we used that (5.2.7) implies that A < 6Anp? or A < 22).

By (5.2.5), we have (1 —&)1 > (pd)?|X1||X2||X3| — 100e(pd)>n’. Hence, taking

a union bound over all choices of X; € V1, X, C V2, X5 C V3, we deduce that,
(5.2.2) holds w.v.h.p. forall X; ¢ V!, X, C V2, X3 C V3. u

We now show that the upper bound holds w.v.h.p. in the case when X; = V' for all
i €[3].

Claim 5.2. W.v.h.p., we have
ITe(T,)| < (pd)*n® +100e(pd)’n’. (5.2.13)
Proof. LetY =Tr(I') and let X = | Tr(I',)| = X7y I7. By Lemma 2.2.7, we have
Y| = d°n® + 10en’. (5.2.14)

It follows that
A:=E[X] = (pd)*n® + 10ep’n®. (5.2.15)

Using notations from the Kim-Vu inequality (Lemma 2.4.3), we have E; = np?,
E; =pand E3 = 1. Hence E’ = max{1,np?} < A"/ and E = A. Let u = A'/1% and

let ¢ = ¢(3) be the constant from Lemma 2.4.3. Then, for large enough n,

¢ (EENY?213 < e3* 316 < g
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Hence, we have

_p1/16

P[X > (1+&)A] <10cn* - e <e

for all large enough n. Here, the last inequality follows from (5.2.15) which implies

A > nlogn. This finishes the proof of the claim. [

We now conclude the proof of the lemma. W.v.h.p., both claims above hold
simultaneously. Suppose now both claims hold and fix X; € V!, X, C V2, X3 C
V3. Let U = ({X1, V' \ X1} X {X2, V2 \ Xp} X {X3,V?\ X3}) \ {(X1, X2, X3)} and
observe that

ITe(T, [ X1 U X2 U X3])| = [Te(T,)] - Z ITe(T, (U U Uy U Us))|
(U1,U2,U3)eU

< (pd)’1X111X2|1X3] + 800&(pd)*n’.

Here we used (5.2.13) to bound |Tr(Fp)| and (5.2.2) to bound each term of the form
|Tr(Fp [UjuUyu U3])|. This completes the proof. [

Corollary 5.2.2. W.v.h.p., we have
T, (T,)| = (1 = &) (pd)*n®

for all but at most €'n vertices v € V(I').

Proof. Let & =1000¢ and let G C I be any graph with
ITr(G[X1 U X2 U X3])| = (pd)’|X1]1X21X3]| £ &(pd)°n’ (5.2.16)

for all X; € V!, X, € V? and X3 C V3. Since (by Lemma 5.2.1) this is satisfied by
', w.v.h.p., it suffices to show that G satisfies the conclusion of Corollary 5.2.2. For
i € [3], let X; be the set of vertices v € V! with |Tr,(G)| < (1 - &’)(pd)3n?, and let
let Y; be the set of vertices v € V! with |Tr,(G)| > (1 + &')(pd)>n*. We claim that

|X1| < &/10 - n. Indeed, assuming the contrary, we have

ITe(G[ X, UVEU V)| < (pd)’ | X1 IV2IV?| - &(pd)’n’,
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contradicting (5.2.16). Using a similar argument, we can bound the sizes of X, and

X3, and Y7, Y and Y3, completing the proof. O]

Sometimes, we need an upper bound on | Tr, (I",)| which works for all v € V(I').
For this we simply upper bound this quantity by the number of triangles in G (3n, p)

containing a specific vertex using a result of Spencer [113].

Lemma 5.2.3. W.v.h.p., we have
|Trv(F[,)| < 10p3n?

for all vertices v € V().

In the remainder of this section we prove some more technical properties of I';,
which will come in useful in the proof of Lemma 5.1.4 (more specifically, in the

proof of Lemma 5.4.1).

Definition 5.2.4. For £ € [3],u = (u1,...,u;_1) € V,u,v € Viand J = {1, jo} :=
[3] \ {¢}, we define the following sets.

(i) Fuu) = {(y1,y2) € VI' x VI s uy1,uy2 € E(D), yi1y2 € E(T)p)}.

(i) Fuo(u,v) = {(y1,y2) € VJ' x VP : uyr,uys,vy1,vy2 € E(I), yiy2 €
E))}.

(i) Su(u) := {(y1,¥2) € VI' x VI 1 uy1,uy2, y1y2 € E(T))}.
We will show that F,(u, v) is large for most pairs of vertices u, v.

Lemma 5.2.5. Wv.h.p., the following holds for every € € [3], every choice of
u=(uy,...,ur—1) € Vandeveryu e Ve We have

|F,i(u, v)| > d’pn? /4

for all but at most &'n vertices v € V..

Proof. Fix some € € [3], u = (uy,...,ur—1) € V and u € V¢, We first use

regularity to show that there are many edges in the deterministic graph.
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Claim 5.3. We have
Er(Nr, (u,v))| > d’n*/2 (5.2.17)

for all but at most 2&n vertices v € VY.

Proof. Assume w.l.o.g. that £ = 3. Fori € [2], let X; = Np(u;V?) and for v €
V3\ {u}, let Y;(v) = Nr(u,v; V') C X;. Since I' is (&, d, d — )-super-regular, we
have |X;| > (d — &)n for both i € [2]. Fori € [2], let R; C V> bet the set of
vertices v € V3 for which |Y;(v)| < (d — €)?n and let R = R; U R5. It follows from
the e-regularity of (V;, V3), that |R;| < en for both i € [2] and hence |R| < 2en.
Furthermore, for every v € V3 \ R, it follows from the s-regularity of the pair
(V2,V3) that |Er(Y1(v) UYa(v))| = (d — €)°n®. This completes the proof. [ |

Observe now that each edge in Er(Nr, (1, v)) is present independently in I, and

hence it follows from Chernoff’s inequality that, w.v.h.p., we have
|F2(u,v)| > d’pn? /4

for all but at most 2en vertices v € V3. Taking a union bound over all ¢ € [3],

u=(up,...,ur—1) € Vandue V¢ completes the proof. O

An application of Janson’s inequality shows that, w.v.h.p., S,(u) is large for
all choices of (u,u) € V. We will require a slightly stronger and more technical
statement than this, showing that S,.(u) has large intersection with a given, reasonably
large set I C F,(u).

Lemma 5.2.6. Let € € [3], u = (u1,...,up—1) € Vandu € Ve Let {ji1, jo} =
[3] \ {¢}. Let F C F,(u) be a possibly random set which is independent from
{e € E(Tp) : e n{u} # 0} and assume |F| > apn?. Then, w.v.h.p., we have

|F 0 S, (u)] > p?|F|/2.

Proof. Fixt € [3],t € [n],u= (u,...,ur_1) € Vandu,v eV LetG, C I') be
the graph on V(I') consisting of all edges in E(I",) which are incident to u and let

'In other words, F is completely determined by revealing all edges which are not incident to u.
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Gy, =T, \ G,. Reveal G, and assume that A(G;;) < 4pn (a simple application of
Chernoff’s bound (Lemma 2.4.1) shows that this holds w.v.h.p.).

Let ¥ = {{uxy,uxz} : x1xp € F}. We will now use Janson’s inequality to show
that many pairs of edges in # are present in G, (we can treat ¥ as a fixed set here

since G|, is revealed).

Claim 5.4. W.h.p. (in G,), we have
|F S, ()| > p?|F|/2.
Proof. Note that |F| = |F| > apn?. Let

X =|FnS,w|= )" I

AeF

and note that we only need to reveal G, in order to determine /. Let

A1:=E[X] = p?|F] (5.2.18)
> ap’n® (5.2.19)
> C?logn. (5.2.20)
Furthermore, let

A= Z E[I4la] (5.2.21)

(A,ANeF?: ANA’#0
< 8p*|F|n+ p?|F| (5.2.22)
= A(1 +8p’n). (5.2.23)

Here, (5.2.22) follows from the fact that there are at most |F| - A(GS) = || - 8pn

pairs (A, A’) € ¥ intersecting in exactly one edge, and F pairs intersecting in two
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edges. Hence Janson’s inequality (Lemma 2.4.2) implies

P[X < 1/2-4] < exp (—g) (5.2.24)
< exp (—/l/(S(l + 8pn2))) (5.2.25)
< exp (=1/16) +exp (—/l/(128pn2)) (5.2.26)
<nCien” (5.2.27)

for all large enough n. Here, we used (5.2.23) in (5.2.25), the fact that 1+8pn? < 2or
1+ 8pn2 < 16pn2 in (5.2.26), and (5.2.19) and (5.2.20) in (5.2.27). This completes
the proof of the claim. [

]

5.3 Embedding (Partial) Triangle Tilings

5.3.1 Counting Almost Triangle Tilings
Here we prove Proposition 5.1.2.

Proof of Proposition 5.1.2. By Lemma 5.2.1, we have w.v.h.p.
ITe(T, [ X1 U X2 U X3])| = (pd)’ |1 X1 |1 X211 X3] = €' (pd)*n’ (5.3.1)

forall X; € V!, X, € V2 and X3 C V3. We will show by induction on ¢ that if I',
satisfies (5.3.1), then it satisfies

@' (T,)] = (1 =)' (pd)* (n!,)? (532)

for all integers ¢ < (1 — n)n, as claimed. (5.3.2) is trivial for # = 0. Suppose now
(5.3.2) holds for some integer 0 < ¢ < (1 —n)n. Fix some ¢ € ®'(I",) and let
X; C Vi i € [3], be the sets of vertices which are not in ¢(H"). Note that |X;| = n—t

for all i € [3]. Now the number of triangles which extend ¢ to an embedding in
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<I)t+1(Fp) is precisely |Tr(Fp [XiUX,U X3])| and by (5.3.1), we have

ITe(T, [ X1 U X2 U Xa])| > (pd)’1X111X0]1X5] — &' (pd)’n’
> (pd)*(n—1)° - & /n’ - (pd)*(n-1)°
> (1-n)(pd)*(n—1)°.

It follows from the induction hypothesis that

|1 (T,)| > [@(T))|- (1 - ) (pd)*(n —1)°
> (1-n)* (pd)* "™ (n!141)?,

finishing the proof. ]

5.3.2 Extending Almost Triangle Tilings

In this subsection, we will prove Proposition 5.1.3 using the local distribution
lemma (Lemma 5.1.4) as a blackbox for now. The main difficulty of this proof lies
in the following lemma. Here, given a graph G C T', a vertex v € V! and some
t € Ny, we denote by ®!,(G) C ®'(G) the set of embeddings ¢ € ®'(G) for which

o((1,1)) =v.

Lemma 5.3.1. W.v.h.p., the following is true for every T > (1 — n')" and every
integer (1 —m)n <t <n. Forallv e V!, if

|@L(T,)| = T(pd)* (n = 1)1 (nl))?,

then
@ ()] = Var(pd)> ™V (n = 1)1 (nl)?.

We first show how Proposition 5.1.3 follows from this.

Proof of Proposition 5.1.3. Let (1 —n)n <t < n and choose 1) so that

@ (T)p)| = 70 (pd)™ (n)*.
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If T > 19, there is nothing to prove, hence it is sufficient to prove the proposition for
all (1 —7’/2)" <1 < 19. Let Uy C V! be the set of vertices u; € V! for which

@, (T)| = d*10/100 - (pd)* (n — 1)1, (n!,)%.

It follows from Lemma 5.1.4 (with £ = 1) that, w.v.h.p., we have |U;|| > n/2. It

further follows from Lemma 5.3.1 that, w.v.h.p., we have
| (Tp)] = Vad®1o/100 - (pd)* @V (n = D (nls1).
for every u; € U,. Therefore, w.v.h.p., we have

@ (G)] > > |0kt (T,)]

urely
> n - Vad*9/200 - (pd)* ™D (n - 1) (nl41)>
> a1y - (pd)> ™V (m)!, (n141)?

> at - (pd)* "D (n)(nl41)*

for every 7 < 7. Taking a union bound over all (1 —n)n < t < n finishes the

proof. ]
It remains to prove Lemma 5.3.1.

Proof of Lemma 5.3.1. Let K > 100 and let @ = o'/5. Let G = I', and fix some

vi € V6. Let (1 —)n < t < n and choose 19 so that

|®% (T))| = 70(pd)* (n — D)(nl))>.

If T > 7, there is nothing to prove, hence it is sufficient to prove the proposition for
all (1 -7)" <71 < 1.
Given some i € [3], we call a sequence of vertices u = (uy, ... ,u;) € V! x...xV!
good if
[©,(G)] 2 & 1o (pd) ¥ ((n = 1) (1)
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Note that (v1) is good by definition. Let X»(v1) C Nr(vi;V?) be the set of vertices
us € Np(vy; V?) such that (v, u,) is good and degp (v, up) > d*n/2.

Step 1. With probability at least 1 — n~8%, we have | X»(v1)| > dn/2.

Given v, € V2, let X3(vi,v2) C Nr(vi,va:V?3) be the set of vertices u3 €
Nr(vi,v2;V3) such that {vi, vy, u3} is good. Furthermore, let Y3(vi,vy) C
X3(v1, vy) be the set of those u3 such that vous € E(G).

Step 2. With probability at least 1 — n=3K the following is true for every v, € V2. If
Vo € Xo(v1), then we have |Y3(vi,v2)| > pd*n/8.

Let now Z’' = Z’(V]) = {(ug,u3) € V2 X V3 Uy € Xz(vl),u3 € Y3(v1,u2)} and
Z =7Z(vy) = {(up,u3z) € Z" : {vi,un,us} is a triangle in G}. We will use Steps 1
and 2 to deduce the following.

Step 3. With probability 1 — n™*K, we have |Z’| > pd®n*/16 and A(G) < 4pn.

Step 4. With probability at least 1 — n=*K, the following is true in G. If |Z'| >
pd>n?/16 and A(G) < 4pn, then we have |Z| > (pd)3n®/32.

Before we prove the claims in Steps 1 to 4, let us deduce the lemma. Combining
Steps 3 and 4, we have |Z| > (pd)°n?/32 with probability at least 1 — n=2K,

Furthermore, for all (up,u3) € Z, the vector (vi,up,us3) is good and hence

QW(G)‘ > @%10(pd)* ((n— 1)!;)3. Therefore,
|q)tVT1(G)| = Z ‘CDW(G)
(u2’M3)€Z

> (pd)*n?[32 - @1o(pd)* (n - 1))’
> Var(pd)* ™V (n - 1)1 (nl)?

for all 7 < 19. Taking a union bound over all v; € Viandall (1-a)n <t <n
shows that the claimed result holds with probability at least n=X, finishing the proof.
It remains to prove Steps 1 to 4.

Proof of Step 1. Fori = 2,3, let A; := N(vy;V"). Furthermore, let A’ C V2 be the

set of vertices u, € V2 for which (vi,up)isgoodandlet A7 C V2 be the set of vertices
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up € V2 for which deg(v1, uo; V3) > d’n/2. Note that X»(v) = AxNASNAY. Since
(V1, Vi) is (e,d, d — £)-super-regular, we have |A;| > (d — &)n fori = 2,3. Since
(V2,V3) is g-regular, we have |A7| = (1-¢)n. Finally, it follows from Lemma 5.1.4,
that |A}| > (1 — @)n with probability at least 1 — n~8K and hence

1X2(v1)| = |42 0 A5 N AY| > dnj2,

as claimed. [ |

Proof of Step 2. Fix some v, € V. We may assume that v, € X,(v}), otherwise we
are done. In particular, we have viv, € E(I') and degp-(v1,v2; V?) > d?n/2. Let
X3 = X3(v1,v2) and Y3 = Y3(v,v2) C X3. It follows from Lemma 5.1.4 that

P [1X3] < d*n/4] < n™'OK. (5.3.3)

For us € V3, let Y,, be the indicator random variable which is one if and only
if vouz € E(G). Then |Y3| = X, cx, Yu;. Note that, in order to determine X3,
we do not need to reveal edges adjacent to v,. Therefore, X3 is independent from
Yy, 1u3z € V3}? and we have by Chernoff’s bound (Lemma 2.4.1)

P[Y3 < p|X;|/2] < e P18, (5.3.4)
Furthermore, if | X3| > d*n/4, we have
p|X3| = pd*n/4 > 100K logn (5.3.5)

for all large enough n. Hence, taking a union bound over (5.3.3) and (5.3.4), we
have
V3| = plX3]/2 = pd®n/8

with probability at least 1 — n~10K — ¢PIXI/8 > 1 — 2,~19K " Taking another union

bound over all v, € V? completes the proof. |

20ne can see this as a two-step process: first we reveal edges not incident to v; to determine X3,
and then we consider X3 as a fixed deterministic set.
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Proof of Step 3. By Steps 1 and 2

1Z'] = Z |Y3(vi,uz)| = dn/2 - pd*n/8 = pd’n®/16

ueXo(vy)

holds with probability at least 1 — 2n8€.  Furthermore, by Chernoff’s bound
(Lemma 2.4.1), we have A(G) < 4pn with probability at least 1 — n=8%. Hence the

claimed result follows from another union bound. |

Proof of Step 4. Let G| = G[V(G) \ {vi}] and let G, = G \ G (i.e. the graph with
all edges incident to v;). Note that G = G| U G,. Call an edge uru3 with u; € V2
and uz € V3 nice if viua, viuz € E(G). Observe that in order to determine Z’,
we only need to reveal G| and in order to determine the events {u,u3 is nice}, we
only need to reveal G,. Therefore, we can treat Z’ as a fixed set in the following
application of Janson’s inequality (Lemma 2.4.2). Furthermore, we may assume
that |Z’| > pd®n?/16 and A(G) < 4pn, otherwise there is nothing to prove. In

order to apply Janson’s inequality, define
A=E[|Z]] = pY1Z| = (pd)*n*/16 = C* - logn
and

A= Z P [e, f are both nice] < p*|Z’| + p°|Z'|8pn
e.feZ’: enf#0

= p?|Z'|(1 + 8p>n) < 24.

Here, we used in the first inequality that there are p?|Z’| pairs (e, f) sharing two
vertices and at most |Z’|8pn pairs (e, f) sharing exactly one vertex (using A(G) <

4pn). Thus, by Lemma 2.4.2, we have

P[|Z] < 1/2] < e V188 < ¢A/16 < ;=C?/16 < y=4K (5.3.6)
finishing the proof. u
u
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5.3.3 Completing Triangle Tilings

With Proposition 5.1.2 and Proposition 5.1.3 in hand the proof of Theorem 5.1.1

follows easily.

Proof of Theorem 5.1.1. First note that, w.v.h.p., both the conclusions of Proposi-
tions 5.1.2 and 5.1.3 hold simultaneously. We will now assume they hold and show

that this implies
o' (T,)| = (1 =) (pd)* (n!,)? (5.3.7)

for all (1 —n)n <t < n. Indeed, for t = (1 — n)n, (5.3.7) readily follows from

(the assumed conclusion of) Proposition 5.1.2. Assume now (5.3.7) holds for some

(1 =n)n <t <n. Sincen < n’ < a, we have

T:=(1- n)”a’_(l_n)” > (1-n)"a™
> (1 _ n)ne—log(l/a)nn

> (1-n)"(1-log(1/a)n)"
> (1-n")"

It follows from (the assumed conclusion of) Proposition 5.1.3 that (5.3.7) holds for

t + 1. In particular, we have
@ (T, = (1-n)"a™(pd)* (n))* = 1,

completing the proof. 0

5.4 Proof of the Local Distribution Lemma

5.4.1 A Simplification

Given some some ¢, ¢ and u = (uy,...,ur—1) as in the statement of Lemma 5.1.4,
we aim to prove a lower bound on the size of ¢>’E ; for almost all of the u, € V°.

Given that @, is large, a simple averaging argument shows that (5.1.5) is true ‘on
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average’ (i.e. if we take the average of ‘tbfE er (Fp)| over all uy € V%). The challenge

comes in proving that (5.1.5) holds for almost all choices of ug. In order to do this,
12

Citsttry

The key step is given in the following lemma.

we compare the difference in the sizes of @ for different choices of u, € VY.

Lemma 5.4.1. Wv.h.p., the following holds for all ¢ € [3], (1 —n)n <t < n,
u=(uy...,ur-1) €Vandu eVl If

@, ([T 2 (L=0) (pd)* (1= D1 (01,

then )
@ (T )( > (L) ‘
ey P71 = 10

for at least (1 — a)n vertices v € V..

cp@(r,,)) .

Indeed, with Lemma 5.4.1 in hand, Lemma 5.1.4 follows easily.

Proof of Lemma 5.1.4. Assume that the conclusion of Lemma 5.4.1 holds in I'),.
Fix e 3], (l-mn<t<nu=...,ur—1) € Vandt=1(n) = (1 -n")"
We may assume that

[©,(G)| = T(pd) (1 = D1 (n1)*,

otherwise there is nothing to prove. Now, for each ¢ € @ (G), we have ¢ €

P! (G) for exactly n — ¢ choices of u; € V¢. Therefore, we have that

2,

uev?

¥ y(G)] = (1= 1) |04(G)

> 7(pd)¥ ((n = 1)) () (n—1)
=7(pd)* ((n = 1)1 () (nl) >
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Therefore, by averaging, there must be some u* € V¢ such that

@ (6] 2 = () ((n = 11 (i) (1))
=7(pd)* ((n = 1)1 (n)*".

The result now follows from applying the conclusion of Lemma 5.4.1 with u* playing
the role of u. ]

5.4.2 Entropy lemma

Let us fix constants 8,8, 8”7,y > O satistyingn’ < " <y < ' < B < «a for
this section. We start with a few definitions. Given some ¢ € [3], ¢ € [n] and some
¢ € ®(T'), we define I¢(¢) C V¢ to be the vertices in V¢ which are isolated in the
embedded subgraph ¢(H,) (that is, I¢(¢) := V¢ \ rg ¢). If £ is clear from context,

we will drop the superscript. If we are further given some v € V¢, we define

0 ity e I(e),
(Né(H[)(v) e J) ifv ¢ I(e),

where J = [3] \ {¢}. So ¢, either returns an empty set, indicating that the vertex
v is isolated in ¢(H,), or it returns the pair of vertices which are contained in the

triangle containing v in ¢ (H;). We also define the function

1 if gy #0,
V(o) =10 £0} =1
0 if¢g, =0,

which returns 1 if v ¢ I(¢) and O otherwise. If the input ¢ of Y, is clear from context
then we simply denote Y, (¢) by ¥,. Note that the set {¢, : v € V¢} completely
determines the subgraph ¢(H;).

For a fixed v € V\ {u}, we will be interested in the distribution of ¢, if ¢ is
chosen randomly among a set of embeddings we wish to extend. In order to analyse
this, we use entropy. See Section 2.5 for the definition and basic properties. We

remark that there will be two independent stages of randomness in the argument.
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First, there is the random subgraph I', C I', and second, there will be a randomly
chosen ¢* € ®'(I';). In particular, the values of the entropy function A(¢*), h(¢})
are random variables themselves. However, once we reveal a particular instance
G =T, these values are deterministic. We proceed with the following important

definition.
Definition 5.4.2. Let /i = hi(n) := log ((pd)* - n?).
The relevance of this definition comes in the form of the following observation.

Observation 5.4.3. W.v.h.p., the following is true for all € € [3], (1 —n)n <t <n,
w=uy...,ur_) €Vandu eV Letu' := (u,u) and let ¢* be chosen uniformly
from @' (T'),). Then, h(¢;|Y, = 1) < h + &’ for all but at most €'n vertices v € V.

Proof. Let G =T'), be revealed. By Corollary 5.2.2, we have w.v.h.p.
T, (G)| = (1 + &) (pd)°n’

and in partcular log |S,(v)| < h+¢’ for all but at most &’n vertices v € V¢. Therefore,
by Lemma 2.5.1, we have h(¢*|Y, = 1) < h+¢&'. O

The purpose of this section is to prove the following lemma, which provides a
partial converse to the above observation, showing that for almost all vertices v € 143
h is a good approximation for the entropy h(¢*|Y, = 1).

Lemma 5.4.4 (Entropy lemma). W.v.h.p., the following is true for all € € [3],
(I-mn<t<nu= ... ,ur)€Vandu eV, Letu = (u,u) and let ¢* be
chosen uniformly from ®' ,(T',). Then, if

L, (Tp)| 2 (1= )" (pd)* (n = 1) (1),

we have h(¢%|Y, = 1) > h — B’ for all but at most B'n vertices v € V'.

In the remainder of this section, we will prove Lemma 5.4.4. Recall that V(I') =
V(I,) = VIUV2UV3. As above, for an embedding ¢ € ®(T") and some ¢ € [3], we
denote by I(¢) = I¢(¢) the vertices in V¢ which are not contained in the subgraph
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¢(H;). In the proof, we will describe ¢ by revealing the status of ¢, one by one for
each v € V! according to some linear order o of V¢ for some ¢ € [3]. In order to do
so, we need to make a couple of definitions. Given some ¢ € [3], an ordering o of

V¢, some Jj€[3]\{¢},somev e V! and some u € V, we define

Al(¢, 0 u) :=1a € Vt_{ ca¢ U Ny, (W)

weVl: w< v

and A,(¢,0,u) = Ujes A,{(¢, o,u), wehre J := [3] \ {¢}. We think of these
vertices as being ‘alive’ at the point we reveal ¢,. By ‘alive’, we mean that it is still
possible that ¢, reveals thata € A{ (¢, o, u) is in a triangle with v. All other vertices
aecVi\ Aﬂ (¢, 0, u) are already embedded in triangles with vertices w € V¢ which

come before v in the ordering o.

Triangles with alive vertices

In this subsection, we will prove that most vertices v € V¢ are in the expected number
of triangles with the other two vertices still being ‘alive’. This will be useful in the

proof of Lemma 5.4.4.

Lemma 5.4.5. W.v.h.p., the following is true for all € € [3],t € [n—1], u =

(uy....ue-) € V,ur eVl ¢ € th; ;(Fp) and every ordering o of V¢. There

are at most €'n vertices v € V¢ for which

[T A @ D] > (pd)* [ | |46, 0w+ (e, G4

jeJ
where, as above, J = [3] \ {¢}.

Proof. Let G C I" be any graph satisfying
ITr(G[ X1 U X2 U X3])| < (pd)’|X11[X21X3] + 1000&(pd)’n’ (54.2)

for all X; € V!, Xo» C V2, X3 C V3 and note that I, satisfies (5.4.2) w.v.h.p. by

Lemma 5.2.1. We will show that G already satisfies the conclusion of Lemma 5.4.5.
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Lette [3,ten=1),u= (uy....,ue-1) € V,u, €V, p € & (') and

fatsttry
let o be an ordering of V¢. Enumerate V! = {vf, ..., vt} according to the ordering
o, that is in such a way that v‘; <g ... <o vﬁ. Define U C V¢ to be the set of

vertices satisfying (5.4.1). We will show that |U| < &’n. We split V¢ into intervals
as follows. Lete” =&’/4andfork =1,...,1/&", let

Wie={i:1+(k=-1)-&n<i<l+k-&"n}

and Uy := U NWy. Fix some k € [4/&'] and letiy := 1+ (k—1)-&"nand wy := v{

(that is, wy is the first vertex in Wy). Let X, = Uy and X; = A{Vk(gb, o,u) for
Jj€J=1[3]\{¢}. It follows that, for any u € Uy,

T (G [Uier3 Xi))| 2 |Tru(G[Au(4, o, w)])] (5.4.3)
> (pd)* ] A£(¢,G,g)‘+8'(pd)3n2. (5.4.4)
jeJ
> (pd)* | | (|X;| - &”n) + & (pd)*n? (5.4.5)
jeJ
> (pd)* | 1X;|+ &' (pd)*n?/2. (5.4.6)
jeJ

Here, (5.4.3) follows from the fact thatu >, wy andthus A, (¢, o, u) € Ay, (¢, 0, u)
for every u € Uy. Furthermore, (5.4.4) follows from u € U and (5.4.5) from the fact
that |A£(¢, o,u)| > |A{Vk(¢, o,u)| —&"n for all u € Uy since u and wy, are close in

the ordering o. By summing over all u € Uy, it follows that

ITe(G[X; U X2 U X3])| > (pd)? |1 X1]1Xa| |X3] + &' (pd)?| Xe|n? /2.

8’2

Combining this with (5.4.2) gives |Uy| = |X¢| < 208&11 < &-n. It follows that

|U| = Z}(/:‘g]” |Uk| < &’'n, as claimed. O

Proof of entropy lemma

Here, we will prove Lemma 5.4.4. The proof is quite technical and long, so we will

break it up in smaller claims along the way.
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Proof of Lemma 5.4.4. Assume G C I is a subgraph of I with V(G) = V(I')
which satisfies the following properties for all ¢ € [3], (1 - n)n <t < n, u =
(uy...,ur-1) € V,ueVl ¢ e® (G)andevery ordering o of V.

(P.1) For all vertices v € V(G), we have.

ITr, (G)| < 10p3n>.

(P.2) There are at most £'n vertices v € V¢ for which

T(GIA @ awD| > (pd) [] [Al@.ow)|+ & (payn.

JeBBI\{¢}

By Lemmas 5.2.3 and 5.4.5, G satisfies those properties w.v.h.p. and therefore it
suffices to show that G satisfies the conclusion of Lemma 5.4.4.

Fixnow £ € [3], (1-mn <t <n,u= (uy...,up_1) € Vandu € Vi, Let
u' = (u,u) and let @ := @ (G). Let ¢* be chosen uniformly from ®. We may
assume that -

] > (1=7)"(pd)* ((n = 1! (n!)*~, (5.4.7)

otherwise there is nothing to prove. In particular, by Lemma 2.5.1, we have

h(¢*) = nlog(1 —n") +3tlog(pd) + 3log(n!;) — 21log(n) (5.4.8)
> 3tlog(pd) +3log(n!;) — B'n, (5.4.9)

where we used 7’ < 8” and that n is large enough in the last step.

Assume for a contradiction that there are at least 8'n vertices v € V¢ such that
h(g|Y, =1) < h— B and let U C V! be a set of these exceptional vertices of size
|U| = yn. We will derive an upper bound on i (¢*) which contradicts (5.4.9). Recall
that 1(¢) = I°(¢) C V' is the set of vertices which are isolated in ¢(H,). We begin

159



5 Robust Triangle Tilings

as follows
h(¢") = h (6", {¢} }reve. 1(97)) (5.4.10)
=h ({¢}}yeve. 1(d7)) + B (0" {d} }eye, 1(97)) (5.4.11)
< h ({83 }yeve, (7)) +log(t)) (5.4.12)
=h ({o}}evelI(¢)) + h (1(¢7)) +log(1!) (5.4.13)
< h ({¢y}veve [1(47)) +log(z!) +log(( )) (5.4.14)
= h ({¢; hheve|1(¢7)) +log(n!;). (5.4.15)

Here, we used Lemma 2.5.5 in (5.4.10) and the chain rule (Lemma 2.5.4)in (5.4.11)
and (5.4.13). In (5.4.12), we used Lemma 2.5.6 and that the set {¢, }, ¢ completely
determines the subgraph ¢(H;) and there are ¢! embeddings ¢ € ® which map to
the same subgraph ¢(H,), namely one for each choice of ordering of the triangles.
Finally, in (5.4.14) we used Lemma 2.5.1.

Now, in order to estimate this sum further, we fix some ordering o of V! in which
the vertices in U come first, thatis w <, w’ forallw € U and w’ € V¢ \ U. We then
reveal vertices in that order and apply the conditional chain rule (Lemma 2.5.8).
That is,

h ({8 heve 1(8) = > h(#71{ey  u <o v}, 1(67)) (5.4.16)
vev?
< (B + > h(GIHgL u <o vE1(99),
vel veVi\U
(5.4.17)

where we applied Lemma 2.5.3 in the second step. We treat the vertices in U
separately to those in V¢ \ U. To ease notation, we make the following definition.
For ¢ € ®,and v € Ve, we let t,(¢) denote the number of vertices u € V! such that
u<gsvandu ¢ I(p). Let us first address the vertices in U.
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Claim 5.5. Forall v € U, we have that

h(@l1(4)) < é PRIUEN(O) (1og ((p)*(n - 1.(9))?) - %) (5.4.18)
ped

Proof. To ease notation as before, we let ¥, = Y,,(¢*). Now, for each v € U, we have

h(gy1(¢7)) < h(;1Y) (5.4.19)
=P[Y, = 1] h(a)|[{Yy = 1}) + P [V, = 0] h(¢,[{Y, =0})  (5.4.20)
<P[Y,=1] (h-8) (5.4.21)
- LS e 1)1 (h- ). (5.4.22)

ol &4

Here we used Lemma 2.5.3 in (5.4.19), and the definition of conditional entropy
(2.5.1) in (5.4.20), and the definition of U in (5.4.21). Furthermore, we have
t,(¢) < ynforallv € U and ¢ € ® since U comes at the beginning of the ordering
o. Therefore,

log ((pd)*(n = 1,(9))?) = log ((pd)*(1 = 7))

= h+2log(1—-7)

This completes the proof of the claim. |

We will now deal with the vertices outside U. Given v € V¢ and ¢ € @, we write

W (v, ¢) = h(g;{1(¢") = 1(8),{¢, = Butu<,v}) -

Claim 5.6. The following is true for all ¢ € P.
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(i) Forall v € V!, we have

2
W (v, ¢) < log ((pd)3(n - tv(¢))2) + log (10/d3) +log (m) :

(ii) There exists aset B(¢) C VEwith|B(¢)| < B”n, suchthat forallv € VE\B(¢),

we have

W (v, ) < log ((pd)*(n = 1,(9))) + 5.

Proof. The first inequality follows from (P.1) and Lemma 2.5.6. Indeed, for all

v € V¢, we have

h'(v,¢) <log (ITr,(G)])
< log(10p>n?)

2
= log ((pd)3(n - tv(¢))2) +log (10/613) +log ((n—?W) '

For the second inequality, we will use (P.2) in combination with Lemma 2.5.6. We

have that for all but at most £’n vertices,

W (v, ¢) <log (|Tr,(G[A,(¢, o, w)])|) (5.4.23)
<log ((pd)3 ﬂ Al (o, a,g)‘ + 8'(pd)3n2) (5.4.24)

jeJ
< log ((pd)3(n — 0 (#) + s'(pd)3n2) . (5.4.25)

Observe that 1,(¢) < (1 — 8”/2)n for all but at most 8”n/2 vertices v € V¢, In

particular, we have
(n=1,(9))* 2 (B'n)*/4 = (B")*/(4¢') - &'n* 2 1/B" - &'n’

for all but at most 3”n/2 vertices v € V¢. (We used that &’ < 8" here). Plugging
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this back into (5.4.25), we get

W(v,) < log ((1+8") - (pd)(n—1,(9))?)
< B +log ((pd)(n - 1,(9))%)

for all but at most 8”n vertices v € V°. [

We will now use Claims 5.5 and 5.6 to finish the proof. Indeed, it follows from
Claim 5.5 that

S I < > Y v # 1) (log (1= 1,()?) - %) |

velU ped vel
(5.4.26)

Furthermore, using Claim 5.6 and the definition of conditional entropy, (2.5.2), we

have

Z h(oyl{ey 1 u <o v}, 1(¢7)) = Z % Z 1[v ¢ I(§)|H (v, $) (5.4.27)

veViU veVAU || ped

< BN @)+ D v g 1) log (pd)(n - 1(6)) .
| |¢€<1> veVA\U
(5.4.28)
where
Ni(¢) = Z 1[v ¢ 1(¢)] (log (10/d3) +2log (n - ’; (¢))) .
veB(9) ’
Let now
M(g) = Y 1l ¢ 1(@)]log ((pd)*(n - 1,(#))*)  and
veV¢
Na(g) = Y 1[v ¢ 1(9)] - B/2.
velU
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Then, combining (5.4.17), (5.4.26) and (5.4.28), we get

B her16) < o D (M@ +N1(@) +B'n = Na(@)) . (5629

ped

We will bound each of these terms one by one.

Claim 5.7. For all ¢ € ®, we have

M(¢) < 3tlog(pd) +2log(n!y),
Ni(¢) < vyp’n and
Na(¢) = 7> - n.

Before we prove the claim, let us finish the main proof. Combining the claim with

(5.4.29), we get (using 8" < y)

h ({6 veyel1(97)) < 3tlog(pd) +2log(n!y) + (B” ++/B” — y*)n
< 3trlog(pd) +2log(n!;) — 28" n.

Plugging this back into (5.4.15), we get
h(¢*) < 3tlog(pd) +3log(n!;) —2B"n,

contradicting (5.4.9). Hence it remains to prove Claim 5.7.

Proof. Let ¢ € ® and observe that {#,(¢) : v € VE\ I(¢)} = [t — 1]o. Thus

> log((pd)(n-1(9))?)

veVaI(g)

=1

> log ((pd)’ (n— k)?)
k=0

= 3tlog(pd) + 2log(n!;).

M(¢)

Let B = B(¢) \ I1(¢) and observe that |B’| < |B(¢)| < f”n. Let K = {t,(¢) :
v € B’}. Enumerate K = {ky,..., k)p|} so that k; > ... > k|p,| and observe that
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k; <n—iforalli e [|B’|] and hence

Ni9) = Y 1y ¢ 1(9)] (1og (10/a°) +2log(

veB’

Ly ))
,B”n

< B’nlog(10/d°) + Z 2log (n/k)
k=1

< B’nlog(10/d?) + 28"nlog(n) — 21og((8"n)!)
< B’nlog(10/d*) + 2"n (log(n) — log(B"n/e))

S ﬁl/ . n,

where we used (yn)! > (yn/e)”" in the second to last line. Finally, let U’ = U\ I(¢)

and observe that, since n < vy, we have |U’| > yn/2. Therefore,

Na(g) = D" B /22 yn,

velU’

as claimed. [ |

5.4.3 Counting via Comparison

In this subsection, we will prove Lemma 5.4.1. The idea is, given u,v € V3 (say),
to define a appropriate weight function ¢ on pairs of vertices (y1,y2) € V! x V2
which encodes how many partial triangle tilings there are which leave u, v, y; and y;
isolated. We then apply Lemmas 5.4.4 and 2.5.9 to show that this weight function
is approximately constant and use this to bound the number of triangles tilings
which leave u isolated but not v and vice-versa. The reader might want to recall
Definition 5.2.4 before the proof.

Proof of Lemma 5.4.1. Let€ € [3],(1 —a)n <t <n,u=(uy...,ur—1) €V and
u € VE. We write J := [3] \ {¢} and choose j1, j» € [3] so that J = {ji, j»}.
Let G = I', and reveal all edges which are not incident to u. Let ¢ be chosen
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uniformly from @tz 3 (G). Define

Zi={veVi:n|Y,=1) > h-p}

and note that, by Lemma 5.4.4, we have |Z;| > (1 — 8)n w.v.h.p. Furthermore,
define

Zy:={v eV |Tr,(G)| = (1 £ &) (pd)*n*},
Zy={veV: |Ft_,(u, v)| > d’pn®/4}.

It follows from Lemmas 5.4.4 and 5.2.5 and Corollary 5.2.2 that Z :=Z, N Z, N Z3
satisfies |Z| > (1 — B —2&")n > (1 —2B)n w.v.h.p. Let us fix some vertex v € Z.

We will show that v satisfies the conclusion of Lemma 5.4.1. Define

®, = DL, (G) NP, (G),
D, = df iy (G)\ CI>w and
Oy 1= @, (G) \ Dy

In words, ®,,,. consists of those embeddings which leave both u and v isolated whilst
embeddings in ®,,, leave u isolated but have v contained in a triangle, and similarly

for @,,. Clearly, we have

[, 1y (G)] = [®un + @y, and

@@(G)\ = [y + [Py

If | @, > (d/10)? |D , we are done and so we may assume that

1D,,] > (1 - (d/10)?) ‘cp;w(G)( > %‘@@(G)(. (5.4.30)

In what remains, we will compare the sizes of ®@,,, and ®,,,.. For (w{,w») € Vt_{ ! ><V,5_{2 ,

define { (w1, w») to be 7 times the number of labelled embeddings of H;_1 into G-
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in which both w{ and w» are isolated vertices. That is

Lovrw) =1 O] (Guun) |- (5.431)

Note that £ is independent from all edges incident to u or v. Observe that

|q)v1>t| = Z f(yl, yz), and

1,y2) €S (v)

|| = Z {(y1,y2).

(Y1.y2) €Sy (1)

Since ¢,[{Y, = 1} is a random variable taking values in S, (v) and v € Z;, we can

apply Lemma 2.5.9 to get some set W* C S, (v) with the following properties:

(D) D, Lwiw) = (1-p)|Dyl;

(wi,wp)eW*

(ii) There exists some value  such that for each (w, w2) € W*, we have that
{(w,wa) = (1B

(iii) We have (1 — B)[S,(v)| < [W*| < [Su(v)].

Therefore we can estimate the size of ®,,, using (i) to (iii) in that order.

1
Pl < (725 2, dOviw) (5.4.32)
(wi,wa)eW*
1+ﬁ *| &
<|1=5 \W*|E (5.4.33)
< ;J_rfg 1S.("IE (5.4.34)
< 27(pd)*n. (5.4.35)

In the last inequality, we used that [S,.(v)| = (1 £2&")(pd)*n? since v € Z,.
We are now going to lower bound ®,,, in a similar way. However, so far we only
know that { is ‘well-behaved’ on S,.(v) but nothing about S, (). Using Lemma 5.2.6,
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we can infer though that { is ‘well-behaved’ on a large part of Fy.(u,v). To do so,
partition F,(u, v) into two sets Fs, Fy of equal size so that {(y1, y2) < {(z1,z2) for
all (y1,y2) € Fsand (z1,z2) € Fr. Since ¢ is independent from all edges adjacent to
uorv,soare Fg and F; . Furthermore, since v € Z3, we have |Fs| = |F| > d°pn?/4.
Hence, we can use Lemma 5.2.6 with Fg and F;. We will assume for the rest of
the proof that its conclusion holds in G, both with input ¢, u, u, Fs and with input
C,u,v, Fr.

Claim 5.8. We have ¢ (y1,y2) > (1 = B)( for all (y1,y2) € Fy.

Proof. The conclusion of Lemma 5.2.6 (with input « and Fy) implies that
|S.(v) N Fs| > p*|Fs|/2 > &’ p°n?/8.
Furthermore, it follows from (iii) and v € Z,(u), that

|Su(v) \ W*

< ,8|S,,_t(v)| < 2B(pd)3n2.

Hence, as f < d, we can conclude that W* N F g # () and so

(1-8¢< min_ {(y1,y2) < max {(yi,y2) < min_ Z(y1,y2),
(y1.y2)ew* (r1,y2)€Fs (y1.y2)€FL

using (ii) in the first inequality. [

We now use the conclusion of Lemma 5.2.6 again (with input v and F7 ) to lower

bound the size of ®,,. as follows.

@ul= D LGnw) (5.4.36)
(y1,y2) €S (u)
> ) Ly (5.4.37)
(r1,y2)€Sw(W)NFL
> (1= BV [Su(u) N Fy (5.4.38)
> Zd°p3n? )20, (5.4.39)
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where (5.4.38) follows from Claim 5.8. Putting (5.4.30), (5.4.35) and (5.4.39)
together, we get that

[, ,(6)] > 1@
. Zjd5p3n2

- 220
> 10
2

>
80

(s (O]

as required. 0

5.5 Reducing to Regular Triples

Here we show how Theorem 1.5.9 follows from Theorem 5.1.1. The proof mainly
relies on fairly standard though somewhat involved extremal graph theory. We will
collect a number of lemmas in the following subsection and then proceed to the main

proof.

5.5.1 Preparation

Fractional Stability for the Hajnal-Szemerédi Theorem

Recall the Hajnal-Szemerédi Theorem (Theorem 2.2.17), which states that any graph
with maximum degree A has an equitable colouring with A + 1 colours (that is, a
colouring where the colour classes differ in size by at most one). Applying this to
the complement of G, which has maximum degree n—1—6(G), we find a collection
of n — §(G) vertex-disjoint cliques in G whose sizes differ by at most one and which

cover G. We will make use of the following corollary.

Theorem 5.5.1 (Hajnal-Szemerédi [660]). Letn, k > 2 be integers and let 0 < x < 1.
Suppose that G is an n-vertex graph with 6(G) > (kk;1 —x)n. Then G contains
(1 = (k = D)kx)| 7] vertex-disjoint cliques of size k.
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This statement is often used in extremal graph theory, and in particular the case
x = 0, which gives the best possible minimum degree condition for containing
a spanning Kj-tiling. We require the following result, a stability statement for
a fractional version of the Hajnal-Szemerédi theorem, which is of independent

interest.

Theorem 5.5.2. For every integer k > 2 and every 6 > 0, there is some y > 0
such that the following is true for all n € N. Let G be an n-vertex graph with
6(G) > (2L - y)nand a(G) < (; — 6)n. Let 1: V(G) — N be a weight function
with A(u) = (1 iy)% 2vev(c) A) for allu € V(G). Then there is a weight function
w : Ki(G) — Ry such that Ygeg, (Gu) @(K) = A(u) for all u € V(G), where
K (G, u) denotes the set of unlabelled copies of Ky in G containing u.

Proof. First, we claim that it suffices to prove the theorem for the function A which
gives weight 1 to every vertex. Indeed, let k,6,G and A as in the statement and
let y < ¢ be small enough to apply the result with weight function 4 = 1 and
input 6/2. We define an auxiliary graph H by blowing-up every v € V(G) to an
independent set of size A(v) (that is, every edge is replaced by a complete bipartite
graph). Then, with N := v(H) = X, cy(c) A(v), we have 6(H) > (ﬁ —2y)N and
a(H) < (1/k —6/2)N. Hence, we can apply the theorem to H (with 4 = 1 and
0/2) and obtain a weight function wy : Ky (H) — Ry with the desired properties.
We define w : Kx(G) — Rxo by w(K) = Ygrek, (k] @ (K'), where H[K] is the
subgraph of H induced by the blown-up vertices of K.

Hence, we may assume that A(v) =1 for all v € V(G). We will prove this case

of the theorem for y = Observe that the existence of the claimed weight

function is the same as saying that the value of the following packing linear program
is 7. We ask for non-negative real weights on the elements of K (G) with maximum
sum, subject to the condition that the total weight on copies of K; at any given
vertex is at most 1. The dual of this is the covering linear program in which we
place nonnegative weights on the vertices of G, with minimum sum, subject to the
constraint that the total weight on the vertices of each element of K;(G) is at least
1. The duality theorem for linear programs (see [1 11, Corollary 7.1g]) implies that

these two linear programs have the same value. So it is enough to show that the
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latter linear program has value 7, which we do inductively. In other words, we want
to prove the following claim by induction on k. We define z; = 3 and inductively
2k = 8k?z4—y for k > 3.

Claim 5.9. Given any k > 2 and vy > 0, suppose that G is an n-vertex graph with
minimum degree at least (% — ¥)n and no independent set of size (% - Zky)n.
Suppose ¢ : V(G) — [0, 1] is any weight function such that for each Q € K;(G)
we have Y.,co c(v) 2 1. Then ¥,y ) c(v) = 7.

Proof. It is convenient to let the vertices of G be vy, ..., Vv, in order of decreasing
weight, i.e. c(v;) > c(v;) if i < j. If 2cp) ¢(vi) > % there is nothing to prove, so
we can assume the sum is less than 7. If ¢(v,) > 0, then we can define a new weight
function by ¢’(v;) := § +a(c(v;) — 1) foralli € [n], where @ > 1 is chosen so that
¢’ (vp) = 0. We have

D @) =nlk+a Y (c(vi)—1/k)

i€[n] i€[n]

- 3 et (0 08) < 3t

i€[n] i€[n]

However, for every Q € K (G),

Zc'(v) = Z (% +a(c(v) - %)) =l+a (ZVEQ c(v) — 1) > 1.

veQ veQ

Therefore, ¢’ also satisfies the condition of Claim 5.9 and we can assume c(v,) = 0.

We are now in a position to prove the base case k = 2. Since v, has at least
(3 — )n neighbours, and ¢(v,) = 0, we see that for each i such that v;v, € E(G),
we have c(v;) = 1. In particular, ¢(v;) = 1 for each i < (% — y)n. Furthermore, the
vertices {v; : i > 5 +2yn} do not form an independent set, so there is an edge within
this set; at least one endpoint of this edge has weight at least %, and in particular
each vertex v; with 5 —yn < i < 7 +2yn has weight at least % Summing, we obtain
weight at least 5 as desired.

Next, we prove the induction step; let k > 3. We build a copy of K; containing

v, as follows: we take u; = v,, and then for each 2 < i < k — 2 in succession, we
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take u; to be the common neighbour of uy, ..., u;—; with smallest weight. From the
minimum degree condition, when we choose u; there are at least n — (i — 1) (% +7)
common neighbours to choose from; in particular, we always choose a vertex v; with
J= 37" — (k —3)yn, and the common neighbourhood of all k — 2 vertices we choose
has size at least 2% — (k — 2)yn. Now consider the last ( — k(k — 1)y)n of these
common neighbours. Since z; > k(k — 1), they do not form an independent set, so
contain an edge uy_juy. Since Zf:l c(u;) > 1, and c(u;) = 0, one of these vertices
has weight at least ﬁ In particular, c(v;) > ﬁ whenever i < (% + (k- 1)2y)n.

Now let ¢* := ¢(Vjk—(k-1)yn) and let G’ denote the subgraph of G induced by
vertices v; with i > (% + (k - l)zy)n. If ¢* = 1 then we have

Zc(v,-)2%—(k—1)yn+ﬁ-k(k—l)yn>%

i€[n]

and we are done; so we can assume c¢* < 1. If Q is any copy of K;_; in G’, then
Q has a common neighbourhood in G of size at least z — (k — 1)yn, and so in
particular Q extends to a copy of K; in G by adding a vertex whose weight is at
most ¢*. Thus the function ¢’(u) = ﬁc(u) on V(G’) is a weight function on
V(G’) taking values in [0, 1] and such that 3.,y c(u) > 1 for each Q € K;_1(G’).
Furthermore every vertex in G” has at most 7 +yn non-neighbours in G, at most all
of which are in G’, so the minimum degree of G’ is at least @ —((k=1)2+1)yn.
Since v(G’) = @ — (k = 1)%>yn, we have 6(G’) > %V(G’) - y'v(G’) where

¥’ = 2k?y. Furthermore G’ has no independent set of size
%n - Zryn = %n —4zi1y'n < ﬁv(G') - 2k-1Y'v(G') .

We are therefore in a position to apply the induction hypothesis (that is, Claim 5.9
for k — 1) to G’, with y’ replacing y. We conclude that

(1=1/k = (k=1)*y)n

— = (= (k=Dy)n

Z ' (u) > kljv(G') >

ueV(G’)
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and so

Do)z (= (k=Dy)n+ gy k(k=Dyn+ (1=c) - (1 = (k= Dyn

i€[n]
= (1/k = (k= 1)y)n+kyn > %,
as desired. [ |
This completes the proof by LP-duality. [

Note that we obtain from this proof a little more: the unique optimal cover is
the uniform cover (since after assuming c(v,) < % we eventually conclude the total
weight is strictly bigger than 7). However we will not need this fact. We will also
need only the k = 2 and k = 3 cases, but for future use give the general result.
We will further show that we can find an integer-valued weight-function if A is

sufficiently large.

Lemma 5.5.3. For every integer k > 2 and every & > 0, there is some y > 0 such
that the following is true for all n € N. Let G be a connected® n-vertex graph
with 6(G) > (2L —y)n and a(G) < (1 = 6)n. Let 1 : V(G) — N be a weight
Sfunction such that A(u) = (1 + 6)% 2vev(c) Av), A(u) = n* for allu € V(G) and
k divides Y ey () A(v). Then there is a weight function w : Ky(G) — Ny such
that Y gek, (G.u) W(K) = A(u) for all u € V(G), where K. (G, u) denotes the set of

unlabelled copies of Ky in G containing u.

Proof. We will construct w in three steps. Define I’ : V(G) — N by A'(u) =
A(u) — |Ki(G,u)|n* > 0. By Theorem 5.5.2, there is some weight function w’ :
K (G) — Ryg such that Y gek, () @ (K) = A'(u) for all u € V(G). We define
w” : V(G) — Ny such that, for each K € K;(G),

(i) " (K) € {|o(K) + knk], [o/ (K) + knk]}, and

(il) k Zgek, () @' (K) = Zyev(g) A(v)-

3Note that, if k > 3, this is already implied by the minimum degree condition.
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Note that this is possible since by construction the unrounded sum satisfies (if)
and since k divides X,cy(g)A(v). Furthermore, for each u € V(G), we have
2kek (G @' (K) = A(u) = n*=1 (since the unrounded sum would be exactly correct
and |Ky (G, u)| < n*h.

Finally, we obtain w from w” via the following iterative process. As long as
possible, we identify pairs u,v € V(G) such that Y gk, (G @”(K) > A(u) and
2kek, (G W' (K) < A(v). If k > 3, we claim that there is a clique of size k — 1 in
the common neighbourhood of u and v. Indeed, since 6(G) > (% - y)n, we can
iteratively find a clique with vertices us, ..., u;_» in the common neighbourhood
of u and v and the common neighbourhood of u, v, u», ..., u;_> has size at least
(% — (k= 1Dy)n > (% — 0)n. In particular, there is an edge uj_juy in there,
completing the clique. Let K, = {u,us,...,ux} and K, = {v,us,...,ur}, and
decrease the weight of K, by 1 and increase the weight of K, by 1. If kK =2, we do
the following: Since a(G) < n/2, G is not bipartite and hence contains an odd cycle.
Since G is connected, this implies that there is a trail (that is a path with possibly
repeated vertices but no repeated edges) from u to v of even length (even number of
edges). We decrease the weight of the edge at u and then alternate increasing and
decreasing the weight of the edges along the path. Note that in both cases the total
weight at # decreases by 1 and the total weight at v increases by 1, and the total
weight at any other vertex remains unchanged.

Note that ey () |/1(v) — 2KeKy (v,G) a)(K)| decreases by 2 in every step. So
this process finishes after at most n* steps. Clearly, at this time, we have
2kek,(vc) W(K) = A(v) for all v € V(G) and w(K) > w"(K) - nk > 0 for
all K € K;(G), completing the proof. [

Probabilistic lemmas

We need a few probabilistic lemmas which allow us to find a collection of vertex-
disjoint triangles in G, with specified properties. In this section we write V(7) for
the set of vertices covered by a collection of triangles 7. The first lemma allows us

to find a large collection of triangles in G, if G contains many triangles.

Lemma 5.5.4. For all u > 0 there exists C > 0 such that the following holds for all
large enoughn € N. Let k > 0, p > Cn™%3 and let G be an n-vertex graph.
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(i) Assume that for every set X C V(G) with |X| > 3k, G[X] contains at
least un® triangles. Then, w.h.p., G p contains a collection of at least 5 — k

vertex-disjoint triangles.

(ii) Assume that V(G) = V| UV, U V3 is a partition into sets of size at least ngy so
that for every X; C V; with |X;| > k for alli € [3], G[ X1, X2, X3] contains at
least un? triangles. Then, w.h.p., G p contains a collection of at least %" -k

vertex-disjoint triangles.

Proof. Let u > 0 and set C = 50u~2. Let p, k, G be given as in the statement. We
will deduce the lemma from the following claim.

Claim 5.10. The following holds w.h.p. forall X C V(G). If G[X] contains at least
t > un® copies of K3, then the number of triangles in G ,[X] is at least %p3t.

Proof. This is a straightforward application of Janson’s inequality and the union
bound. Note that the total number of choices of X is at most 2". Fix one such
choice. The expected number of triangles in G, [X] is p3t > up3n?, and we have
A < max(pn*, p’n?). Hence Janson’s inequality tells us that the probability of
having less than % p3t triangles is at most

26,6 2 Cu2
exp ( - W) < exp ( - = mln(pnz,p3n3)) < exp (— —§n)

and by choice of C and the union bound the lemma statement follows. [

We only prove (i) as (ii) is similar. Suppose that 7~ is a maximal collection of
vertex-disjoint triangles with [77| < £ — k. Then X := V(G) \ V(7) has size at least
3k but G, [ X] does not contain a triangle. Thus, the claimed result follows from the

above claim. ]

The next lemma allows us to find triangles which cover a given small set of

vertices, using edges in specified places.

Lemma 5.5.5. For any 0 < u < 1/100 there exists C > 0 such that the following
holds for every n € N and p > Cn™*3(logn)'3. Let G be an n-vertex graph,
and let vy,...,ve € V(G) be distinct vertices with ¢ < u*n. For each i € [()],
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let E; C E(G) be a set of edges with |E;| > un® such that v;e is a triangle of G
for each e € E;. Let Ay,...,A; C V(G) \ {v1,...,ve} be disjoint sets for some
t € No. Then, w.h.p., there is a set T = {11, ...,T;} of vertex-disjoint triangles in
G, such that for each i € [{] the triangle T; consists of v; joined to an edge of E;
and |A; N V(T)| < 12ulA;| + 1 foralli € [t].

Proof. Given 0 < u < 1/100, we set C = 1000u~!. Given n, we can assume
p = Cn~*3(logn)'/3, since the probability of any given collection of triangles of G
appearing in G, is monotone increasing in p.

We use a careful step-by-step revealing argument and choose 7i,...,7T; one
at a time. Given k € [f] and i € [{], say that Ay is full at time i if
|[Ax N V({{T1,...,Ti—1})| = 12u|Ar|. Let X; be the set of vertices in some set
Ay which is full at time i. For each step i € [£] in succession, we will reveal certain
edges of G, and then choose a triangle 7; among the edges revealed. Specifically,
we reveal first the edges S; of G, at v; which do not go to vy, ..., vy, X; or a vertex
of Ty, ..., T;_1. We then reveal all edges of E; surviving in G, which form a triangle
using two edges of S; and which were not previously revealed. From these edges we
pick any triangle 7;, and move on to the next i.

Observe that by definition we do not reveal any edge of G, twice; and if we
successfully choose a triangle at each step we indeed obtain the desired collection
of vertex-disjoint triangles. To begin with, we argue that when we come to v;, most
edges of E; are still available to choose from. Note that we cannot use an edge of
E; which is adjacent to any v; or T}; there are at most 3,uzn such vertices, which are
adjacent to at most 3un” edges of E;. We also cannot use an edge adjacent to X;; we
have | X;| < % < %n and hence there are at most %nz edges adjacent to X;. We also
cannot use an edge of E; which was previously revealed. When we reveal edges at
some v, we reveal by Chernoff’s inequality w.v.h.p. at most 2pn = 2C n'3(logn)'/3

23y edges of E; in this step. Since

7/4

edges, and hence we reveal at most 4C%n*/3 log
there are at most u’n steps, in total we reveal less than n’/* edges. Putting this
together, w.v.h.p., for each i there remain at least % un? edges of E; which we could
use to make triangles with v;. Let F; denote the set of edges of E; which remain
usable at the beginning of step i.

When we reveal edges at v;, for each edge of F; by definition we keep the edges
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from v; to the endpoints of F; with probability p?, and so the expected number
of edges of F; whose ends are both adjacent to v; is p?|F;| > %pz,unz. Applying
Janson’s inequality, we have A < p3n3, which is tiny compared to the square of the
expectation, so w.v.h.p. at least 4—{ p’un? edges of F; are revealed to be neighbours
of v;. We now reveal which of these edges survive in G,; by Chernofl’s inequality
and by choice of C, with probability at least 1 — n~2, at least % p3un? of these edges
survive in G, and in particular 7; exists.

Taking a union bound, the probability of failure at any step is o(1). [

The last lemma allows us to find a reasonably large collection of vertex-disjoint
triangles using a possibly sparse set of edges each of which extends to many triangles;
we will use this to deal with nearly independent sets which have size larger than %n.
Here we denote by deg; (e, X) the size of the common neighbourhood of an edge e
inside a set X and, given a set of edges E, we will sometimes think of E as the graph
Hg := (UE, E) and use notation like te 6(E) := 6(Hg) or degg(v) := degy, (v).

Lemma 5.5.6. Forany(0 < u < ﬁ there exists C > 0 such that the following holds
forall n,8,61,6, €N, every n-vertex graph G and every p > Cn=>/3(logn)'/3.

(i) Let X1, X2, X3 C V(G) be disjoint sets of size at least n/10, and let E C
E(G[X1]) be a set of edges such that degp(v) > 6 for all v € X; and
deg;(e, Xi) > un for all e € E and i = 2,3. Let ny,n3 be non-negative
integers with np + n3 < min(8, u’n). Then, w.h.p., there is a set Ty, . . . Y
of vertex-disjoint triangles in G ,, n; of which consist of an edge e € E together

with a vertex of X; for eachi =2, 3.

(ii) Let X1, X» C V(G) be disjoint sets of size at least n/10. Let E; C E[G[X;]]
be sets of edges such that degp (v) > 6; for all v € X; and deg(e, X3-;) > un
forall e € E; and i € [2]. Let n; < min(6;, u’n) be non-negative integers
foreachi € [2]. Then, w.h.p., there is a set Ty, ..., T, n, of vertex-disjoint
triangles in G, n; of which consist of an edge e € E; together with a vertex of
X3_; foreachi € [2].

Observe that, unlike other lemmas in this section, both cases of this lemma are very

tight and we can’t even guarantee more vertex-disjoint triangles in the underlying
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graph G. If the edges E have small maximum degree however, the situation is

somewhat easier and we will make use of this in the proof of Lemma 5.5.6:

Lemma 5.5.7. For all u > 0 there exists C > 0 such that the following holds for

113 Suppose that

all n € N, every n-vertex graph G and every p > Cn~*/3*(logn)

E is a subset of E(G) with A(E) < un and un < |E| < u*n?. Suppose in addition

that for each edge e € E there is a given set X, of size |X.| > un consisting of

vertices v € V(G) \ U E with ve € Tr(G). Then, w.h.p., there is a set T, ..., Ty

of vertex-disjoint triangles in G ,, where each T; consists of an edge e € E together
|E|

with a vertex of X,, such that € > T0n°

Proof. Let 0 < 1/C < u. We may assume that p = Cn~2/3(logn)'/? and that n
is large enough for the following arguments. We will deduce the lemma from the

following claim.

. L . |E|
Claim 5.11. W.h.p. the following is true for all X C V(G) with |X| < o If
|E \ ()2()| > |E|/2 and |X, \ X| > un/2 for all e € E, then there is a triangle in

G,V (G) \ X] consisting of an edge e € E together with a vertex of X,.

Proof. This is a straightforward application of Janson’s inequality and the union
bound. Note that the total number of choices of X is at most nlEl/(#") — Fix
one such choice. Let Y denote the number of triangles in G,[V(G) \ X]

and note that 2 := E[Y] > % > (C? log(n)'nﬂ. Furthermore, we have
A < max(p’|E[n%,A) < max(pzn%,/l) < A. Hence, by Janson’s inequality (see

Lemma 2.4.2), the probability of having less than A/2 triangles is at most
2
exp ( - /l—_) < nCIEln,
8A

The claim now follows by taking a union bound and noting C > 1/pu. |

Assume now the high probability event in the claim occurs and let T1,...,T;

be a maximal collection of triangles as guaranteed by the statement. Suppose for
E|

contradiction that £ < Ton and let X be the set of vertices covered by T1,...,T;.
We have |E \ (}2()| > |E|—|X|un > |E|/2 and | X, \ X| > un — 13351! > un/2 for all
e € E, and hence there is a triangle in G, [V(G) \ X], a contradiction. O

178



5 Robust Triangle Tilings

We are now ready to prove Lemma 5.5.6. We will only prove (i) as both proofs

are very similar.

Proof. Let0 < 1/C < pand let 4’ = 1/2. We may assume that § < g°n and that n
is large enough for the following arguments. Let G, G2, G3 be (independent copies)
of G,/3. Observe that G| U G, U Gj is distributed like G,/ for some p’ < p and
therefore it suffices to show that G| U G, U G3 satisfies the desired properties w.h.p.
We will reveal G, G, and G3 at different stages and make use of their independence.

Let A := {v € X; : degg(v,X1) > p'n},andlet A" ;== X; \ Aand E' = {e €
E:e C A} If|A| = 6, let 7] = 75 = 0 and move to the next stage. Otherwise, in
a first and second round of probability (G and G;), we will find for each i € [2]
collections 7; of at least n’,, := min(10(6 — |A|),n;41) triangles in G; with two
endpoints in A’ and one in X;,, so that all triangles in 77 U 7, are vertex disjoint.
Indeed, since A(E’) < u’n and deg(e, X») > un > u’n for all e € E’, we can apply

Lemma 5.5.7 to get a collection of such triangles of size at least

£’ 1A - 14D _ (g~ 96— 4D
10u'n — 10u’n - 10u’n

> 10(6 — |Al)

and we can pick a subset 77 of the desired size. We can repeat this process to get
the desired collection 7, making sure these copies are vertex-disjoint (since we
removed at most 3n; < Susn vertices, all inequalities still hold). Let n} = n; — n;
and pick disjoint subsets A; € A\ (V(71 U 72)) of size n!” for each i = 2,3. Since
ny +ny < (2n, it follows from Lemma 5.5.5, that w.h.p. there is a collection 73 of
ny) + njj vertex-disjoint triangles in G3 — V(71 U 72) consisting of n; triangles with

two vertices in X and one in X; for each i = 2, 3. L]

5.5.2 Reduction

We are now in a position to prove Theorem 1.5.9, assuming Theorem 5.1.1. Before
giving the details, let us briefly sketch the approach. Given G with n € 3N vertices
and minimum degree at least %n, we separate three cases.

First, there is no set § of about 7 vertices such that G[S] has small maximum

degree. In this case, we apply the Regularity Lemma and observe that the (&, d)-
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reduced graph R has no large independent set. By the Hajnal-Szemerédi Theorem,
we find a large collection 7 of vertex disjoint triangles in R, and make the cor-
responding pairs of clusters super-regular by removing a few vertices to obtain a
subgraph T of G. If T were spanning in G, and the clusters were balanced, we
would be done by Theorem 5.1.1. In order to fix this, we need to remove a few more
triangles covering the vertices outside 7 (which we do using Lemma 5.5.5) and then
further triangles to balance the clusters of T (using Lemma 5.5.4). For the latter we
use the k = 3 case of Theorem 5.5.2 to find a fractional triangle tiling which tells
us where to remove triangles: this is the point where we use the fact that G has no

large sparse set. We obtain the following lemma (whose proof we defer to later).

Lemma 5.5.8 (No large sparse set). For each u > 0 there are constants C,d > 0
such that the following holds. Let n € 3N, p > Cn~?/3*(logn)'/3 and suppose G is
an n-vertex graph with 6(G) > (% - %)n such that there is no S C V(G) of size at
least (3 — 2p)n with A(G[S]) < 2dn. Then w.h.p. G, contains a triangle tiling.

Second, there is a set S of about % vertices such that G[S] has maximum degree
at most 2dn, but there is no second such set in G — S. The idea here is that we will
remove a few triangles from G in order to obtain a subgraph of G which can be
partitioned into sets X, X, of size | X»| = 2| X | = %”, such that all vertices of X; are
adjacent to almost all vertices of X and vice versa (here Lemma 5.5.6 will be very
useful). Note that, with this degree condition, X, can be very close to the union of
two cliques of size about %n; this leads to a ‘parity case’ in which we have to be
very careful, which is something of a complication. If we can arrange for the correct
parities however, it will be easy to split X; into two sets, each of which induces a
super-regular triple with one of the ‘near-cliques’ and apply our Theorem 5.1.1. If
we are not in the parity case, we will apply the Regularity Lemma to X; and find
an almost-spanning matching M* in the reduced graph R. We proceed similarly as
in the previous case, making these pairs super-regular, removing ‘atypical’ vertices
and then balance the pairs. Here, we make sure that every triangle we remove has
two vertices in X, and one in X, to keep the right balance between the two parts.
Finally we can partition X into smaller sets and form balanced super-regular triples

with the edges of M* in order to apply our Theorem 5.1.1. We obtain the following
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lemma (whose proof we defer to later).

Lemma 5.5.9 (One large sparse set). For each u > 0 there are C,t,d > 0 such that
the following holds for all n € 3N and p > Cn~*3(logn)'/3. Suppose G is an n-
vertex graph with 6 (G) > %n, and suppose S is a subset of V(G) with |S| > (% —-T)n
and A(G[S]) < tn. Suppose that there isno S” C V(G) \ S of size at least (% —2u)n
with A(G[S]) < 2dn. Then w.h.p. G, contains a triangle tiling.

Third, there are two vertex-disjoint sets Sy, S> each of size about % in G, each of
which has small maximum degree. In this case G must be very close to a balanced
complete tripartite graph. We start by partitioning V(G) into sets X, X» and X3 of
size around n/3, so that (X1, X», X3) is a (&, d*, §)-super-regular triple, where d is
close to 1, but § can be quite small (we need § >> & in order to apply Theorem 5.1.1).
We remove some carefully chosen vertex-disjoint triangles in order to balance the
X; and to remove some ‘atypical’ vertices. This leaves us with a balanced (&, d*, d)-
super-regular triple for some d close to 1, and Theorem 5.1.1 finds the required

triangle tiling, giving the following.

Lemma 5.5.10 (Two large sparse sets). There are C, T > 0 such that the following
holds for alln € 3N and p > Cn~?/3(logn)'/3. Suppose G is an n-vertex graph with
0(G) = %n, and suppose S| and S, are disjoint subsets of V(G) with |S;| > (% —-T)n
and A(G[S;]) < tn for each i. Then w.h.p. G, contains a triangle tiling.

Before we give proofs of these three lemmas, we show how they imply Theo-
rem 1.5.9.

Proof of Theorem 1.5.9. Let 0 < 1/C < d] < u) < 1,dy < up < 13 < 1, let
n € 3N and let p > Cn=?/3(logn)'/3. Suppose that G is an n-vertex graph with
6(G) > Z.

If G contains no subset of size at least (% - 2,ul)n vertices with maximum degree
at most 2dn, then by Lemma 5.5.8, G, contains a triangle tiling w.h.p. We may
therefore suppose G contains a subset S; of vertices of size at least (% —2ui)n >
(% —73)n with maximum degree at most 2d;n < on. If thereisno S» € V(G)\ S; of
size at least (3 — 212)n with maximum degree at most 2d,n, then by Lemma 5.5.9,

G, contains a triangle tiling w.h.p. We can therefore suppose that G contains a
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subset S, disjoint from S of size at least (% - 2,uz)n > (% - T3)I’l with maximum
degree at most 2dn < t3n. So by Lemma 5.5.10, G, contains a triangle tiling

w.h.p. 0
We now give the proofs of the three lemmas.

Proof of Lemma 5.5.8. Suppose that 0 < 1/my < ¢ < d,1/C < u < 1. Let
M > mg be returned by Theorem 2.2.11 with input mg, &,d and y = % Assume that
n > M. Let p and G as in the statement. Let G1, G», G3 be (independent copies)
of G ,/3; we will show that G; U G, U G3 satisfies the desired properties w.h.p.

We apply Theorem 2.2.11 to G, and obtain an (&, d)-reduced graph R on r vertices
with mo < r < M and minimum degree at least (3 — £ —d — &)r > (3 - 2d)r. We
will see R as a graph on [r] in the obvious way.

Claim 5.12. We have a(R) < (% — p)r.

Proof. Suppose for contradiction that R contains an independent set I of size (% -

p)r. Then in J;e; V; there must exist at least %,un vertices each of whose degree
into (J;c; Vi exceeds 2dn, otherwise removing these we would have a set S whose
existence is forbidden in the lemma statement. By averaging, there is some i € [
such that % u|V;| of these vertices V/ are in V;. Now vertices of V; can have at most
|Vi| neighbours in V;, and at most ern neighbours in sets V; such that j € I and
(Vi,V;) is not e-regular. So the vertices of V/ all have at least %dn neighbours in
total in sets V; such that j € I, j # i and (V;,V;) is e-regular. By averaging, there is
one of these sets V; such that the density between V! and V; exceeds %d . But (V;,V;)
is e-regular and has density less than d; this is a contradiction. [

We apply the Hajnal-Szemerédi Theorem (Theorem 5.5.1) to R, which gives us a
collection 7* of vertex-disjoint triangles in R covering at least (1 — 12d)r vertices.
We denote by 7" := V(7 ") the set of indices in triangles of 7. By Lemma 2.2.3,
there are V! C V; foreachi € T* such that [V/| = [(1-4¢)|V;|] and, for every triangle
ijk € 77, the triple (V/, V]’., V) is (2&, (d — 4&)*)-super-regular. Let T = J;ep+ V!
be the set of vertices in G which are in a cluster V! corresponding to a triangle of
7* Let X =V(G) \T. Observe that | X| < den+éen+ 12dn < 16dn. Let W C T

be a set such that
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(i) |W N Vl’| = (% + %)? for eachi € T*,
(ii) degg(v,W) > %|W| for each v € V(G), and

(iii) degg(v,V/ NW) = (% + }1) degs(v,V/) for each i € T* and v € V(G) with
degg(v.V)) = elV]]

(Such a set W can be found by choosing each vertex of 7" independently with
probability % and applying Chernoff’s inequality and a union bound.)
We will start by covering X. We will not touch vertices outside of W in order to

maintain super-regularity properties.

Claim 5.13. W.h.p. in G, there is a set of vertex-disjoint triangles 7| € Tr(G{[W U
X]) so that X C V(77) and |V(7I) N Vl’| < 20\/3|Vl.’|f0r alli e T

Proof. Let [i := 4Vd and enumerate X = {vi,...,v,} and note that £ < n.
For each i € [{], let E; := {e € E(G[W]) : ev € Tr(G)}. Note that, since
deg(v, W) > 2|W| for all v € V(G), we have |E;| > jin® for all i € [£]. Finally, let
A; =V for eachi € T*. The claim now follows readily from Lemma 5.5.5. [

Letnow V" = V! \ V(77) for each i € T*. We would like to apply Theorem 5.1.1
to the super-regular triples (V/”, V]’.’, V) for each ijk € 7. However, these triples

are not necessarily balanced, but we can correct this.

Claim 5.14. W.h.p. in G, there is a set of vertex-disjoint triangles T, C Tr(G,[W \
V(TD]) so that [V \ V(T2)| = |0.9% ] for alli € T*.

Proof. Let R” = R[T*] and let A : T* — N be given by A(i) = |V/’| — [0.97]. Note
that (0.1—30\/4_1)2 < A(i) < 0.17], and that e+ A(§) = n=3 |77[=3 |7 [ [0.9% | is
divisible by 3. Hence, by Lemma 5.5.3, there is a weight function w : Tr(R") — Ny
such that for each i € T* we have Xty gy @ (1) = A(i). We claim that we can
remove w(ijk) triangles from G, [V NW, V]’.’ NW, V" W] for each triangle i j k of
R’, making sure that all our choices are vertex-disjoint. Indeed, observe that the triple
V'nw, Vj’.’ﬂW, V!nW)is (10e, (d/2)", d/10)-super-regular for each ijk € Tr(R’)
by the slicing lemma (see Lemma 2.2.1) and the choice of W. Furthermore, observe

that |V’ n W[ > % - =. Hence, Lemma 5.5.4 implies that w.h.p. there are % =
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vertex-disjoint triangles in G, [V" "W, VJ’.’ NW, VN W] for each ijk € Tr(R’), so
we can select the desired amount of triangles for each ¢ € Tr(R’) one at atime. W

Letnow V! = V’\V(7;) foralli € T* and observe that we have covered all vertices
except for those in (J;ep+ V7. We claim that (V!”, VJ’.”, V") is (8¢,(d/2)",d/8)-
super-regular for all ijk € 7*. Indeed, this follows from the slicing lemma, and
from deg(v,V]’.”) > deg(v,V]’. \ W) > %degG(v,Vj’.) > %lVJ’.l and the analogous
inequalities for other pairs. Finally, we apply Theorem 5.1.1 to each of these triples
individually in G3 to obtain (w.h.p.) a collection 73 of vertex-disjoint triangles

covering exactly U;er+ V/”. n

Next, we deal with the case when G has two large sparse sets; i.e. it looks similar
to the extremal complete tripartite graph. This is the easiest case; we will not need

the Regularity Lemma.

Proof of Lemma 5.5.10. Suppose that 0 < 7,1/C < 1 and let p := 7!/3. Let
n € 3N be large enough for the following arguments and let p > Cn~>/3(logn)'/3.
Let G and sparse sets S; and S, be given as in the statement. Let Gy,...,G4 be

independent copies of G /5. We will find a triangle tiling in Gy U ... U Gg4.

Claim 5.15. There is a partition V(G) = X| U X, U X3 such that
(i) |1X:| = (1/3 + p®)n foralli € [3],
(ii) deg(v,X;) > pnforalli+ j € [3]andv € X,
(iii) d(X;,X;) > 1-pSforalll <i<j<3.

(iv) Foreachi € [3], if |X;| 2 3, then deg(v, X;) > |X;| — 4pn for allv € X; and
J e B\ {i}.

Proof. For i € [2],let Z; = {v € V(G) \ (S; U S,) : deg(v,S;) < pn}. Let
X/ =8;UZforie€ [2] and X; = {v € V(G) : deg(v, S;) = (% —2p)n foreachi €
[2]}. Note that, since §(G) > %n, Z; and Z, are disjoint and hence X] and
X}, are disjoint as well. Furthermore, by definition, X is disjoint from X7 and
Xj. Let Z :=V(G) \ (X] U X} U X}) be the set of remaining vertices. Partition
7' =710 Z,UZ]sothat Z] = 0if | X]| > 5 and |X/| + |Z]| < % otherwise. Finally,
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let and X; = X/ U Z! for all i € [3]. Note that V(G) = X; U X3 U X3 is indeed a
partition.

We will show now that the sets Z;,Z, and Z’ are small. Leti € [2]. Since
|S;| > (% - pg)n, each vertex of §; has at least (% - 2p8)n non-neighbours in S,
and so at most 2p8n non-neighbours outside S;. Therefore, the total number of
non-edges between S; and V(G) \ S; is at most p8n?. Since every v € Z; has at
least n/4 non-neighbours in §;, this implies |Z;| < 4p%n. Moreover, the number
of non-edges between X U XJ and Z’ is at most 20802 + (|1Z1] + | Z2)n < 10p3n2.
Observe that every v € Z’ has at least pn non-neighbours in X] U XJ (otherwise it
would be in X), and therefore |Z'| < 10p"n. In particular, (i) holds.

Furthermore, foreachv € Z’, we havedeg(v, S;) > pnsincev ¢ Z; fori € [2], and
deg(v, X3) > pn for otherwise v would be in X]. Clearly, we have deg(v, X;) > pn
foralli € [2], j € [3] \ {i} and v € Z;. Therefore, (ii) holds.

Moreover, we have deg(v,X;) > |X;| — p’n forall x € S; and i = 2,3. Since
|1Z1VZ]| < p’n, this implies d(X, X;) > 1 — p® fori = 2, 3. Similarly d (X, X3) >
1- p6.

Finally, let i, j € [3] be distinct. If |X;| > n/3, then X; N Z’ = () by construction
and therefore deg(v, X;) > 5 —2pn > |X;| —4pn forall v € X;. [ |

We now perform a stage of removing some vertex-disjoint triangles in order to

obtain a balanced tripartite graph.

Claim 5.16. W.h.p. in G, there is a set of triangles 7| C Tr(G) so that
X\ V(TD] = X2 \V(TD| = X3\ V()| = (§ = p*)n.

Proof. 1f all three sets X1, X, X3 have size exactly %, we are done. Otherwise, one
or two of these sets have size exceeding .

Case 1. Assume first that only one set exceeds 7 in size and, without loss of
generality, this set is X;. Let np := 2 — |X3| and n3 := 5 — |X3|, and let E =
E(G[X1]). Observe that 6(E) > [Xi| — 5 = ny + np. Furthermore, we have
deg(e, X;) > |X;| — 10pn > 7 for both i = 2,3. Therefore, by Lemma 5.5.6 (i),

there is a collection 77 of n; + n3 vertex-disjoint triangles in G with two vertices in

X1, ny of which have the third vertex in X5, and n3 of which have the third vertex in
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X3. Clearly, we have | X1\ T1| = |Xx \T1| = | X3\ T1| = 2?" - X1 > (% — 5p%n, as
claimed.

Case 2. Assume now that there are two sets (say X and X») exceeding 3 in size. For
i € [2],letn; :=|X;| - 5 and E; = E(G[X;]). Observe that, fori € [2], 6(E;) = n;
and deg(e, X3-;) 2> [X3-;| — 10pn > 7 for all e € E;. Therefore, by Lemma 5.5.6
(if), there is a collection 77 of n| + ny vertex disjoint triangles in G, n; of which
have two vertices in X; and one in X5, and n, of which have two vertices in X, and
one in X;. Clearly, we have | X; \ 71| = | Xo \ T1| = | X3\ T1| = | X3| = (% — p®)n, as
claimed. [ |

Let now X! = X; \ V(71) and observe that | X]| = |X}| = |X]|. Define
Y/ :={v € X[ : deg(v, X}) < (1 -p/2)|X]| for some j € [3] \ {i}}.

Since d(X/,X}) = 1 - 208 forall 1 <i < j <3, we have |Y/| < 10p°n for each
i € [3]. Furthermore, each vertex v € Y] UY] U Y] is in at least }sznz triangles of G
with one vertex in each X/. By applying Lemma 5.5.5 (with # = 0), w.h.p. in G5, we
canfind aset 7; C Tr(G») of vertex-disjoint triangles using one vertex from each part
with YJUYJUY; C V(7)) € X{UXJU XS and |[V(T2)| < 3([Y]|+[Y;|+[Y;]) < pn.

Let now X;” := X/ \ V(72) for each i € [3] and observe that |X]'| = |X]| = |X]| >
(% — 2p*)n. Furthermore, (X7, X7, X7) is (p, (1 — p)*)-super-regular. Hence, by

Theorem 5.1.1, there is a triangle tiling 73 in G3 covering it. [

Finally, we deal with the second case in the above sketch; we will use several of

the ideas from the previous two lemmas, so we abbreviate the details.

Proof of Lemma 5.5.9. Suppose that 0 < 1/my < ¢ < d,1/C < u < 1. Let
M > mg be returned by Theorem 2.2.11 with input mg,&,d and y = % Let
0 <7< 1/Mandp =78 Assume that n € 3N is large enough for the following
arguments. Let p, G and § be as in the statement of the lemma. Let G1,...,Gs5 be
(independent copies) of G ;5. We will show that G; U ... U G5 contains a triangle
tiling w.h.p.

We begin with a claim that gives us a lot of structure. We will callaset X C V(G)
g-strongly connected ife(X’, X\ X’) < @ —en? forall X’ C X, where we denote by
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2(X,Y) = |X||Y|-e(X,Y) the number of non-edges between X and Y.* Furthermore,
we say that X is e-close to complete if e(G[X]) > (% - &)|X|2.

Claim 5.17. There is a collection T| of vertex disjoint triangles in G; U G, and
disjoint sets X1, X, C V(G) so that
(i) X1 UX2=V(G)\ V(7)) and |Xi| = |Xa|/2 = (5 £ pn).

(ii) deg(v, X3—;) = (1 —4p)|X3—;| foralli € [2] and v € X;,

(iii) X is 10d-strongly connected or there is a partition X, = X»1 U X2 so that
|X2,i| > 7 is even and 50d-close to complete for both i € [2].

Proof. Let Yy = {v € V(G) \ S : deg(v,S) < pn}. Let X] = SUY; and X] =
V(G) \ X]. Observe that, similar to the proof of Claim 5.15, we have

(P1) deg(v, X)) = |X]| —2pn for all v € X| and deg(v, X]) > pn forall v € XJ,
(P2) |X{] = (3 +p®nand |X}| = (% £ p%)n, and
(P3) d(X;,X5) >1-p°.

Let o = 10d and let X] = X, U XJ, be the partition of X, which maximises
e(X), U X],). Throughout this proof, we will have to distinguish between two
cases: either X7 is o-strongly-connected (this we will call the connected case from
X2 |
4

now on) or (X}, U X} ,) > — on®. Although the process is very similar for

both, we will handle them separately, starting with the disconnected case.

The disconnected case. We claim that

Q1) |X},| = (3 +20)nand e(X,,) > 31X, ,|* — 20n? for both i € [2], and
(Q2) deg(v,Xé,i) > i foralli € [2] and v € Xé’l..

Indeed, (Q1) follows from the case assumption and 6(G) > %” and (Q2) since

’
XZ,]’

violating (Q?2) to the other set increases the count).

X] | are chosen to maximise non-edges in between (otherwise, moving a vertex

“This definition might appear somewhat strange now but will assure that the reduced graph in this
proof is connected.
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In a first round of probability (G), our goal is to balance the sizes. Assume
first that [X]| > 3.
ny = |X{| -5 —na. Let E = E(G[X]]), and observe that 6(E) > ny + n3.

Let np, = 0 if Xil is even and n, = 1 otherwise, and let
Furthermore, we have deg(e, Xii) > |Xé’l.| —10pn > 7 for both i € [2] by (P1) and
(Q1). Therefore, by Lemma 5.5.6, w.h.p. there is a collection 7;” of exactly |X{| — 5
vertex-disjoint triangles in G| with two vertices in X| and one vertex in XJ. Let
X" =X/ \V(7)) and Xé”l. = Xé’l. \ V(7)) fori € [2]. By construction, we have
| X7 =2|X]| = 4?” =2|X{| 2 2(% — p°)n and Xé’,i is even for both i € [2].

Assume now that |X]| > %" Observe that for each i € [2] and X C Xil. of size
|X| > %lXé’iI > g, we have Tr(G[X]) > % by (Q1). Thus, by Lemma 5.5.4,
there are collections of n/8 vertex-disjoint triangles in each of Gl[Xé’l.] w.h.p.
Thus, we can pick a collection 7," of exactly 5 — |X]| from these, again taking
either one or no triangle in Xé’l depending on its parity. By construction, we have
|X7| =2|X7| =2|X]] = 2(% — p°)n and Xé”l. is even for both 7 € [2] (where X and
Xé’ ; are defined as above).

In a second round of probability (G3), we will remove ‘atypical’ vertices in X7
From this point onwards, we will only remove triangles with one vertex in X{" and two
vertices in X', for some i € [2], thus maintaining the right balance between X7 and
X7 and the parity of Xé’J and Xé’,z. Fori € [2],1letY,; :={v € Xé”i s deg(v, X)) <
|X'|-5} andforeachv € Y let E, := {ujuz : u; € X} ur € X, vuyup € Tr(G)}.
It follows from (P3) (and counting non-edges between X { and Xé) that |Y, ;| < 2p5 n
for both i € [2]. Furthermore, this implies that |E, | > (% —2p°)n-(p— Syn > p’n
forall v € Y51 UY,,. Thus, by Lemma 5.5.5, w.h.p. there is a collection ’]}” of
at most 4p°n vertex-disjoint triangles in G2[X] U XJ'] of the desired form (one
vertex in X" and two vertices in Xé’ ; for some i € [2]). Let X; = X" \ V(7,”) and
Xp; =X, \V(7") foreach i € [2]. Let 71 = 7 U 7", and X; = X[" \ V(7,”) and
Xy = Xé’ S\ V(7)) for each i € [2]. It is easy to see that these sets have all the

desired properties.

The connected case. This case is very similar but less technical since we do not

have to worry about the sets XJ |, and XJ ,. We will therefore skip some details.
In a first round of probability (G1), our goal is to balance the sizes. The case

|X{| > % is completely analogous to the disconnected case and we find a collection

188



5 Robust Triangle Tilings

of 7, of exactly |X{| — 5 vertex-disjoint triangles in G| with two vertices in X]
and one vertex in XJ. Let X" = X/ \ V(7/’) for i € [2]. By construction, we have
1X}| =2|X7| =% - 2|X]| > 2(§ - p)n.

Assume now that [XJ| > 27" Observe that for every set Z C X} with |Z] < dn
and every v € X] \ Z, we have deg(v, X} \ Z) > % — d)n and thus there are at
least dn edges in N(v, X)) (since there is no set &' C Xo with A(G[S']) < 2dn
by assumption). Thus there at least 1%113 triangles in G[ X}, \ Z]. It follows from
Lemma 5.5.4 that w.h.p. there are at least dn/3 vertex-disjoint triangles in G1[X}].
Let 7," be a collection of exactly 5 — |X]| of these. By construction, we have
1X5| =2|X7| =2|1X]| > 2(3 - pO)n.

The process of removing atypical vertices in X7’ is analogous to the connected

case and we will omit the details. [ |

From here on, the disconnected case is very simple: Let us first remove more
atypical vertices of our near cliques. Fori € [2],1letZ,; := {v € X», : deg(v, Xp;) <
|X;| — Vdn}. Observe that, since X, is 50d-close to complete, we have |Z,;| <
100Vdn. Since any two vertices in X, have at least 7 common neighbours in
X1, it follows from Lemma 5.5.5 that w.h.p. (in G3) there is a collection 7; of at
most 200Vdn vertex-disjoint triangles in G3[X; U X,] with one vertex in X; and
two vertices in X, (both of which are in the same X5 ;) covering Z> 1 U Z,,. Let
X! = X; \ V(72) and Xé,i = Xo,; \ V(72) for each i € [2]. Let X| = X{’l U Xé,z be
a partition such that |Xi,l.| = %'Xéﬂ for each i € [2] (note that here the parity of
|Xé’l.| is important). Now, X| Y Xé,l. induces a (d'/3,0.99%)-super-regular triple for
both i € [2] (after splitting Xil. arbitrarily in two sets of equal sizes). Therefore, by
Theorem 5.1.1, w.h.p. there are vertex-disjoint triangles in G4 covering the remaining
vertices.

Thus, we may assume that X, is 10d-strongly connected. This case is very similar
to the proof of Lemma 5.5.8. Let n; := | X;| for both i € [2] and recall that n, = 2n;.
We apply Theorem 2.2.11 to G[X;] with input my, €, d to get an e-regular partition
X, =VouUViuU...UV, for some my < r < M. Let R be the corresponding (&, d)-
reduced graph (seen as a graph on [r]) and observe that we have §(R) > (% —2d)r

and, as in the proof of Lemma 5.5.8, we have @(R) < (3 — p)r. It is well-
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known that every graph H contains a matching of size min{d(H), L@J }.> Thus
R contains a matching M™ of size (% — 2d)r; let R’ be the subgraph of R induced
by M* := V(M?*). Note that §(R") > (% — 6d)r and we claim that R’ is connected.
Indeed, if not, there is a set Xg C V(R’) such that e(Xg, V(R’) \ Xg) = 0. Observe
that | Xg|, [V(R’)\R| = 6(R") > (% —6d)r. Letnow X’ := (J;cx, Vi and observe that
| X’| = (% + 20d)|X5|. Furthermore, we have e(X’, X» \ X’) < (d + 4d + €)dn® and
consequently (X', X» \ X’) > |X'||X> \ X’| - 6dn® > @ — 10dn?, contradicting
the fact that X5 is 10d-strongly connected.

By Lemma 2.2.3, there are V! C V; for eachi € M* such that |[V/| = [(1 —4¢&)|Vi]]
and, for every triangle ij € M, the pair (V/, V]’.) is (2¢, (d — 4¢&)*)-super-regular.
Let Y = X3 \ Ujen+ V! be the set of vertices in X, which are not in a cluster V/
corresponding to an edge of M*. Observe that |Y| < 4en + en + 4dn < 5dn. Let
W C X, \ Y be a set such that

(i) |W N Vl’| = (% + }1)”72 for eachi € M*,
(ii) degg (v, W) > %|W| for each v € X5, and

(iii) degs(v,V/ N W) = (% + zlt) deg; (v, V) for each i € M* and v € X; with
deg(v.V)) = eV]].

(Such a set W can be found by choosing each vertex of X, \ Y independently with
probability % and applying Chernoff’s inequality and a union bound.)
We will start by covering Y. We will not touch vertices outside of W in order to

maintain super-regularity properties.

Claim 5.18. W.h.p. in G3, there is a set of vertex-disjoint triangles 7, C Tr(G)
each of which has two vertices in W UY C X, and one in Xy, so thatY C V(7;) and
|V(72) N V/| < 20Vd|V!| for alli € M*.

The proof is very similar to the proof of Claim 5.13 and we will omit the details.
Letnow X" = X; \ V(72) for each i € [2] and let V" = V] \ V(73) for eachi € M*.

We will now balance the sizes.

>If v(H) is even, this is the k = 2 case of Theorem 5.5.1.
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Claim 5.19. W.h.p. in Gy, there is a set of vertex-disjoint triangles T3 C Tr(G4)
with one vertex in X{' and two vertices in W, so that |V!" \ V(T3)| = |0.922] for all
ieM"

Proof. Let A : M* — N be given by A(i) = |[V| = 0.9% ]. Note that we have (0.1 -
30Vd)™2 < A(i) < [0.1227, and that ;¢ py- A(i) = no—2|73|—2 |M*| [0.92] is even.
Hence, by applying Lemma 5.5.3 to the connected graph R’, there is a weight function
w : E(R") — Ny suchthat foreachi € M* wehave ). jcy,, ) @(ij) = A(i). Weclaim
that we can remove w(ij) triangles from G2 [ X], V/'NW, VJ’.’ N W] foreach edge ij of
R’, making sure that all our choices are vertex-disjoint. Indeed, let Yy,...,Y, C X {’
be disjoint sets of size at least % -[%2] and observe that deg(v, Xy |) > |X} .| —4pn
for each v € X! by Claim 5.17. Since p < 1/r < g, this implies that, for
each k € [r] and i € M”, the pair (Y}, V") is (e, (1 — &)*)-super-regular. It
further follows from the slicing lemma (see Lemma 2.2.1) and the choice of W that
v/ nw, V]’.’ N W) is (10e, (d/10)*)-super-regular for each ij € E(R’). Hence the
triple (Y, V' NW, Vl” NW)is (10e, (d/10)*)-super-regular for each ij € E(R’) and
k € [r]. Furthermore, we have [V"NW| > % - =2, Hence, Lemma 5.5.4 implies that
w.h.p., there are % . "r—2 vertex-disjoint triangles in G4[Y, V' NW, Vj’.’ N W] for each
ij € E(R) and k € [r]. Thus we can select the desired amount of triangles for each
e € E(R’) one at a time. [

Let now X = X"\ V(73) for eachi € [2] and V" = V" \ V(7T3) for alli € M*
and observe that we have covered all vertices except for those in X{” U XJ”. Since
| X7 = %|Xé”|, we can partition X{” = U,ep- X.” into [ M| sets of size exactly
[0.922|. Observe that deg(v, X)) > |X}’| —4pn for each v € X|” and vice versa by
Claim 5.17. Since p < 1/r < &, this implies that, for each ¢ € M* and i € M*,
the pair (X", V!”) is (&, (1 — &)*)-super-regular. Furthermore, the pair (V!”, VJ’.”) is
(8¢, (d/8)*)-super-regular for each ij € M* by the slicing lemma (Lemma 2.2.1)
and since deg(v, V]f”) > deg(v, V]’. \W) > %degG(v, V]’.) > %lV]’.| for all v € V" and
vice-versa. Therefore, (Xl.’]’.’, v, V]’.”) is (8¢, (d/8)")-super-regular for all ij € M*.
Finally, we apply Theorem 5.1.1 to each of these triples individually in G5 to obtain

(w.h.p.) a collection 74 of vertex-disjoint triangles covering exactly X! U X/’. [
p ] g g Yy &4 2
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