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Abstract

This thesis contributes to the empirical literature on currency unions and the international

monetary system, as well as to the economic history of the Italian unification.

The first essay relies on the Italian unification as a unique exogenous variation to the member-

ship of a currency union, looking at the closest historical predecessor to the Euro. This allows

me to estimate a causal common currency effect on trade. Relying on original bilateral trade

data and structural gravity equations, I estimate a causal common currency effect in the order

of 35%. This is notably smaller than the average point estimate in the literature. However, my

findings corroborate the original policy implications of Rose (2000) in a quasi-experimental

setting.

The second essay revisits the optimum currency areas (OCA) framework and its endogeneity,

looking at a large wave of European monetary integration occurring in the third quarter of

the 19th century, ranging from the Italian unification to the gold standard. I find patterns of

ex-ante OCA criteria consistent with the predictive power of the OCA framework, and at odds

with their endogeneity hypothesis formulated by Frankel and Rose (1998). Focusing on the

Italian unification, I find evidence in line with the pessimistic view of OCA endogeneity of

Krugman (2001). I explore to what extent these findings speak to patterns of post-unification

regional divergence in Italy.

The third essay measures the rise and fall of global currencies and the structure of the

international monetary system (IMS) over two centuries, relying on a new monthly and

weekly dataset of foreign-exchange returns going back to 1820 and the Frankel and Wei

(1994) factor model. I show that, from a two centuries perspective, the current dollar

hegemony is a historical anomaly. I furthermore find preliminary evidence consistent with a

positive relationship between the intensity of competition among global currencies and the

prevalence of global financial turbulence, in line with the recent theoretical contribution of

Farhi and Maggiori (2018).
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Chapter 1

Introduction

This thesis intends to provide a ”historical economics” contribution to the empirical literature

on currency unions and the international monetary system, as well as to the understanding

of a major historical precedent of European economic integration, the Italian unification.

In their introduction to the recently published Handbook of Historical Economics, Bisin and

Federico (2021) describe a ”merger” of approaches, leveraging the comparative advantages

of economics and history. They observe the richness of the new wave of economic history

that has recently emerged: what they define as ”historical economics” is indeed concerned

with ”using the formal tools of economics to study the past” as well as ”searching in the past the

answer to questions about current economic conditions”.

The thesis is composed of three papers. The first two chapters use the Italian unification as

a ”laboratory” to revisit the empirical literature on currency unions, while reassessing the

Italian unification from an optimum currency area perspective. The last chapter is concerned

with the measurement of the international monetary system architecture over the last two

centuries.

Chapter 2 relies on the Italian unification as a unique exogenous variation to the membership

of an existing currency area to estimate a causal common currency effect on trade. As such, the

paper follows the path of a growing literature on historical natural experiments. This strand

1



2 Chapter 1. Introduction

of the literature has produced important results on a number of issues related to international

trade (Cantoni and Yuchtman, 2021). Bernhofen and Brown (2004) and Bernhofen and Brown

(2005) provide an extremely clean identification of the causal effect of openness and confirm

the predictions of the theory of comparative advantage relying on the exogenous transition of

Meiji Japan from autarky to openness. Feyrer (2021) identifies the causal effect of distance on

trade looking at the closure of the Suez Canal in 1967. Juhász (2018) provides evidence that

protection can promote industrialisation, exploiting the heterogeneity in protection to French

industries afforded by the Napoleonic blockade of continental Europe. Similar methods have

been put to use on topical international macro-financial issues: Bordo et al. (2009) identify

the causal effects of exchange-rates depreciation on country risk, relying on an exogenous

shock to the relative price of silver and gold; Palma (2021) exploits the exogenous variation in

money supply in early-modern Europe, driven by shipment of precious metals from the New

World, to estimate a causal effects of monetary expansions on real activity. This chapter also

provides a substantial data contribution by compiling, thanks to archival research, a bilateral

trade matrix for pre-unitary Italian states in the years before and after the 1861 unification.

Chapter 3 is concerned with the predictive power and the endogeneity of the optimum

currency areas framework, looking at the wave of national and international monetary

integration occurring in the mid of the 19th century. It also revisits the economic history of

the Italian unification and the Southern Question from an optimum currency area perspective.

This paper follows an established tradition in relying on history as a way to increase the

number of available observations of rare economic events, such as crises or, in this case, the

creation of monetary unions. This approach has been a key factor shaping the revival of

economic history after the 2009 crisis (Antipa and Bignon, 2018), with a renewed interest

in historical analogy to tackle policy issues (Eichengreen, 2012). The chapter also follows

previous efforts, ranging from cultural economics (Guiso et al., 2004) to the economics

of agglomeration (A’Hearn and Venables, 2011), to explore the complexity of the Italian

Southern Question through the lens of a particular body of economics literature.

Chapter 4 measures the rise and fall of global currencies and the structure of the international
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monetary system over two centuries. The evolution of the international monetary system

is a perfect example of a slow moving economic process, particularly suited to historical

analysis. I therefore follow the path of previous studies, both empirical (Eichengreen and

Flandreau, 2009, 2012; Chiţu et al., 2014; Eichengreen et al., 2017) and theoretical (Rey,

2001; Farhi and Maggiori, 2018), in using historical analogy to put into perspective the

current academic and policy debate on the role of global currencies and the prospects of the

current dollar hegemony. Furthermore, this chapter also relates to an important literature

that has contributed to macro-financial topics by compiling extensive long run datasets.

These include the chronologies of Carmen Reinhart, Kenneth Rogoff and co-authors on de

facto exchange rate-regimes (Reinhart and Rogoff, 2004; Ilzetzki et al., 2019) and, above all,

financial crises (Reinhart and Rogoff, 2008, 2009, 2011). Other prominent examples are the

measurement of the ”rate of return on everything” since 1870 by Jordà et al. (2019), alongside

their long-run macro-financial dataset Jordà et al. (2017), the ”eighth centuries of global real

interests rates” compiled by Schmelzing (2020) and the reconstruction of long-run money

supply series since the early-modern period by Palma (2018) and Chen et al. (2021). It is

my hope that the measurement exercise I perform in Chapter 4, based on a novel dataset

spanning two centuries of exchange-rate data at monthly and weekly frequency, will open

opportunities to empirically investigate topics such as the determinants of global currency

status and the relationship between the structure of the international monetary system and

financial stability.

In what follows, I first provide a critical review of the literature on currency unions and

the optimum currency area framework, including from a historical perspective. Second, I

summarise the history of the Italian unification and the literature on the Southern Question.

Third, I summarise the key literature on international currencies, the role of the dollar and

the international monetary system from theoretical, empirical and historical perspectives.
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1.1. Optimum Currency Areas and Currency Unions in His-

torical Perspective

1.1.1. The Original Optimum Currency Area Framework

Following the seminal contribution by Mundell (1961), an Optimum Currency Area (OCA) is

typically defined as the optimal geographic area where the benefits of irrevocably pegging

the exchange rate amongst its members are higher than the costs. The larger the area a

single currency is in use, the stronger we should expect its microeconomic benefits to be,

as increasing returns to scale magnify the lowering of transaction costs. However, frictions

and asymmetric shocks mean that a global single currency would represent significant

macroeconomic costs.

Early work by Mundell (1961), McKinnon (1963) and Kenen (1969) framed the OCA question

in terms of “properties”, “prerequisites” or “criteria” that, by mitigating or reducing the

likelihood of shocks, decrease the cost of forbearing nominal exchange rate as an adjustment

tool. Five key “criteria” commonly considered by the literature are summarised below1.

First, price and wage flexibility between and within regions ensure that the adjustment

process to shocks is not associated with excessive unemployment in one of the regions and

inflation in another, with labour costs and margins adjustments acting as a substitute devalu-

ations. Nominal convergence and price flexibility are commonly understood as necessary

conditions for an OCA. This reasoning goes back to Friedman (1953) and received a recent

theoretical treatment in the context of currency unions in Schmitt-Grohé and Uribe (2016)

and Farhi et al. (2014). A contrarian view on the issue is provided by Galı́ and Monacelli

(2016), who underline the important role of the endogenous monetary policy response to

downward wage adjustments. The latter is by construction absent within a monetary union,

questioning the role of price flexibility as an OCA condition.

1The below treatment heavily relies on the comprehensive review of the early literature by Mongelli (2008)
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Second, as argued by Mundell (1961), factor mobility reduces the need for relative price

adjustments - be it through the exchange rate or prices. Reduced frictions and transaction

costs for the movement of factors, and labor in particular, were at the core of the semi-

nal OCA framework. Farhi and Werning (2014) provide a recent theoretical treatment of

the effectiveness of migration in helping macroeconomic adjustment in currency unions

characterised by nominal rigidities. They emphasise how the source of shocks is crucial in

determining the welfare implications of migration within a currency area, with emigration

being unambiguously welfare improving for external demand shocks if trade linkages are

strong. The same intuition is developed empirically in a general equilibrium model by

House et al. (2018). They find that absorption of shocks through factor mobility differs from

adjustment through the exchange rate in several respects. In particular, they highlight a

trade-off between higher dispersion in output levels with the former, and higher dispersion

of inflation with the latter. Looking at capital mobility within a monetary union, Fornaro

(2021) shows how its welfare effects are also ambiguous, as financial integration allows for

multiple equilibria booms and busts.

Third, McKinnon (1963) argued that economic openness substantially reduces any benefits

related to flexible exchange rates. The higher the share of tradables in the economy, the

faster international prices are transmitted to domestic ones, limiting the potential for money

illusion and negating the benefit of a devaluation. This argument bears some parallels

with ongoing work on dominant currency paradigms (Gopinath et al., 2020) and the global

financial cycle (Rey, 2013) and their implications for exchange rate regimes. For example,

Egorov and Mukhin (2020) argue that regional currency unions are welfare improving in

a dollar pricing world. Following the original intuition of McKinnon (1963) both open

and small economies are typically considered more likely to have lower costs of monetary

integration.

Fourth, Kenen (1969) elaborated the implications of fiscal integration at the currency area

levels as a way to smooth asymmetric shocks. He highlighted the benefits of diversification

in economic structures as a risk-sharing mechanism when common fiscal tools are present.
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The idea of risk-sharing via fiscal integration brings us to the fifth key point raised by the

early OCA literature, namely political integration. It places the OCA debate in the wider

context of the international economic integration literature. Balassa (1963) first considered

the dynamics effects of international integration, where steps towards integration make

further integration desirable, outlining a tentative theory of sequencing “stages” of regional

integration2. Through the political integration criteria, the OCA debate is also nested in a

wider literature on the optimal size of the ”Leviathan” going back to Brennan et al. (1980).

They argued that an absolute ruler faces a fundamental trade-off between the size of his

empire, allowing for a larger rent extraction, and an higher degree of heterogeneity, which

increases the cost of ensuring a certain level of consensus, avoiding an insurrection. This

intuition was transposed to the international integration debate by Alesina and Spolaore

(2005). They also relate the size of the state to a trade-off between increasing returns to scale

in public goods provision and decreasing homogeneity in the preferences of its inhabitants.

1.1.2. The Operationalisation of the Optimum Currency Area Framework

In the post-Bretton Woods era, the OCA literature was long consigned to an ”intellectual

limbo” (Tavlas, 1993). Its original insights were embedded in a world of discretionary

monetary policy and limited international capital mobility. They also exhibited some internal

inconsistencies.

Dellas and Tavlas (2009) provide an insightful overview of the paradoxes and conundrums

of the original OCA framework. First, the various criteria were not necessarily consistent

with one another. As an example, while small economies tend to be more open, they typically

are less diversified. Furthermore, many criteria are ambiguous and contingent. Consider

a union formed by a small and a large regions. The larger one will receive higher weight

in the monetary authorities’ policy function and would then potentially experience lower

costs of giving up monetary policy autonomy. The diversification criteria is a case in point

here. The implications of diversification are very different depending on other characteristics,

2Free trade area, customs union, common market, economic union and finally total economic integration.
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as heterogeneous economies provide higher potential for risk-sharing insurance but also

increase the likelihood of asymmetric shocks.

The OCA problem underwent a redefinition with the new emphasis on monetary credibility

of the 1970s. In line with Barro and Gordon (1983), the point was made that the benefits of

discretionary monetary policy were at best low for most countries, putting into perspective

the main cost of monetary integration. On the other hand, monetary unions and hard

pegs were associated with significant gains for less credible or poorer economies, providing

inflation expectation anchoring and therefore reducing the output costs of low-inflation

equilibrium (Alesina and Barro, 2001). Alesina and Barro (2002) provide an in-depth

reinterpretation of the OCA framework blending some of the original OCA insight with the

issue of monetary policy credibility. They argue that countries benefiting most from currency

union are smaller, with low credibility and highly integrated with a large anchor-country in

terms of trade and business cycle synchronisation. This framework had two implications.

First, one should expect free capital mobility to reduce the appeal of intermediate regime

solutions and induce countries to the corner solutions of either floating or anchoring the

exchange rate in a hard-peg (Eichengreen, 1994). Second, the OCA framework can be

reinterpreted as an anchor-currency choice problem. The latter was prominently featured in

the European policy debate of the 1980s and 1990s under what contemporaries dubbed the

”German dominance hypothesis” (Giavazzi and Giovannini, 1988).

Steps towards European monetary integration undertook in the last quarter of the 20th cen-

tury also led to a renewed interest in OCA, from a more empirical, policy-driven perspective.

This literature got around the inconclusiveness of the original OCA framework by focusing

on shock asymmetry as a ”catch-all” criteria (Mongelli, 2008). Bayoumi and Eichengreen

(1998) highlighted how foreign-exchange disturbances could be accounted for empirically

by OCA criteria, and particularly by proxies for shock asymmetries. Eichengreen (1991)

and Bayoumi and Eichengreen (1992) compared and quantified shock symmetry in America

and Europe, documenting higher disparities in nominal and real disturbances in the old

continent. They raised two important issues that continue to influence the current policy
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debate.

First, the problem of mitigating regional asymmetries through fiscal transfers and financial

flows. An important strand of the literature attempted to quantify how different channels

could smooth asymmetric shocks within currency areas. Asdrubali et al. (1996) found most

shocks within the American monetary union to be absorbed by private interstate financial

flows. Sala-i Martin and Sachs (1991) underlined the role of fiscal federalism in smoothing

shocks in the US. Sørensen and Yosha (1998) highlighted the potential inconsistency between

the Maastricht Treaty’s limits to intra-Euro Area fiscal transfers and the lack of capital

markets integration in Europe.

Second, the issue of a core-periphery dichotomy. Bayoumi and Eichengreen (1992) docu-

mented how, contrary to future members of the Euro as a whole, a small group of countries

around Germany exhibited shocks of similar magnitude and cohesion as US regions. Bay-

oumi and Eichengreen (1997) provided an empirical framework combining an anchor-client

perspective and their previous findings (Bayoumi and Eichengreen, 1998) on the relationship

between OCA criteria and exchange-rate variability, to estimate a synthetic ”OCA Index”.

They found high dispersion in ex-ante optimality within candidate countries to EMU.

Nevertheless, other empirical work on currency unions encouraged a more optimistic view of

EMU. In a widely influential article, Frankel and Rose (1998) recognised that some countries

appeared, on the basis of historical data, poor candidates for EMU entry. However, they

argued that EMU entry per se, by decreasing transaction costs and consequently increasing

business-cycle synchronisation, could endogenously bring them to fulfill the OCA criteria.

In other words, if the OCA criteria are endogenous, countries are more likely to fulfill them

ex-post than ex-ante, and borders of currency unions should be drawn larger than what

might seem optimal ex-ante. Frankel and Rose also recognised the theoretical ambiguity

of the link between trade integration and the symmetry of shocks. Their contribution was

chiefly empirical in nature and based on a large panel of developed countries over several

decades.
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Further optimism on the prospects of EMU derived from a separate strand of work by Rose,

showing a strong historical relationship between currency unions and bilateral trade. The

inclusion of a currency union dummy in gravity equations inaugurated by Rose (2000), Glick

and Rose (2002) and Frankel and Rose (2002) provided additional reassurances regarding the

first leg of the OCA endogeneity feedback-loop. They showed a surprisingly strong3 positive

relationship between monetary unions and trade. The estimated effect was subsequently

revised down, as new literature pointed to methodological (Baldwin, 2006) and econometric

(Silva and Tenreyro, 2006) issues. Head and Mayer (2014) provide a meta-analysis of the

literature showing bilateral trade to be 136% higher among currency union pairs of countries.

Estimations are however highly sensitive to different specifications (Glick and Rose, 2016),

heterogeneity (Chen and Novy, 2019) and subject to endogeneity concerns (Campbell, 2013)4.

From an historical perspective, Eichengreen and Irwin (1995), Lopez-Cordova and Meissner

(2003), Estevadeordal et al. (2003), Mitchener and Voth (2011) and Timini (2018) approached

the question looking at the gold standard and other historical currency unions.

The relationship between monetary integration and business-cycle co-movements also re-

mains disputed. First, Kalemli-Ozcan et al. (2003) argued early on that financial integration

may actually lead to more asymmetric business cycles. This might be linked to increased

levels of risk-sharing afforded by capital flows, that make specialisation more sustainable. Re-

cent empirical work overcoming the complexity of computing bilateral measures of financial

integration provided further evidence consistent with this view (Kalemli-Ozcan et al., 2013).

The double-edged nature of this relationship was analyzed in the context of the European

crisis by Bayoumi and Eichengreen (2020).

Second, the sign of the effect of trade integration on business-cycle synchronisation might

well be contingent. Looking at how trade integration affect monetary policy trade-offs in

general equilibrium, Cacciatore and Ghironi (2021) obtain results broadly consistent with

Frankel and Rose (1998). However, a longstanding literature pointed early on to risks of

increased monetary and trade integration actually having a negative impact on business

3In line with a double or even triple increase of bilateral trade.
4A more comprehensive review of this literature is provided in Chapter 2.
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cycle coherence. In a 1993 article, Krugman (2001) drew lessons from regional crises in

the American monetary union for the incoming EMU project5, focusing on the then recent

experience of Massachusetts. He argued that European monetary integration was likely to

increase both the likelihood of asymmetric shocks as well as the magnitude of their impact,

as European regions would increase their relative specialisation in line with American ones.

The key channel going from increased integration to regional divergence was described

as a combination of very low transaction costs and high factor mobility. This is because

increased factor mobility within fixed-exchange regimes might encourage adjustment to

shocks through quantities rather than relative prices, ”adding or shedding resources rather

than adding or shedding industries”. According to Krugman (2001), regional imbalances

were also more likely to widen regional inequality more than in the US, in the absence of

American-style fiscal federalism.

The ambiguity of the relationship between integration and cyclical synchronisation was

empirically analyzed by Imbs (2004). He found the overall impact of integration on real

co-movements to heavily depend on the degree of specialisation and its nature, whether

intra or inter-industry. Looking, at sub-national data, where transactions costs are lower,

he found evidence to suggest similarity of economic structure to be an important OCA

criteria. Previous work tackling this question from an historical perspective include Mathy

and Meissner (2011) and Flandreau and Maurel (2005).

Ultimately, which of Frankel-Rose or Krugman-type endogenous effects of monetary inte-

gration dominate is an an empirical question. Preliminary evidence on OCA endogeneity

in the Euro Area is again mixed. Both pre-crisis (Lane, 2006) and post-crisis (Spolaore,

2013) summaries on the debate in the EMU context characterise the early 2000s hopes of

OCA endogeneity as not having been matched by subsequent events. Chapters 2 and 3 of

this doctoral thesis will provide a new perspective on both the bilateral effects of monetary

integration on trade and the endogeneity of OCA criteria looking at the history of the Italian

unification.

5A similar parallel was drawn by Eichengreen (1991) looking at Michigan.
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1.1.3. A Brief Overview of the Lessons from History

The present work is far from the first attempt to draw lessons for the EMU project, and

monetary integration in general, from history. While the contemporary experience of the

US was the main point of comparison from which to draw parallels for the incoming EMU

project (Eichengreen, 1990), since the 1990s a number of authors have revisited the history

of both international and national monetary integration in the view of the OCA framework

and EMU policy issues.

The gold standard experience featured prominently in this literature. Eichengreen (1995a)

characterised as déjà vu the then ongoing debate on EMU and cautioned the aspiring architects

of the common currency. He argued the 19th century gold standard showed how a currency

areas can be sustained despite asymmetric disturbances without fiscal federalism, this was

achieved with high tolerance for labor migration. Although he argued the classical gold

standard provided some support for the fiscal rules inscribed in the Maastricht Treaty,

he worried about their credibility and the risk of self-fulfilling crises. In this respect, a

cautionary tale for the EMU came from the numerous parallels between the gold-exchange

standard crisis of 1931 and the then recent EMS crisis of 1992. Flandreau et al. (1998) draw

lessons from the classical gold standard on the role of members’ debt sustainability and its

interaction with the monetary policy stance. In particular, they noted how the European

periphery only managed to join the gold standard at the turn of the century, owing to a

period of high growth and a benign monetary stance in the core, following gold discoveries

in South Africa and Klondike. Many of the above cautionary tales were ex-post prescient.

Post-crisis, Eichengreen and Temin (2010) argued there were many parallels to draw between

the mismanagement of the European debt crisis and the way the gold-exchange standard

contributed to the Great Depression. One of the lessons of history they bring forward is that

fixed-exchange regime can magnify adverse shocks and international tensions in the absence

of international monetary cooperation, as it becomes clear comparing 1931 and 2010. Deficit

countries - Germany in 1931, Greece and other peripherals in 2010 - bore the lion share of
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the adjustment, at least at first. Comparing the attitute of EU authorities towards Greece to

those of US President Hoover, who ultimately had to accept a moratorium on German debt,

the authors were - with insight, rightly - skeptical that a deflationary adjustment could bring

Greek debt back to sustainability without debt restructuring.

In their review of the literature, O’Rourke and Taylor (2013) highlighted how the EMU and

the classical gold standard differed markedly in terms of the ability to adjust to idiosyncratic

shocks. Both economic and political factors influencing external adjustments within a

currency area were, conversely, comparable when contrasting the experiences of the interwar

gold-exchange standard and the Euro Area. They argued that, similarly to the Euro Area

crisis context, wages following the Great Depression were sticky (Bernanke and Carey, 1996)

while deflationary pressures (Fisher, 1933), magnified in some countries by fiscal contractions

(Almunia et al., 2010), brought forward political extremism (De Bromhead et al., 2013). As

a large literature has long found a strong relationship between speed of recovery from the

Great Depression and early exit from the gold standard (Eichengreen and Sachs, 1985), they

also argued threats of unsustainability loomed large on the future of the EMU.

As the closest predecessor to Euro, the Latin Monetary Union formed around France in

1865 also received substantial attention. At a time where European countries were debating

whether to establish a centralised central bank as part of EMU, Flandreau (1993) analyzed the

problem of coordination and inflationary bias in a monetary union from the perspective of the

Latin Union experience with seignoriage. Flandreau (2000b) questioned early interpretations

of the Latin Union as a mere political attempt to foster French international influence and

underlined its economic rationale. As France became a leading capital exporter, incentives

aligned both in France and capital recipients to make the Franc an international anchor.

The destabilisation of the French external position after the 1870 defeat against Prussia as

well as the lack of coordination mechanisms to prevent inflationary bias led to the failure

of the project. In parallel to Flandreau, Einaudi (2001) wrote a very detailed account of

the diplomatic history of the Latin Union. A key lesson he draws from the Latin Union

experience (Einaudi, 2000) is that political commitment, but not necessarily political union,
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is a necessary condition for international monetary unions to be sustainable.

The lessons from the Scandinavian Union and the Austro-Hungarian Empire monetary

union were also considered. The former’s experience can be hardly disentangled from the

one of gold standard countries more broadly. Accordingly, Bergman (1999) notes that the

Scandinavian Union was sustainable and functioned without frictions until WWI despite

no clear evidence of OCA endogeneity looking at output disturbances. Flandreau (2003)

revisited the experience of the Austro-Hungarian monetary union, focusing on its lessons

for the institutional set up of the Euro. He argued that, in the Austrian empire, market

discipline provided an effective line of defence to limit its members’ deficits, despite the

absence of fiscal rules. In Flandreau (2006), the same author focused on the bargaining

dimension of monetary policy within a multinational union. Despite being the junior

partner in the Austro-Hungarian union, Hungary influenced the common monetary policy

in its favor, relying on threats to quit the union. Finally, Flandreau and Maurel (2005)

looked at the OCA endogeneity issue from the perspective of the late 19th century monetary

arrangements. They found that, in the contexts of the gold standard, Scandinavian Union and

the Austro-Hungarian empire, cyclical synchronisation increased with trade integration, with

no signs of adverse specialisation effects. They however underlined how OCA endogeneity

was consistent with levels of integration in line with international arrangements, and that

furthering European integration more in line with a national market might well make

Krugman-type effects of monetary union more relevant.

Accordingly, national experiences of monetary integration were also examined by the liter-

ature. The history of the US monetary union spurred several attempts at drawing lessons,

both before and after the Euro crisis. Eichengreen (1990) noted early on that US history

showed that monetary integration would increase pressure for forms of fiscal federalism and

required higher levels of financial integration among Euro member states. Rockoff (2003)

re-examined over two centuries of American history, highlighting how it is far from clear

whether the US formed an OCA before at least the 1930s, when fiscal federalism was substan-

tially enhanced following the New Deal. Throughout American history, asymmetric shocks



14 Chapter 1. Introduction

occurred, spurring debates about regional effects of monetary policy. One such episode that

has long received substantial attention is the demonetisation of silver in 1873, which had

a pronounced deflationary impact with vastly differing consequences for creditor regions

in the East Coast and debtor regions in the Mid-West (Rockoff, 1990). This regional shock

had a long political shadow, as it emboldened a populist pro-inflation, anti-gold standard

movement who ultimately took control of the Democratic party nomination and came close

to winning the presidency in 1896 (Friedman, 1990). Eichengreen et al. (2019) recently

quantified the impact of adverse monetary conditions on the 1896 electoral results at the

county-level. Frieden (2016) surveyed those long-run political conflicts around monetary

policy. Post-crisis, in their article entitled ”Cross of Euros” O’Rourke and Taylor (2013) di-

rectly referenced the slogan of the American populist candidate William Jennings Bryan, who

concluded its address to the 1896 Democratic National Convention accusing its adversaries

of the willingness to ”crucify mankind upon a cross of gold”. They highlighted how the US

experience as a monetary union changed dramatically following crisis episodes. The Civil

War brought about currency and banking harmonisation as well as debt mutualisation and a

no-bailout clause. The 1907 panic ultimately led to the creation of a federal central bank in

1913. Following the Great Depression, a fiscal and banking union solved many of the chronic

issues experienced during the first century of the American monetary union, providing a

foot-print for solving the sovereign-banking doom-loop experienced by the EMU after 2010.

More recently, the lessons from US history were developed in a report commissioned by the

European Commission to the Peterson Institute of International Economics (Kirkegaard and

Posen, 2018). They provided detailed lessons on the sequencing followed by the US towards

fiscal and banking integration.

Other experiences of relatively recent national monetary integration, such as Germany and

Italy, were examined in search of historical lessons, albeit to a lesser extent. Holtfrerich (1993)

looked at the then topical issue of the sequencing between economic, monetary and political

integration from the perspective of German history. He argued that, although it followed a

secular process of economic integration, monetary integration in Germany preceded political

integration, in line with the then Maastricht project. James (1997) revisited the sequencing of
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the German monetary unification, partly disagreeing with Holtfrerich (1993). He underlined

how the first decades of German unification in the 19th century brought forward a number

of political conflicts around the control of the central bank, competition among financial

centers and, later on, the appropriate level of fiscal policy. Central bank reforms and the

functioning of monetary policy in the newly unified German Empire were the core theme of

recent work by Mandeng (2019). He argued that a decentralised monetary policy conduct

was an effective stabilisation tool within a regionally diverse German Empire.

The Italian monetary unification received comparatively less attention, providing partial

motivation for some of the present doctoral work. Monetary historians, such as De Mattia

(1959) and Di Nardi (1953) studied early on the relatively complex arrangements that led

from multiple central banks inherited from pre-unitary states to a coherent central banking

framework following unification. Recent work by Chiaruttini (2020) explored in more details

the integration of the banking system and its regional implications post-unification. With

respect to the historical lessons for monetary unions from the Italian unification two previous

contributions exist. Collet (2013) provided a quantitative analysis of pre-unitary states’ bond

pricing following the consolidation of pre-unitary debts, looking at factors that increased the

perceived credibility of the sustainable character of the Italian union. Foreman-Peck (2005)

is the closer forerunner to some of the work in this thesis. He argued that Italy was far from

being an OCA at unification, and that unification itself likely brought about specialisation

effects dominating over any OCA endogeneity phenomenon. I provide a more in-depth,

empirical formalisation of some of his arguments in Chapter 3.

1.2. The Italian Unification: Economic Integration and Di-

vergence

The Italian unification is the ”laboratory” I rely on to study monetary integration in Chap-

ters 2 and 3. What follows summarises the historical events surrounding the geopolitical

shock that constituted the unification of the Italian peninsula, the monetary unification
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process and key themes on the Italian economy in the 19th century, with a particular focus

on the early history of the North-South economic divergence.

1.2.1. From a “Geographical Expression” to Full Political Integration

At the eve of the Congress of Vienna, the Foreign Minister of the Austrian Empire Von

Metternich described Italy as a mere ”geographical expression”. Less than half a century

later, the Italian peninsula was ruled as a centralised state under the Savoy Monarchy. To

appreciate the interest of the geopolitical shock of the Italian unification as a laboratory to

study economic integration it is crucial to underline how the eventual outcome of this process

was, until a few months before 1861, to a large extent both unintended and unexpected

(Barbagallo, 2017).

An Unforseen Union

Prior to unification, the Italian states had very loose economic, political and even cultural

links. Economically, intra-Italian trade was around 15-20% of Italian polities’ total trade

(Federico and Tena-Junguito, 2014). Politically, while all states shared the same frustration to-

wards various forms of foreign domination or interference, eight sovereign or semi-sovereign

states existed, with an increasing degree of diversification in terms of political regimes

starting in the late 1840s. Culturally, the great Italian linguist De Mauro (2017) estimated

that, at unification, Italian speakers amounted to less than 2% of the then population, with a

higher estimate of 10% if speakers of central-Italian dialects and the Church’s hierarchy are

included.

It is true that an elite nationalist movement arose in both the political and cultural domains

in the early 19th century. While heterogeneous, the early “patrioti” were political radicals that

did not hesitate to resort to secret societies and terrorism, wishing, like Giuseppe Mazzini to

establish a centralised Italian Republic. In reaction to Mazzini’s revolutionary nationalist-

republican movement, a “moderate” political movement arose, advocating the independence
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of Italy from Austrian influence and some degree of integration between the then existing

Italian kingdoms. While the moderates’ believes were rather heterogeneous (Banti, 2013),

they broadly differed from Mazzini’s project in a key respect. Far from advocating a unitary,

centralised Italian republic, what they had in mind was an Italian confederation of kingdoms,

modelled over the German Confederation, possibly under the moral authority of the Pope

(Hearder, 2014).

The moderate project came close to being kick-started in the 1840s, when the constitution of

a “league” involving the Papal States, Tuscany and Piedmont was at an advanced stage of

negotiation. However, the 1848 revolutions definitively put an end to the project. At the same

time, the radical party under the leadership of Mazzini continued its terrorist activities. Two

attempts to kill the French Emperor were made in 1855 and 1858 by Italian anarchists. Those

attempts were exploited by Piedmont-Sardinia to gain the support of France and Britain as

the guarantor of geopolitical stability in the Italian peninsula (Romeo, 1984).

The final set up of a unitary Italian Kingdom is then the result of the interaction between

the contradictory aims of moderate Piedmontese politicians and radical Italian ”patriots”.

This interaction led to a major, unexpected, geopolitical shock, as in the space of a few

months most of the pre-unitary Italian states were annexed, as part of a centralised state, by

Piedmont-Sardinia.

The Unification Shock

Piedmontese Prime Minister Cavour, an influential figure in European diplomatic circles,

is without doubt the key character behind the events that unfolded in the Italian peninsula

around the unification. Nevertheless, Cavour never planned for Italy to become unified nor

pursued territorial expansion towards the South of the peninsula before events forced him

in that direction (Mack Smith, 1958). He described as ”silly non-sense” the mere idea of

Italian unification in a letter to a close adviser as late as 1856. The goals of Cavour were,

more practically, territorial expansion into neighboring Lombardy-Venetia and a weakening
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of Austrian influence in the peninsula.

Conservative elites in Northern Italy might have been attracted to the idea of an anti-

Austrian Italian confederation put forward by moderate catholic intellectuals such as Vin-

cenzo Gioberti (Gioberti, 1848). However, as mentioned above, they largely opposed Ital-

ian nationalism as a dangerous, radical proposition. Their views and interests contrasted

markedly with the ones of the small extremist groups of conspirators who supported the

Italian national cause. Those extremist views were not shared by the general population

either. Several attempts to foster popular revolts in favor of Italian nationalism failed in the

fifty years preceding unification, due to lack of broad-based support (Banti, 2013).

Paradoxically, that same fear of political instability, which was inherently associated with

Italian nationalism in the first part of the 19th century, ultimately pushed the Piedmontese

elite to support the creation of a centralised Italian state, in the aftermath of the war against

Austria in 1859.

In 1858 Cavour and Napoléon III met in Plombières to negotiate France’s military support

against an imminent Austrian attack on Piedmont-Sardinia. The two statesmen agreed, in

case of victory against Austria, on a Piedmontese territorial expansion into Lombardy and

Venetia and on the creation of a loose Italian confederation. This was very far from the

centralised political, economic and monetary union that unfolded only a couple of years

later.

The success of the French-Piedmontese armies in the first stage of the 1859 campaign led, as

expected, to the annexation of Lombardy by Piedmont-Sardinia. However, several unintended

developments tilted the course of events towards Italian unification (Romeo, 1984).

First, Napoléon III dropped his support for Piedmontese expansion into Venetia, frustrating

Cavour’s ambitions. The Emperor insisted that Central and Eastern Italy were to remain

under Austrian influence and an Italian confederation presided by the Pope was to be cre-

ated. This partial disavowal of the original French-Piedmontese pact made the conservative

Piedmontese elite keener on bolder initiatives against the status quo (Romeo, 1984).
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Second, anti-Austrian riots took place in several cities in central Italy in the second half of

1859. Faced with the risk of revolution in neighboring states and the opportunity of further

territorial expansion, Cavour skilfully secured the annexation of the smaller Italian duchies

as well as the Granduchy of Tuscany and the Romagna territories by March 1860.

Third, in May 1860, Garibaldi’s private militias landed in Sicily. Cavour likely opposed

the expedition and unsuccessfully attempted to stop to it (Smith, 1988). However, the

Sicilian and Neapolitan army unexpectedly collapsed against an out-numbered Garibaldi. As

Garibaldi’s expedition was able to march on Naples by August 1860, Cavour was once again

forced to adapt. The threat of a revolutionary government in Naples pushed Cavour and the

great powers to support the annexation of the Two Sicilies by Piedmont-Sardinia in October

1860. As a result, in March 1861 the Kingdom of Italy was officially formed, paving the way

for the unification process.

State Building, “Piedmontisation” and the Southern Question

The sudden annexation by Piedmont-Sardinia of a territory several times its own size, with

the threat of Austrian attacks still looming, immediately brought to light the issue of state

building. The Piedmontese were conscious of the significant heterogeneity of the newly

acquired states, in terms of administrative habits, economic preferences and “social capital”.

Cavour, who died right after unification in 1861, foresaw the risks of having to recur to

military force in order to get the state building process under way. Four years of civil war in

the South, causing more deaths than the preceding Sardo-Austrian wars, were to follow the

proclamation of the Kingdom of Italy (Barbagallo, 2017).

The only way the Piedmontese elite could consolidate their territorial gains and organise the

new state in the space of a few months, was a blanket extension of their own institution to the

rest of the country, a process known as ”Piedmontisation”. Within the monetary domain, this

process provides an ideal exogenous variation that is at the core of Chapter 2. The extension of

the, French-inspired, centralised approach to government of Piedmont to very heterogeneous
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territories was bound to create tensions and idiosyncrasies. At the same time, as unified

Italy adopted Piedmont’s custom unions, monetary standard and civil service in less than

five years, legacies of the pre-unitary states persisted. ”Piedmontisation” was resented by

many in the South, even leading to accusations of ”colonialism” (Barbagallo, 2017). Those

idiosyncrasies led to a ”weak centralism” (Melis, 2014) with implications regarding both

economic policy and the speed of national market integration. This background bears the

question of a no-unification counterfactual where Italian states take a more progressive route

towards integration, more akin to how Germany integrated, which is part of my analysis of

the Italian unification through an OCA prism in Chapter 3.

1.2.2. The Italian Economy in the First Globalisation

The period going from the Italian unification to WWI coincides with an initial tail of sluggish

growth (1861-1896) followed by the beginning of a prolonged economic catch up that lasted

until the early 1990s (Toniolo, 2013). To assess Italy’s economic performance throughout the

19th century one has to start from its initial condition of relative backwardness, the fruit of a

process of economic declinet. Italy went from being Europe’s richest area in the 16th century

to a GDP per capita roughly half of that of Great Britain in 1861.

The first thirty years of unification saw Italy’s relative decline with respect to the productivity

frontier continuing, despite favorable global conditions (Toniolo, 2013). With an annual

average GDP per capita growth of 0.6%, Italy’s growth lagged behind both the United

Kingdom and other peripheral countries over the period. Growth was largely driven by

factor accumulation, as labor force participation reached its all-time peak in 1881 and fixed-

investment grew steadily between the end of the third Sardo-Austrian war and the 1890s.

On the other hand, TFP growth remained at 0.6% for the agricultural sector and close to zero

for industry and services. The debate over the question of why, for close to four decades,

the Italian latecomer was largely precluded from modern economic growth remains open.

The first interpretations in the 1950s ranged from the lack of “original accumulation” and

infrastructure (Romeo, 1959) to the absence of the “agents of industrialisation” that were
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universal banks (Gerschenkron, 1955). Fenoaltea (2011) later emphasised the weight of the

international cycle, and particularly capital flows, on the growth of those years. Toniolo

(2013) raises the interesting issue of why growth did not accelerate in the aftermath of

unification, despite a clear upside to potential output coming from the creation of a single

market and institutional change. While external shocks and policy mistakes - the trade war

with France in the 1880s, the 1890 banking crisis and the recurrent fiscal instability - played

a role, Toniolo underlines how the unfolding of economic and institutional convergence

remained slow, explaining part of the growth sluggishness in the early years of unification.

While by the late 1890s Italian GDP per capita had fallen to 38% of the British one (it was

45% in 1870), at the eve of WWI it had reached almost 54%. Ciocca (2007) observed how only

one fifth of this sharp acceleration is attributable to cyclical factors, the rest being caused

by a structural change in the trend. In 1897-1913, real GDP grew on average by 2.4% per

year, thanks to sustained growth in industrial production and overall productivity. Modern

industries such as metal making, electricity and electro-mechanics expanded at double digit

pace, on the back of foreign direct investment and technology transfers concentrated in the

Turin-Milan-Genoa triangle. The monetary and fiscal stabilisation brought about after the

1890s banking crisis contributed to a policy environment supportive of foreign capital flows,

as interest rates slowly converged to the European core levels.

While then Italy as a whole started to converge in the 1890s, this is also the period where the

Southern Question arose to prominence in the Italian policy debate.

1.2.3. An Overview of the Early Italian Southern Question

The Pre-Conditions: from the Spring of Nations to 1861

The political process that led to the unification marked the collapse of the then largest

Italian state, the Kingdom of the Two Sicilies led by the Bourbon monarchy, as well as the

success of the expansionary designs of the Kingdom of Piedmont-Sardinia. The comparison
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with the German unification, and the role played by Prussia in its unfolding, raises the

question of how small Piedmont, which until a few years before 1861 certainly fitted the

description of an “Ancien Régime” backward country, managed to play such a hegemonic

role in the Italian peninsula. Both Piedmont and the South largely shared a common fate

in a foreign dominated Italy throughout the Napoleonic wars - when partly francophone

Piedmont was annexed to France while a Bonaparte king ruled on Naples - and the post 1815

Restoration (Hearder, 2014). A number of authors, including Barbagallo (2017) and Felice

(2013) identify the origins of the North-South divergence by contrasting the institutional

reactions taken by the Savoy and Bourbon monarchies to the 1840s uprisings. Under Carlo

Alberto and Vittorio Emanuele I, the Kingdom of Piedmont-Sardinia successfully managed

to take a relatively smooth path towards institutional modernisation. First, by reforming

the legal codes, largely reintroducing the Napoleonic ones. Second, by introducing a de facto

constitution (the “Statuto”) in 1848 and resisting Austrian demands to withhold it following

the defeat in the first Sardo-Austrian War (Hearder, 1983). On the contrary, the Kingdom of

the Two Sicilies, remained anchored to its aboslutist institutions and thus continued to be

afflicted by internal institutional conflicts, between Sicily and the mainland on the one side,

and the monarchy and the Neapolitan liberal elites on the other side. The withholding of the

1848 Neapolitan Constitution as well as the fierce repression of Sicilian separatists in 1849

led to a substantial international isolation of the Bourbon monarchy, famously depicted by

William Gladstone as the “negation of God erected as a system of government” (Hearder, 2014).

The results of this divergence became visible in the decade that precedes unification in key

areas commonly associated with early stage economic development (Felice, 2013). In terms

of infrastructures, despite the first Italian railroad having been built between the Bourbon

summer palace of Portici and Naples in 1839, Piedmont counted 25 meters of railroads per

km2 in 1859 against 0.9 meters in the Two Sicilies. A similar picture emerges looking at

financial development, as only one out of the 130 savings banks operating in the Italian

peninsula was based in the Two Sicilies at unification, as well as human capital: in 1861

the literacy rate in the South was 14% against 50% in Piedmont and Lombardy. All in all,

while in a low productivity pre-industrial economic environment the above divergence might
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not have translated into a marked difference in terms of income per capita, the question

of why this gap persisted despite the adoption by the South of the same institutions also

bears the question of looking at counterfactuals and the potential adverse effects of economic

integration.

The Initial North-South Divide

Despite the increasing North-South gap in terms of institutions, infrastructure and human

capital observable in the 1850s, the extent of the purely economic differential between the

Centre-North and the Two Sicilies in 1861 is vastly debated. An early, widely influential

estimate by Eckaus (1961) put the gap at 15-20%. On the other hand, a number of authors

have attempted to downplay the gap at unification, a view in line with Southern economists

of the late 19th century (Nitti, 1900). For example, Fenoaltea et al. (2007) argue that such a

large gap is inconsistent with the 1871 “hard” estimate of regional industrial productions,

showing a level of industrialisation broadly comparable across the Western Italian regions

from North to South.

More recent cliometric estimates of income per capita by Felice and Vecchi (2015) and

Daniele et al. (2007) also show markedly different results, with the former pointing to an

initial gap close to 15% early estimates of by Eckaus (1961) and the latter arguing against

any meaningful regional gap at unification. Overall, given the absence of direct quantitative

evidence on regional GDP before 1871, both approaches to the existence of an 1861 gap

rely on an indirect interpretation of what was the trajectory of the gap between 1861 and

1871. In other words, different views on the net early effect of unification point to different

assessments of the 1861 gap. Daniele and Malanima implicitly assume that the net effect of

unification was a negative one, as the Southern economy was weakened by popular unrest

and the adoption of the Piedmontese tariff. Conversely, Felice underlines how the negative

effect on industry was probably more than compensated for by the advantages of free trade

and infrastructure investment for the Southern tradable sector, which should have translated

in a decrease in North-South inequality, as national GDP per capita barely grew in the 1860s.
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To summarise, while there is agreement about the fact that big socio-institutional differences

predate the unification, it is unclear whether those same differences already translated into

an economic gap before the start of a proper industrialisation of the country in the 1880s.

Measuring the 1861-1914 Divergence

One way to reconcile those different views on the North-South gap starting point might be to

consider the role of inequalities within pre-unitary states: the “Ancien Régime” economic

geography of pre-unitary Italy, where clustering occurred around the capital city, is likely

to have determined greater divergence in output within rather than between pre-unitary

polities in the early stage of unification (Fenoaltea, 2011). Unsurprisingly, regional disparities

were lower than in other European countries in 1871 (Iuzzolino et al., 2013).

The two cliometric reconstructions of North-South income differentials by Daniele et al.

(2007) and Felice and Vecchi (2015) outlined above, while disagreeing on the early years,

largely converge in their measure of the gap as soon as the industrialisation becomes broader

based. While industrialisation does not differ markedly in 1871 between Piedmont and the

Naples region, the period up to World War I marks the impressive rise of the “industrial

triangle” (Milan-Turin-Genoa) in the North-West. The relative North-South industrialisation

performance is only partially explained by the initial specialisation in sectors that will

register lower growth over the following decades. Indeed, the growth rate of the new

“modern” sectors such as basic metals, engineering, and chemicals was almost double in the

North-West compared to the South. By 1911, GDP per capita in the South was only shy of

80% of the Centre-North level (Iuzzolino et al., 2013).

The deepening of the gap was however not the product of industrialisation alone. The rise of

the “industrial triangle” coincides with a major external shock to the modern, export-oriented

farming sector in the South, driven by the trade war with France and the international

agrarian crisis of the late 19th century (O’Rourke, 1997). Davis (1999) sees the effect of this

severe blow as a key development in the history of the Southern Question, leading to mass
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migration6. The latter actually contributes negatively to the regional GDP per capita gap

until the early 20th century, as the ratio of gross migration to total population remained

higher in the Centre-North throughout the 1880s and 1890s (Felice, 2007). Even at the peak

of mass migration from the South, the positive population effect on the GDP per capita gap

was dwarfed by the numerator effect by a factor of three (Iuzzolino et al., 2013). Migration

patterns also differed in terms of destination, with Southerners largely migrating to the

Americas and therefore registering a lower repatriation rate. An appreciable (positive) effect

from internal migration on macro-regional income inequality is not to be felt until the

post-WWII period.

All in all, the North-South gap widened at the turn of the century, as industrial activities

vastly concentrated in the “triangle”. This is when the Southern Question arises as a policy

issue, as public discussions of “two Italies” became widespread. It is important to bear in

mind that at the eve of WWI, the dimension of the gap is still far from the dramatic levels

that it will reach in the interwar period, remaining lower than the one registered between

the components of the Hapsburg empire7. Still, while industrialisation in the ”triangle”

translated into a divergence of GDP per capita amounting to 18 percentage points between

the East and the West, the same figure was significantly higher for the North-South gap at 26

percentage points.

Interpretations of the early Southern Question

In more than a century of persistence of the Italian North-South divide, several interpretations

of its causes have emerged.

The first interpretations made by contemporaries emphasises the cultural backwardness of

the Mezzogiorno (Franchetti and Sonnino, 1877), looking at the political clientelism and

extreme poverty of the Southern countryside. They framed the Southern Question as a

”national question” relating it to the broader flaws of the limping centralised state brought

6This shock will be analyzed through the prism of the OCA literature in Chapter 2
7But significantly higher than in the Germany (Iuzzolino et al., 2013).
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about by the unification shock. The recent emphasis on institutional and cultural factors

as drivers of the Italian regional divide bears many echoes with those very first analyses.

This strand of literature goes back to Banfield (1967) and his classical study of ”amoral

familism” - a fundamental lack of social capital and trust - as a key impediment to the

provision of public goods and modernisation in the South. This was recently analyzed in an

experimental setting by Bigoni et al. (2016). From an historical perspective, Putnam et al.

(1994) traced back the cultural-institutional divergence between Northern and Southern Italy

to the Middle Ages, opposing the Center-North Italian city state model to the feudal Norman

monarchy that dominated the South. Differences in mutual trust among Italian regions

owed to long-run historical path-dependences have causally been linked to key aspects of

economic development, including financial deepening (Guiso et al., 2004) and institutional

accountability (Nannicini et al., 2013).

A second generation of “meridionalisti”, the one that coincides with the 1880s industrialisation

of the Northern “triangle”, linked the divergence to specific economic policies of the newly

unified State. Nitti (1900), a leading proponent of a unification-induced duality, estimates a

large net positive fiscal contribution from the South to the unified Italian State. He claimed

higher taxation per capita in the South drained resources from the former Two Sicilies

allowing for the industrialisation of the North-West. The consolidation of the pre-unitary

states debts, where Piedmont alone accounted for more than half of the initial debt level,

owing to several conflicts with Austria, the blanket extension of the Piedmontese tax code

and public spending dis-proportionally allocated to the North were, according to Nitti, at

the core of the Southern Question. A similar assessment of a fiscal residual penalising the

South in post-unification Italy was implied by Fortunato (1973).

The trade policy of unified Italy has long been a point of contention. A ”folk view” of the

Southern Question sees the extension of the Piedmontese tariff to the South as a key driver of

regional divergence, with the Southern ”infant industry” being wiped out by the unification

shock. It is certainly conceivable that the highly protectionist South experienced adverse

effects from an abrupt shift to what amounted to practically free trade (James and O’Rourke,
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2011). However, no precise quantification of the effects of trade policy at unification is

available8. The political economy of tariff policy between the agricultural South and the

industrial North and the effects of trade policy in the decades following unification have

also been a central theme of the early literature, summarised by James and O’Rourke (2011).

However, as shown by Federico and Tena-Junguito (1998) and Federico and O’Rourke (2000)

Italian protectionism was far from being out of the ordinary when compared to countries

with similar economic structures and characterised by capital scarcity.

The view that Italian dualism was driven by specific economic policies has been more

generally opposed by a number of scholars, starting with Fortunato (1904) underlining the

poor natural endowment of the South, and followed by Zamagni (1984) and Cafagna (1989).

This alternative strand of literature has emphasised starting endowments and economic

geography types of determinants in explaining the Southern Question. Estimating provincial

real wages since 1861, a recent contribution by Federico et al. (2019) traces the divergence

to different starting levels in human capital. A’Hearn and Venables (2011) review the

economic geography’s approach. They argue that the first three decades of unification saw

Heckscher-Ohlin-type channels favoring the North, which was better endowed in natural

resources related to agglomeration in the key silk industry. Starting in the 1880s, with the

deepening of a national Italian market (Federico, 2007), New Economic Geography-type

of channels, relating economic agglomeration to market access, are again consistent with

a further deepening of the economic gap in favor of the North. This characterisation was

further confirmed by Missiaia (2016, 2019) looking at GDP per capita and the localisation of

industry. In Chapter 3, I explore whether a further argument can be made about integration-

induced specialisation, alongside the Krugman-view of OCA endogeneity (Krugman, 2001),

in explaining part of the early manifestation of this exceptional phenomenon or regional

divergence.

8This gap could however be filled relying on new data collected as part of my analysis of the trade effect of
the monetary integration shock in Chapter 2 and not yet exploited.
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1.2.4. Monetary Unification and the Exchange Rate Regime

The following summary of monetary developments in post-unification Italy heavily relies

on the classical book by Fratianni and Spinelli (2005). Two key dimensions, tightly linked

with the process of political integration achieved in 1861, characterise those developments.

First, the institutional structure of the monetary regime, with the destabilising features of

a decentralised system of banks of issue. Second, and more importantly to the themes of

this thesis, the difficulties experienced by a peripheral country, reliant on foreign capital, to

strike a balance between adherence to the gold standard and the adjustment to local and

global shocks.

At unification, nine, broadly defined, banks of issue operated in the Italian peninsula. This

reflected a wide diversity in the stock of currencies and monetary policies in force in the

pre-unitary States. The Piedmontese Banca Nazionale immediately emerged as the only bank

of issue with a truly national presence, even though six ”legacy” banks of issue continued

to operate. However, multiple banks of issue prevented a effective banking regulation

(Di Nardi, 1953), leading the way to a large banking crisis in the early 1890s (di Meana and

Sarcinelli, 1990). This encouraged to further centralisation of monetary power in 1893 with

the creation of the Banca d’Italia9. Despite this progressive transition to a single central bank,

the harmonisation of metallic circulation10 was implemented as soon as 1862 extending

Piedmont’s monetary standard to the annexed territories. As such, the Italian polities

annexed by Piedmont found themselves part of a wide European area using a currency

standard intrinsically equivalent to the Frenc Franc. In 1865, unified Italy will join the Latin

Union as a founding member.

Fratianni and Spinelli (2005) identify the tension between fiscal dominance and monetary

stability as a recurrent stylised fact in Italian monetary history. At 45% of GDP immediately

after unification, Italian government debt almost doubled by 1866, leading to an increase in

the risk premium and a substantial outflow of metal at the eve of the third Sardo-Austrian

9The two Southern banks of issue were however to survive in their capacity until 1926.
10Which represented the overwhelming majority of the monetary stock at unification.
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war of 1866. This led to the introduction of a parallel, inconvertible paper circulation. The

latter was meant to be a temporary measure, with convertibility to be resumed soon after the

war. However, the paper lira became officially convertible only for a brief period in 1883. At

the same time, the lira was, throughout the 19th century, relatively close to its gold parity, at

odds with most of the periphery.

Tattara and Volpe (2002) characterise the Italian authorities constant hesitation between the

flexibility of a parallel paper standard and the credibility benefits of the gold standard, for a

country hugely reliant on capital inflows, as a “gold shadowing” regime. They argue that

this regime, while allowing for temporary deviations, resulted in monetary and nominal

developments fairly in line with full adherence to the gold standard. Indeed, contrary to other

instances of peripheral countries, nominal movements of the paper lira were frequent but

never exceeded a 10% depreciation versus the gold lira. Also, foreign inflows substantially

mitigated the inflationary potential of monetary shocks, as the price index remained remark-

ably stable within the overall pre-WWI period. Investigating this apparent inconsistency

between long lasting in-convertibility and relative monetary stability, Tattara (2003) observes

that “gold shadowing” was partly sustained through forms of financial repression. In partic-

ular, Italian authorities segmented their sovereign debt market, with foreign residents being

granted repayments in gold lira in Paris or London.

”Gold shadowing” meant Italy pursued a monetary stance markedly different from the one

of floating peripheral economies. While other poor Mediterranean economies were able

to adjust to shifts in agricultural prices through the nominal exchange-rate, Ciocca and

Ulizzi (1990) estimate that the lira experienced a real-effective appreciation in the order of

30% between 1870 and the turn of the century11. The link between the deterioration of the

agricultural terms of trade and the Italian exchange-rate policy was noted by contemporaries

(Benini, 1894). It likely put the burden of the terms of trade adjustment on factor movements,

and particularly migration. The latter was a key channel of adjustment to shocks in the gold

standard period (Khoudour-Casteras, 2003). Looking again at Spain, Sánchez-Alonso (2000)

11No peripheral countries are included in their measure, which should therefore be seen as a lower bound
estimate.
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argues the depreciation of the peseta limited emigration following the global agricultural

crisis of the 1890s. In Chapter 3, I look more closely to these developments from an OCA

perspective.

1.3. Global Currencies and the International Monetary Sys-

tem in Historical Perspective

Chapter 4 of the present doctoral thesis quantifies the relative importance of global currencies

and the structure of the international monetary system (IMS) over the last two centuries.

Eichengreen (2019) summarises the current debate on the IMS by distinguishing two key

views. On the one hand, he defines a ”Harvard view”, emphasising the persistence of dollar

hegemony in the last 75 years and the fundamentally hegemonic character of the IMS. He

describes this view, developed among others by Gopinath (2015) and Farhi and Maggiori

(2018), as ”fundamentally empirical”. On the other hand, he describes a ”Berkeley view”,

based on Eichengreen’s work with several co-authors as well as, among others, Gourinchas

and Obstfeld (2012). This second view is characterised as ”fundamentally historical” and

consists in seeing dollar dominance as a ”historical anomaly”, and a more multipolar IMS as

both desirable and likely to arise.

In what follows, I first summarise the literature on global currencies around the hegemonic

role of the dollar. Second, I provide a survey of existing work looking at the IMS from an

historical, long-run perspective.

1.3.1. Dollar Hegemony and the IMS

The debate on the past and future evolution of the IMS is rooted in the implications of dollar

hegemony, for the functioning of international economic relations as well as the domestic

economic policy of third countries. Kenen (1983) provided a synthetic framework to analyze
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the multiple dimensions of international currencies. The latter provide first of all a unit

of account for both real and financial transactions. They also are the unit of account the

official sector targets when managing a fixed-exchange regime. Second, they are used as a

medium of exchange to settle international transactions. Third, it is a store of value for both

the official and private sectors. Along all these dimensions, we very much ”live in a dollar

world” (Gourinchas, 2021).

Looking at the dollar as a unit of account and medium of exchange, many important con-

tributions, including Goldberg and Tille (2008) and Gopinath (2015), have examined its

extensive role as an international trade vehicle currency. Boz et al. (2020) provide a new

cross-country dataset on trade currency invoicing, confirming previous findings that the

dollar share in invoicing is roughly 4 times the US share in global trade. Ilzetzki et al. (2019)

document a secular increase of the dollar as unit of account by the official sector: while in

1970 around 1/3 of currencies used the dollar as an anchor, this figure is now close to 70%.

Those two dimensions of a global currency’s role interact in important ways. The emergence

of an international currency from strategic complementarities in international markets was

rationalised early on by Rey (2001). Gopinath and Stein (2018) set forward both theoretically

and empirically a ”Dominant Currency Paradigm” (DCP), where export prices are set and

sticky in a dominant currency and firms use imported intermediate inputs. This means the

exchange rate pass-through to import prices is mainly driven by the dollar as opposed to

the bilateral exchange-rate for non-US countries. Therefore, dollar dominance increases the

desirability of stabilising the dollar exchange rate (Egorov and Mukhin, 2020), as domestic

monetary policy is unable to stabilise demand for exports.

The network externality component of international currencies was already present in

Mundell (1961). Dollar use is likely to increase endogenously in other currency functions

the more it is used to invoice trade. As agents are likely to hold liquid assets in the currency

they transact, there are spillovers from DCP to the use of international currency safe assets

as stores of value. Maggiori et al. (2018) document, relying on security-level holdings data,

how global portfolios have substantial home-bias in terms of currency of denomination. The
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only - major - exception is the dollar, with close to 3/4 of foreign holdings in the US being

denominated in dollars. Gopinath and Stein (2021) argue that a two-way feedback loop

occurs, where, as dollar invoicing increases, higher demand for dollar safe assets depresses

dollar borrowing costs, in turn making it attractive to finance and invoice international trade

in dollars. In turn, this reinforces the desirability for dollar reserves to the official sector

(Gopinath and Stein, 2018). This is consistent with a multiple equilibria winner-takes all

IMS, where there are pervasive network effects.

The above characterisation of international currency hegemony has implications for the

functioning of the IMS as well as domestic financial systems and policies.

Based on the dollar hegemonic experience, the IMS architecture revolves around the provision

of safe assets by the hegemon (Gourinchas, 2017). As shown in Gourinchas and Rey (2007a)

this implies a peculiar balance-sheet for the ”world banker” hegemon, long risky foreign

denominated assets and short risk-free dollar liabilities. In the case of the US, this nets the

hegemon an excess return on its foreign assets position - an ”exorbitant privilege” - estimated

at about 2% annual real returns. Meissner and Taylor (2006) and Van Hombeeck (2020) find

a similar pattern looking at the external position of a past hegemon, the United Kingdom in

the late 19th century. This balance sheet structure also provides a further advantage to the

hegemon: an additional adjustment channel of external deficit through a valuation effect12

(Gourinchas and Rey, 2007b). At the same time, this world banker is also an insurer, as the

safe-heaven character of the dollar means it tends to appreciate in bad times, transferring

resources to the rest-of-the-world holders of dollar safe assets in a global crisis (Gourinchas

et al., 2018).

The implications of dollar hegemony are however not limited to the ”exhorbitant privilege and

duty” of issuing the safe asset at the core of the IMS architecture. More contentiously, dollar

hegemony has important spill-overs on the transmission of shocks and domestic policies.

Rey (2013) first described a ”global financial cycle”, characterised by strong co-movement

of global asset prices and capital flows, transforming the Mundellian ”trilemma” into a

12As when the dollar depreciates this improves the net external position of the US.
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”dilemma”. US monetary policy is a key determinant of the global cycle (Miranda-Agrippino

and Rey, 2020). The dilemma therefore implies that, regardless of their exchange-rate regime,

countries have a choice of either limiting capital flows or experiencing significant spillovers

from Fed policy on monetary and financial conditions, particularly via the credit channel

(Gerko and Rey, 2017). These considerations are reminiscent of the characterisation of the

Bank of England as the ”conductor” of the gold standard global monetary ”orchestra” by

Keynes (1930), making third countries such as the US susceptible to destabilising gold flows.

The global financial cycle can therefore magnify boom and bust credit cycles, suggesting that,

in a ”dilemma” world, macro-prudential policies should play a prominent role (Rey, 2019).

Having described the main features of the current hegemonic IMS architecture, I turn to the

recurrent theme of whether dollar hegemony is sustainable and whether a more multipolar

IMS is both possible and desirable. The asymmetric features of the IMS have long been a

concern for observers outside the US. On the one hand, it has been a source of frustration, at

least since French President De Gaulle and his finance minister Giscard d’Estaing denounced

the ”exorbitant privilege” of the dollar. On the other hand, many have feared that dollar

hegemony could prove destabilising. In path-breaking article, Triffin (1960) observed dollar

dominance faced a ”dilemma”, as the need for an increased supply of safe dollar assets - to

fill the needs of a growing global economy - was inconsistent with maintaining a constant

value of gold in terms of dollars.

As explicit efforts by both the Euro Area and China to foster the international use of their

currency are ongoing, the case for a more multipolar IMS was put forward, among other

policy makers, by Carney (2019). He argued a more multipolar IMS would reduce monetary

and financial spillovers, allowing countries to alleviate the ”dilemma”, but would also

increase the total supply of safe assets, with important benefits for global financial stability.

He particularly underlined the potential of new payment technologies in supporting such a

transition.

The scarcity of safe assets, signaled by the decline of equilibrium interest rates globally,

supports the view that dollar hegemony might become a more unstable equilibrium. The
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need for the US to continue supplying safe assets to the world, although the share of the US in

the world economy is declining, might well give rise to a ”new Triffin dilemma” (Gourinchas

and Rey, 2007a; Farhi et al., 2011), with provision of safe assets becoming inconsistent

with the US fiscal capacity. However, whether a decline of the dollar would give rise to a

multipolar IMS is ambiguous. Farhi and Maggiori (2018) describe a model of the IMS where

multiple equilibria can arise and competition among global currencies leads to self-fulfilling

crises with investors coordinating in and out of global currencies. As such, they argue (Farhi

and Maggiori, 2019), in line with Gopinath and Stein (2018), that an equilibrium might be

more likely to be found in the replacement of the current hegemon with a new one. Their

view echoes the early assessment of the interwar gold-exchange standard experience of global

currency competition by Nurkse (1944).

1.3.2. An Historical Perspective on Discontinuity and Multipolarity in

the IMS

Eichengreen (2019) notes how the pessimistic view on the sustainability of a multipolar IMS is

not necessarily justified in light of history. Based on a large body of literature he contributed

to with several co-authors13, he argues that IMS hegemony is an historical anomaly and that

the stability of a multipolar IMS is contingent on the policies and the degree of cooperation

pursued by key countries. The latter can be conductive to a functioning multipolarity such

as during the classical gold standard, or, consistently with the ”Harvard view”, destabilising,

similar to the interwar experience. The below summarises how the historical experience is at

odds with a natural monopoly view of the IMS.

There is ample evidence that at least some elements of multipolarity were present as the

first globalisation unfolded in the 19th century. Before 1870, three blocs, based on different

monetary standards, coexisted: the Gold one around the British Empire, the bimetallic

one around France and the silver one, spanning from Eastern Europe to Asia coexisted

13Summarised in Eichengreen et al. (2017).
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(Eichengreen and Flandreau, 1994). As highlighted above, French monetary diplomats

attempted to gather momentum towards the harmonisation of the IMS around the French

Franc in the 1860s. As the 1870 Franco-Prussian war destabilised the French external position

and prevented effective cooperation with the newly formed German Empire (Flandreau,

1996), a global movement towards the gold standard occurred (Eichengreen and Flandreau,

1994).

This apparent shift towards British hegemony however hid some key features of multi-

polarity. Countries wishing to adopt the gold standard found it costly to acquire the gold

needed to back internal circulation. Starting with the National Bank of Belgium in 1872,

central banks began to accumulate foreign-currency denominated assets (Ugolini, 2012)

that could be used to intervene in bullion and foreign-exchange markets as well as to back

domestic circulation in place of gold. This gold-exchange standard became attractive for

a number of countries, mainly poorer or smaller economies, as a way to reduce the cost of

operating a gold standard. Assets denominated in sterling certainly represented the lion share

of those early foreign balances. London was the deepest bullion market and the confidence in

the safe asset character of the pound was justified by a central bank playing its role of lender

of last resort in an credible way (Bignon et al., 2012). However, the classical gold standard

was far from consistent with a winner-takes all IMS. Flandreau and Jobst (2005) show that

several financial centers played a significant role in the global foreign-exchange market.

Lindert (1969) estimates of foreign balances holdings show how sterling only accounted for

roughly half of global reserves, with the franc and the mark each playing a substantial role.

The second key point documented by Eichengreen’s historical view of the IMS is that, histori-

cally, network-effects of global currencies have not been strong enough to justify a pervasive

incumbent advantage in IMS competition. This is obviously at odds with the literature

grounded in the dollar hegemony experience (Gopinath and Stein, 2018), but also contradicts

early views on the slow transfer of leadership between the pound and the dollar. While

Triffin (1964) and Chinn and Frankel (2005) posited that the dollar only overtook the sterling

after WWII, new estimates of global reserve holdings contradict this stylised fact and put
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into perspective the role of inertia in global currency status.

Eichengreen and co-authors show that the dollar rapidly competed on par and even surpassed

the sterling as soon as WWI. Looking at new foreign reserves data for the interwar period,

Eichengreen and Flandreau (2009) show that reserve currency status was evenly shared in the

1920s and that dollar balances overtook sterling ones by 1925. The picture was complicated

by the 1931 and 1933 respective devaluations of the sterling and the dollar, which prompted

liquidations of foreign balances. However, dollar balances again equalled and surpassed

sterling ones at the eve of WWII.

A similar picture, at odds with pervasive network externalities, emerges looking at trade

credit financing. Eichengreen and Flandreau (2012) highlight how US intermediaries man-

aged to gain significant shares of the market for acceptances by the early 1920s, a market

traditionally dominated by the previous IMS hegemon. Analogous findings were uncov-

ered in Chiţu et al. (2014), examining the currency denomination of interwar global bond

markets. In this case the dollar overtook sterling by 1929, with financial deepening in the

US providing the necessary boost to overcome sterling’s incumbency. The fact that sterling

managed to retake back prominence in bond markets denomination in the 1930s highlights

the potentially room for rapid reversals in global currency status.

In Chapter 4, I will document further the degree of multipolarity of the IMS, providing a

continuous measure, based on foreign-exchange co-movements, of the relative rise and fall

of global currencies over two centuries.



Chapter 2

The Common Currency Effect on

International Trade: Evidence from an

Accidental Monetary Union

2.1. Introduction

This paper fills an important gap in the literature on the real effects of exchange rates by

providing for the first time quasi-experimental evidence on the effect of a currency union

on international trade. In a path-breaking study, Rose (2000) first estimated the effect of

currency unions on bilateral trade. Looking at post-WWII currency areas, he suggested their

pro-trade effect to be as high as 300%. A vast literature has since attempted to dispute, with

some success, Rose’s seminal findings. Despite those efforts, the Rose Effect has managed

to survive. In their meta-analysis, sampling 37 estimates using structural gravity equations,

Head and Mayer (2014) computed an average estimated effect of 136%.

One key reason why Rose’s insights have been met with skepticism is the endogeneity bias

implied by the decision to join a currency union. As noted by Head and Mayer (2014)

the literature’s findings ”should not be interpreted as preferred estimates of the causal effects

37
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of the policy variables”. This is an important point, given that trade creation is commonly

considered as the key benefit stemming from the establishment of currency unions. Whether

a causal Rose Effect exists is therefore a topical policy question, as calls to leave the Euro

Area have mounted in several European nations and new projects of monetary integration

are considered around the world, particularly in Africa.

The issue of ”systematic selection into common currencies of countries with peculiar characteristics”

was raised early on by Persson (2001). However, those concerns have so far only partially

been addressed by the literature using matching techniques, deeming experimental evidence

”practically impossible” to obtain (Persson, 2001). Indeed, in order to infer causality on the

effect of currency areas, one would ideally need countries to randomly join a common

currency. As it is unlikely that we will observe a random adoption of the Euro any time soon,

I turn to the history of European monetary integration to make causal inference tractable.

My identification strategy relies on a quasi-experimental setting, involving what is probably

the closest historical precedent to the Euro Area. Since the Napoleonic period and throughout

the 19th century, the French franc monetary standard was adopted by several European

nations, resulting in a large common currency area. The latter was institutionalised in 1865

as the Latin Monetary Union. Around 1861, a major exogenous variation in the membership

of the French franc zone took place (Figure 2.1). It was brought about by the sudden

unification of the Italian peninsula by the Kingdom of Piedmont-Sardinia, following random

diplomatic and military events. Piedmont-Sardinia was a long-standing French satellite

state, home of an important Francophone minority and, importantly, an early adopter of the

French franc in the first half of the 19th century. This meant that the Italian states annexed

by Piedmont-Sardinia suddenly found themselves to be part of an accidental currency area

with France and its French-speaking satellites.

This geopolitical shock makes for an ideal set-up for drawing causal inference. The un-

expected character of the Italian unification, and the fact that it involved a mechanical

extension of Piedmont-Sardinia’s institutions to the annexed states, mean that their policy

preferences could not be endogeneised. Furthermore, based on standard determinants of
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Figure 2.1: An Exogenous Variation in French Franc Adoption

foreign-exchange rate regime choice, it would have been highly unlikely for the Italian

provinces annexed by Piedmont to endogenously join a common currency with France in a

no-unification counter-factual scenario.

I estimate the effect of this exogenous shock to trade costs by merging newly collected data

on Italian trade at the regional level around unification with a large bilateral trade data

matrix. Relying on structural gravity equations, the estimated causal Rose Effect is large and

significant, with a preferred estimate at 35%.

My results are markedly lower than the average point estimate in the literature and around

1/3 of recent estimates carried out with theory consistent gravity equations by Glick and

Rose (2016) and Larch et al. (2018).

However, opposite to findings by Campbell (2013) and Campbell and Chentsov (2017), I

argue that the Rose Effect is not completely driven by endogeneity. On the contrary, relying

on a credibly causal quasi-experimental setting, my findings confirm the original policy

implications of the Rose literature.
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The paper is organised as follows. Section 2.2 surveys the literature on the Rose Effect,

with a focus on the endogeneity issue; Section 2.3 focuses on the historical context of the

Italian unification as an exogenous shock; Section 2.4 covers the identification strategy;

Section 2.5 details the empirical specification; Section 2.6 describes the data; Section 2.7

provides baseline results, robustness checks and looks closely at potential threats to the

identification strategy; Section 2.8 discusses the results with respect to external validity and

potential channels and Section 2.9 concludes.

2.2. Trade Effect of Monetary Unions and Endogeneity Bias

The seminal contribution of Rose (2000) - finding that a currency union (CU) triples trade -

sparked an intense academic debate. The magnitude of the effect appearing implausible1, a

subsequent literature attempted to ”shrink” the CU effect, based on sample selection and data

issues2. This prompted a response by Glick and Rose (2002) confirming a very substantial CU

effect (doubling of trade). Baldwin (2006) provides an interesting methodological critique

of this early literature as well as its own estimate of the Euro’s trade effect at around 5-

10%. In particular, early estimates were performed using gravity equations inconsistent

with international trade theory, as they did not take into account unobserved bilateral

heterogeneity as well as general equilibrium effects such as multilateral resistance (Anderson

and Van Wincoop, 2003). Another issue with early results in the literature lied in the estimate

of log-linear equations through OLS, which Silva and Tenreyro (2006) show to be biased in

the presence of heteroskedasticity. In a subsequent paper, Silva and Tenreyro (2010) find

no statistically significant effect of the Euro on trade through a gravity equation estimated

through Poisson-Pseudo Maximum Likelihood (PPML).

Glick and Rose (2016) responded once again to the above criticism by performing the estimate

on a larger dataset, confirming the overall message of their early findings: the overall CU

effect is about 100% and of 50% in the case of the Euro. In a relatively recent meta-analysis

1Including to Rose himself.
2See Nitsch (2002), among others.
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of the literature, Rose (2017) notes that the vast differences in the estimates of the Euro effect

lie in sample size. If a large enough sample is considered, the results are consistent with a

substantial pro-trade effect of currency unions. A recent response by Larch et al. (2018) has

however once again highlighted that the estimated effect for the Euro can be highly sensitive

to the econometric specification, while confirming an effect of 100% for non-EMU currency

unions.

A more substantial critique to Glick and Rose’s results and their policy implications is

represented by endogeneity bias and self-selection into (or out of) currency unions. In

this respect, instrumental variable approaches were attempted early on by Rose (2000) and

Alesina et al. (2002) but were later abandoned due to unconvincing identification assumptions

(Baldwin, 2006). More convincingly, Persson (2001) first implemented matching techniques

to address systematic differences between countries that adopt common currencies and those

that do not. Other attempts to partially overcome endogeneity include diff-in-diff-inspired

approaches focusing on the selection of relevant control groups (Micco et al., 2003; Silva

and Tenreyro, 2010), on controlling for ”third factors”, trends (Berger and Nitsch, 2008) and

propensity to treatment and self-selection (Wolf and Ritschl, 2011).

A key motivation to the present paper lies in the findings by Campbell (2013) and Campbell

and Chentsov (2017). They adopt an original critique to the Rose Effect literature, by focusing

heavily on endogeneity bias. Short of having quasi-experimental evidence at their disposal,

they take a close look at the context in which CU switches occur in Rose’s dataset. They

argue that the literature’s results are systematically driven by endogeneity and coincident

factors to CU switches, such as decolonisation, warfare, the fall of the Berlin wall or the wider

European economic integration processes. They do not find any statistically significant Rose

Effect once ”intuitive” control groups are implemented and CU switches coterminous with

war are excluded from the sample.

In this paper, I therefore fill a key gap in the literature and address the endogeneity bias issue

by relying on a unique historical quasi-experiment. This is in line with previous attempts

to provide causal evidence on the effect of the exchange rate regime, exploiting historical
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exogenous shocks (Lopez-Cordova and Meissner, 2003; Mitchener and Voth, 2011). My

approach is very close to the one adopted by Frankel (2008), who analyzes the fortuitous

adoption of a Euro hard peg by the African countries formerly pegged to France3. To my

knowledge, the present paper is however the first attempt to use a natural experiment to

specifically investigate the causal effect of common currencies on trade using the original

definition used by Rose (2000) of a 1-on-1 irrevocable exchange rate.

2.3. The French Franc Zone and the Italian Unification

Following the Italian unification in 1861, several formerly independent Italian states became

part of a wider European currency union which, in many respects, represents the closest

historical precedent to the Euro. This French franc area was originally formed by France and

its neighboring states, Belgium, Switzerland and Piedmont-Sardinia.

I argue that this historical episode provides an ideal environment to estimate the causal effect

of currency unions on trade. Section 2.3.1, describes the role of France as an international

monetary anchor in the mid-19th century. Section 2.3.2 highlights how the 1861 Italian

unification in-itself was a highly unpredictable exogenous shock. On the one hand, it was

not driven endogenously by cultural, political or economic ties among Italian states. On

the other hand, it unexpectedly materialised following a number of random political and

military events.

My identification strategy is built around the unintended consequences of this exogenous

shock on bilateral trade costs and is discussed later on in Section 2.4.

3Tenreyro (2010) however notes the paper’s identification strategy does not necessarily comply with the
parallel trend assumption.
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2.3.1. France as an International Monetary Anchor in the 19th Century

The paper’s quasi-experimental setting lies in the exogenous adoption of the French franc by

several Italian pre-unitary states, following their annexation by the Kingdom of Piedmont-

Sardinia, a long term adopter of the French franc standard.

Piedmont-Sardinia’s currency had been intrinsically equivalent to the French franc since

the beginning of the 19th century, when it had briefly become a French département under

Napoleonic occupation. After the congress of Vienna and the demise of the First French

Empire, both Belgium and Piedmont-Sardinia maintained the French monetary standard:

the Sardinian lira, the Belgium franc and the French franc were equivalent to 4.5 grams of

pure silver or a fixed equivalent in gold as part of a bimetallic standard. The currency of each

country circulated widely in the three states, at times with legal tender status. Switzerland

joined the ”club” in 1850, when the Swiss franc was introduced as the monetary unit of the

Helvetic Confederation. In fact, a de facto common currency among Francophone European

states predates by a few decades the 1865 International Monetary Convention4, better known

as the Latin Monetary Union5.

In many respects, the French franc currency area I examine in this paper represents the

closest historical precedent to the Euro, given both its geographic spread and economic

rationale.

The technocrats of the French Second Empire clearly understood monetary fragmentation

as a cost to trade and international financial transactions. The key policy maker behind

the international expansion of the Franc, Félix Esquirou de Parieu, was in many ways a

European federalist ante litteram. Heading French monetary diplomacy, he wanted to achieve

4For a detailed discussion see among others Einaudi (2001) and Flandreau (1995).
5The Latin Union arose from the need to coordinate the intrinsic value of lower denomination coins following

the change in the relative price of silver and gold, which prompted Switzerland to debase some of their lower
denomination coins. The persistence of small variations in the intrinsic value of some denominations does
not concern the policy treatment at hand here, as they did not meaningfully increased transaction costs. The
fact that small denomination coins circulated across borders shows that they were accepted at face value. This
therefore posed a fiscal problem for the French government which undergo Gresham Law-driven influxes of
debased small denomination coins from its neighbours (Einaudi, 2001)
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for international finance transaction costs what Michel Chevalier had achieved for tariff

reduction with the 1860 Cobden-Chevalier treaty. He was determined to create a European,

or even global, monetary standard around France. The extent of French monetary dominance

throughout the 19th century is quantified in Chapter 4.

As noted by Flandreau (2000b), the key driver for the international spread of the French

franc relates to French surging capital exports. Following the establishment of the Second

French Empire and the economic reforms of Napoleon III, France became a major supplier

of international capital, increasingly competing on equal footing with Great Britain. Even

though Esquirou de Parieu’s grand project of monetary diplomacy came to a halt following

France’s defeat in the war against Prussia in 1870, strong momentum built up in the 1860s

in favor of harmonisation of the international monetary system around the French Franc.

Several European and Latin American nations considered, and even made steps towards,

the adoption of the French franc in the late 1860s, including Spain, Austria-Hungary and

Romania, while the Papal States and Greece formally achieved membership of the Latin

Union in 1866 and 1868 respectively.

2.3.2. The Italian Unification as an Exogenous Shock

Even though the Italian unification provides the catalyst for its quasi-experimental setting,

the paper is not concerned with the reduction in trade costs between Italian pre-unitary

polities. Indeed, it would be impossible to disentangle the common currency effect between,

say, Tuscany and Sicily with other features of political unification. The Italian unification

is only indirectly of interest here, to the extent it had important unintended consequences:

the exogenous adoption of French institutions by the annexed Italian states. It is however

crucial to analyze how the Italian unification as a centralised state in-itself was an highly

unlikely outcome, brought about by random diplomatic and military events. This provides a

first layer of exogeneity and the foundation for the paper’s key identification assumptions

detailed in Section 2.4.
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Lack of Cultural, Political and Economic Ties among Pre-Unitary Italian States

In 1814, leading Austrian statesman the Prince of Metternich defined Italy as a mere ”geo-

graphical expression”. This definition remained true in 1859, when the outburst of the Second

Austro-Sardinian War paved the way, in the space of a few years, to the establishment of a

full-fledged political, economic and monetary union as part of a centralised Italian state.

This outcome was very much unexpected even a few months before it actually unfolded in

18616.

Prior to unification, Italian states had very loose, if any, cultural, political and, above all,

economic ties. Culturally, the Italian language was essentially a literary language limited to

a small minority. Prominent Italian linguist De Mauro (2017) estimated that at unification

Italian speakers amounted to less than 2% of the population7. Piedmontese Prime Minister

Cavour himself, often depicted as the hero of the Italian unification by popular history, had a

at best a weak command of the Italian language, preferring to express himself in French or in

the Piedmontese dialect. Despite extensive journeys across Europe, he had little interest for

the Italian peninsula, and allegedly never traveled further South than Florence.

Politically, eight separate sovereign or semi-sovereign states existed (Figure 2.2), with no

particular perception of a common belonging. A process of divergence in terms of political

regimes started out in the 1840s, with Piedmont-Sardinia embracing constitutional monarchy

and international integration while the rest of the peninsula remained under the absolutist

regimes of direct or indirect Austrian rule, the Pope or, in the South, the Bourbon monarchy.

Economically, the lack of pre-unitary ties is also striking. In the 1850s, intra-Italian trade

was 15-20% of the total international trade of the Italian states. However, trade across the

borders of the Northern Po Valley between Piedmont and Lombardy-Venetia alone accounted

for more than half of this figure (Federico and Tena-Junguito, 2014). Lack of regional trade is

unsurprising when considering the absence of railways along the peninsula, the poor state of

6Chapter 1 of Barbagallo (2017) extensively reviews this ”unforeseen union”.
7With an upper bound estimate of 10% if the speakers of central-Italian dialects and the clergy are included.
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Figure 2.2: Italy Before and After the 1861 Unification

the roads and widespread protectionism. Monetary standards differed in each pre-unitary

state8, alongside unit of measures and degrees of financial development. This contrasts

with the experience of pre-unitary Germany, where gradual monetary integration pre-dates

unification by a few decades.

Unintended Consequences of the Austro-Sardinian War of 1859

While there was no endogenous process behind the sudden unification of Italy, the histor-

ical literature also shows how random military and diplomatic events actually led to this

outcome9. To be clear, I am not arguing that some sort of Italian integration process was

unlikely to get under way by the mid-19th century. What, based on historical scholarship,

was however highly unlikely, is the establishment of a fully centralised Italian state spanning

the entire peninsula as soon as 1861.

A unification process like the one that would materialise in 1861 was neither expected nor

desired by policy makers, both in Italy and abroad. While radical nationalist groups had

8And even within states, as two different monetary standards were in force in the Kingdom of the Two
Sicilies, one for the continental part and one for the island of Sicily.

9Romeo (1984), Mack Smith (1958) and Hearder (2014) provide detailed accounts of the events. I provide in
Appendix 2.B an historical summary as well as a timeline.
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unsuccessfully attempted to foster unrest in the peninsula since the beginning of the century,

the idea of a unified Italy was described as ”silly non-sense” by the Prime Minister of Piedmont-

Sardinia Cavour as late as 1856. The closest thing to unification the political mainstream

had in mind before the war of 1859 was the creation of some sort of confederation of Italian

states that would be better able to counter Austrian influence in the peninsula. This is in

line with what Cavour and Napoléon III negotiated in 1858 as part of a military pact against

Austria. They agreed on territorial expansion of Piedmont in Lombardy and Venetia and the

creation of a loose Italian confederation. This remained the most likely outcome - following

Austria’s defeat in 1859 - as late as November 1859 when, at the Treaty of Zurich, France

and Austria agreed on Piedmont’s annexation of Lombardy but not Venetia and reiterated a

commitment to an Italian confederation under the Presidency of the Pope.

The key factor explaining the turn of events which, between January 1860 and March

1861, led to the proclamation of the Kingdom of Italy is the threat of revolution in Central

and Southern Italy. First, fears of geopolitical instability led France to accept Piedmont’s

annexation of Tuscany and Romagna by mid-1860. Second, the unexpected success of

Garibaldi’s militias against the army of the Bourbon’s monarchy in the Two Sicilies made the

establishment of a revolutionary government in Naples a distinct possibility. This pushed

both Cavour and the Great Powers to support the annexation of the South by Piedmont in

October 1860.

The unexpected character of the unification had important implications for its implementa-

tion, which provides the basis for my identification strategy.

2.4. Identification Strategy

The paper’s identification strategy is based on two key assumptions. First, the way the

Italian unification was implemented indirectly caused an unexpected, ”accidental” reduction

in bilateral trade costs between Francophone Europe and the Italian territories annexed

by Piedmont (Section 2.4.1), as the latter exogenously adopted the French franc monetary
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standard. Second, in a no-Italian unification counterfactual, those same annexed Italian

regions would have been unlikely to endogenously choose to join the French franc standard

in the 1860s in a no-unification counterfactual (Section 2.4.2).

Section 2.4.3 describes more in details the nature and dynamics of the policy treatment,

including potential sources of heterogeneity. A discussion of potential threats to the identifi-

cation strategy coming from coincident factors to the policy treatment is provided later on in

Section 2.5.2.

2.4.1. Implementation of the Italian Unification

The ”Piedmontisation” process through which the Italian unification was implemented is an

important part of the identification strategy.

The possibility of a confederation among Italian states had long been part of the political

discourse by the time the Italian unification occurred. High heterogeneity among pre-unitary

Italian states would have however warranted a gradual approach and a federal setting, not

unlike what Germany experienced in the first half of the 19th century. Nevertheless, the

unexpected outcome of the Austro-Sardinian War of 1859 meant that unification took the

form of a fully centralised state established in less than five years. This reflected Piedmont-

Sardinia’s haste in consolidating a relatively weak position, where a tiny - if resourceful -

buffer state was suddenly annexing territories with a population more than five times its

own, with the looming threat of external aggression from Austria.

The only way this centralised state could be created in such a short time frame, was through

a so-called process of ”Piedmontisation”. Instead of creating new institutions, by 1865

Piedmont-Sardinia’s administrative structures and laws were fully transposed - without any

amendment of substance - to the rest of the Italian peninsula. This included the adoption

of a common Italian currency intrinsically equivalent to the French franc as the sole legal

tender in 1863.
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Crucially for the identification strategy, this blanket, automatic extension of Piedmontese

institutions to the rest of Italy ensures that the preferences of the annexed states, particularly

in terms of monetary standard, could not have been endogenised.

Table 2.1: Implementation of the Italian Unification

Date Event

1859-1860 The annexed territories are ruled by revolutionary ”provisional
governments”, sovereignty is progressively transferred through
plebiscites; the Piedmontese tariff system is swiftly extended to the
new territories with few temporary exceptions.

1st of January 1861 The laissez-faire tariffs of Piedmont-Sardinia are applied uniformly
in all the annexed territories.

1860-62 The National Bank opens branches in the annexed territories, multi-
ple currencies circulate as legal tender.

1st of January 1863 The French-Franc based Piedmontese Lira, now renamed Italian Lira,
becomes the only legal tender. The metric system becomes the official
system of measurement for all annexed territories.

2nd of April 1865 A unified Civil Code, based on the Piedmontese code, comes into
force in all annexed territories.

Source: Romeo (1984).

Of course, ”Piedmontisation” implied a number of policy shocks. In particular trade policy

changed dramatically in some annexed states, as the tariffs of Piedmont-Sardinia were fully

applied in all territories by end of 1860. However, I will show that this is not a concern

(Section 2.5.2) for the purpose of identification. First, the timing of the different steps of

”Piedmontisation” helps disentangle the trade policy shock from the monetary unification one.

While intra-Italian trade barriers were abolished as soon as 1859-1860, as part of an Italian

custom union aligned to the Piedmontese tariffs, a more gradual approach was adopted as

far as monetary unification was concerned (Table 2.1). Second, and more importantly, the

trade policy shock is multilateral in nature, as tariffs are reduced equally across all main

partners, making the adoption of the French franc standard the only factor to bilaterally

affect transaction costs between treated pairs.
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2.4.2. OCA Criteria and ”No-Unification” Counterfactual

Despite the fact that their adoption of the French franc standard was ”accidental” and their

own preferences could not have been endogeneised, the identification strategy would still

be endangered if the Italian states annexed by Piedmont were more likely to endogenously

self-select into a common currency with France. It is therefore important to consider what

might have happened in a no-Italian unification counterfactual scenario.

As shown in Chapter 3, where I analyze the determinants of exchange-rate regime choice in

the 19th century, it would have been highly unlikely that the annexed Italian states would

have self-selected into the French franc zone in a no-unification counterfactual. Optimum

Currency Area (OCA) criteria - and in particular shock symmetry - are good predictors, up

to two decades in advance, of the key monetary arrangements of the 19th century, such as the

Gold Standard or the German unification. However, Italy is a clear outlier in this respect. In

Table 2.2, I report a summary of key OCA variables for selected Italian regions. Sicily, the

continental Italian South and, to a lesser degree, Tuscany, had both more volatile nominal

shocks and traded substantially less with France compared to Piedmont-Sardinia and other

polities in the French sphere of influence.

Table 2.2: Selected Italian Polities and OCA Criteria

Piedmont-Sardinia Tuscany Romagna Two Sicilies
Bilateral Trade per Capita in 1854-1858 (GBP)

France 1750.63 804.11 168.28 562.48
Great Britain 441.26 753.78 184.29 625.93
Ratio FR/UK 3.97 1.07 0.91 0.90

Foreign-Exchange Bills Characteristics (1852-1858)a

Volatilitya 0.13% 0.18% - 0.44%
Bid-Ask Spreadb 23bp 24pb - 56bp

a Average standard deviation of weekly returns vs. GBP.
b Average basis points spread between highest and lowest London quote.
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2.4.3. Nature and Dynamics of the Policy Treatment

The policy treatment I examine is fully consistent with the original definition of a currency

union in the Rose literature. The Italian monetary unification effectively introduced an

irrevocable 1-on-1 exchange rate on metallic currency between the annexed regions and

other adopters of the French monetary standard.

Section 2.8 will provide more details on the possible channels through which the policy

treatment could have reduced bilateral trade costs, as well as more perspective on the external

validity of the estimate. It is for now important to stress that commodity-based monetary

systems like the ones in use in the mid-19th century are better thought of as currency band

regimes fluctuating within a floor and a ceiling, rather than pegs: volatility in the exchange

rate exists to the extent that there are transaction costs to the shipping of metal across

countries. Commonly considered theoretical channels in the Rose Effect literature include

a reduction in transaction costs, increase in price transparency and competition, as well as

lower exchange rate volatility and trade finance costs (Baldwin, 2006). The adoption of the

French monetary standard could have, in principle, resulted in lower trade costs vis-á-vis

other members of the standard through all those channels.

A recent study of the trade effect of the Latin Monetary Union (Timini, 2018), focusing on

the post-1860 period and relying on RICardo data at the national level only, highlighted

how the looseness of the arrangements in place to coordinate the currency area and solve

conflicts among members meant that its effect might have been heterogeneous over time and

geography. This might particularly apply to the present paper’s analysis in the latter part of

the treatment period I consider, from 1866 to 1869.

A potential source of heterogeneity in the policy effect is represented by the establishment

of the Latin Union in 1865. The Union provided for further harmonisation of smaller

denomination ”fractional” currency, which were until then characterised by equal face values

but might have differed in actual metal content across the zone. An increase in the treatment

effect coming from this further step in the harmonisation of the monetary standard should
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however not be necessarily expected. The Latin Union arose precisely from the already wide

circulation of debased non-harmonised lower denomination coins from the smaller members,

which posed a fiscal problem for France.

A second potential source of heterogeneity lies in the impact of the 1866 financial crisis

on Italy. Following another war with Austria and a fiscal crisis, the Italian government

introduced some capital controls and a parallel paper currency, in-convertible into and

trading at a discount with respect to the metallic Lira and its Latin Union equivalents. This

implied substantial monetary instability but not necessarily a weakening of the treatment

effect. The disruption to trade finance during the crisis meant that international transactions

were likely - at least in the period this paper is concerned with - to be invoiced and settled in

metallic currency, possibly increasing the relative transaction cost of trading with non-Latin

countries with respect to Latin ones.

Finally, recent research by Chen and Novy (2019) has highlighted the underlying heterogene-

ity to the estimates of the Rose Effect in the literature. While data availability prevents me

from adopting their theory-consistent framework to investigate variable trade cost elasticity,

I discuss heterogeneity in my results with respect to their findings in Section 2.7.3.

2.5. Empirical Strategy

2.5.1. Gravity Equation Specification

I estimate a theory consistent structural gravity equation, accounting for multilateral resis-

tance terms (Anderson and Van Wincoop, 2003) and time-invariant unobservables

ln Xijt = λit + ψjt + µij + βzijt + γFrancijt + εijt (2.1)

where Xijt denotes flows to importer i from exporter j at time t; λit and ψjt denote time-
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varying importer-time and exporter-time fixed effect respectively, controlling for time-varying

exporter (importer) specific factors, including relative price changes; µij is a pair fixed-effects

absorbing any time-invariant pair-specific factor; zijt and wij denote respectively time-

varying and time-unvarying pair specific factors; Francijt is a dummy variable taking value

of 1 once both i and j share the franc as a common currency and ηijt is a residual error.

The same equation can be written in multiplicative form and estimated using PPML, which

is shown to be preferable to estimate log-linear elasticities (Silva and Tenreyro, 2006)

Xijt = exp (λit + ψjt + µij + βzijt + γFrancijt) + εijt (2.2)

Consistently with the literature Larch et al. (2018) I rely on Equation 2.2 as my preferred

specification and report multi-way clustering standard errors at the exporter, importer, and

year levels. In some specifications, I allow for bilateral pairs µij to trend, following Campbell

(2013) and Campbell and Chentsov (2017).

2.5.2. Coincident and Confounding Factors

Third factors correlated with switches into or out of common currencies have been shown to

represent a potentially important bias in the estimation of the Rose Effect (Campbell, 2013).

As outlined above, the Italian unification shock implied a number of policy changes that

could potentially bias my estimate of the common currency effect. Despite the low ex-ante

probability of treated regions to self-select into the French Franc, other confounding factors

could also have been at play. I provide a preliminary discussion of those potential threats

below and address each of those threats in Section 2.7.2.

Trade Policy

The period at hand witnessed to a general trend of liberalisation of trade, which has been

traditionally understood to take effect following the signature of the Cobden-Chevalier treaty

by Britain and France in 1860, a few years before the start of my treatment period. There
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is disagreement in the literature over whether Cobden-Chevalier actually had pro-trade

effects (Becuwe et al., 2018), it occurred once trade liberalisation was already well under way

(Tena-Junguito et al., 2012) or actually put a stop to the deepening of trade liberalisation

(Accominotti and Flandreau, 2008). What is however a clear feature of trade liberalisation

in the 1860s is its multilateral character, as Most Favoured Nation (MFN) clauses became

widespread. This means that as long as one controls for the presence of a FTAs, changes in

trade liberalisation should be absorbed by importer-year fixed effects.

This is also true for the trade policy shock implied by the Italian unification. While the

adoption of a French franc standard led to a bilateral reduction in trade cost, the extension

of Piedmont’s tariff implied a multilateral, symmetric reduction of trade costs across all

partners at the same time. I provide evidence that the assumption of multilateral tariff

changes is verified in the data, by computing effective post-unification tariff changes for the

annexed Italian states for France and Great Britain.

I also run several robustness checks, exploiting the lag between the extension of the tariff

system and monetary unification and testing for an heterogeneous effect of the trade treaties

coming into force in the Italian states following annexation.

French Capital Exports

A major development throughout the period is the rise of France as a capital exporter. In

this respect, one might be worried that the estimated common currency trade effect could

simply reflect a recycling of capital exports from France, regardless of the adoption of a

common currency. I make sure this is not the driver of my results by running a French franc

”placebo” on peripheral countries that made formal steps towards but did not eventually

adopt a French franc standard in the 1860s.

Adoption of the Metric System

An unintended consequence of the Italian unification which might bias the common currency

effect estimate is represented by the adoption of the metric system’s units of measure by the

annexed Italian territories. I address this potential bias by testing whether I can detect any
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effect between Italian states and non-French franc adopters of the metric system.

Napoleonic Occupation

Finally, French occupation during the Napoleonic period could represent a potential con-

founder, as most of the Italian French franc adopters were at some point directly or indirectly

part of the French Empire before 1812, with common ”French institutions” possibly being

correlated with trade. It is important to note that path-dependency and self-selection into

French institutions driven by the Napoleonic period, which can explain the behavior of the

original, partly French speaking, members of the French franc zone, had very likely subsided

by the 1850s. Among the countries that endogenously made formal steps towards adoption

of the French monetary standard in the 1860s, only the Papal States experienced a signif-

icant period of Napoleonic occupation. At the same time, within-Italy experiences under

Napoleonic occupation varied substantially in terms of length and institutional legacies.

Even though, time-invariant confounders are absorbed by high-dimensional fixed effects in

my preferred specification I run two distinct robustness check to ensure my results are not

confounded. First, I explicitly control for the duration of Napoleonic occupation in some

specifications, excluding pair-specific fixed-effects. As a further robustness check, I show

that balancing the duration of Napoleonic occupation across treated and control pairs using

a propensity score also confirm my baseline results.

2.6. Data

2.6.1. Trade Data

Reconstructing Coherent Pre and Post-Unification Italian Trade Data

A key contribution of this paper is to provide a first reconstruction of coherent trade data

for each major pre-unitary Italian states by destination before and after unification, between

1852 and 1869. While official statistics on trade by pre-unitary state exist and were recently
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surveyed by Federico and Tena-Junguito (2014), they rarely provide flows by destination.

More importantly, no official statistics on international trade at the pre-unitary state level

were collected post-unification by the Kingdom of Italy.

I get around this problem by relying on statistics compiled by foreign consulates in Italy,

drawn from archival and printed sources. French consulates around the world collected an

impressive amount of data since the beginning of the 19th century. In 1841, a ministerial

circular by Foreign Affairs minister Guizot required French consuls abroad to compile

standardised tables on the Etats de Commerce et de Navigation of their catchment area, to

be sent to Paris annually. The standardised tables included a matrix of trade value by

destination/provenance and - even if inconsistently - product. Crucially, recording of detailed

trade statistics at the pre-unitary Italian state level continued well into the unification period.

British consulates performed a similar statistical exercise, albeit with little consistency across

different diplomatic representations.

I am therefore able to construct a bilateral trade matrix for four major pre-unification regions,

Tuscany, Naples, Sicily10, Romagna11 as well as for Piedmont for most years between 1852

and 1869.

Appendix 2.C discusses in more details the sources of the data as well as their shortcomings

and how I address them. It is however important to stress three features of the data.

First, I stop observing trade between Italian pre-unitary states post-unification. As discussed

above, this is of largely irrelevant to identification as it would have been in any case impossible

to disentangle an intra-Italian common currency effect from the different aspects of political

unification occurring at the same time.

Second, I do not observe overland trade for pre-unitary Italian states. This is in any case

of little relevance to the trade of Central-Southern Italy in this period, as the vast majority

of its trade occurs by sea. Also this implies, if anything, a downward bias on the treatment

10While part of the same polity, the continental South and Sicily had two different custom administrations.
11The Eastern part of the Papal States annexed by Piedmont-Sardinia in 1860.



2.6. Data 57

effect. Consider the case of a relative increase of overland trade vs. trade by sea: this would

cause a spurious decrease in trade in my data that is very likely to disproportionately affect

French franc bordering countries such as France and Switzerland. I however test in some

specifications whether excluding other likely affected countries - Austria and the Zollverein -

changes my results.

Third, I address missing reporting in some years and measurement error by estimating

gravity equations both on a yearly dataset and on a ”collapsed” dataset, where I average

bilateral trade over eight periods of three or two years, so that all pre-unitary states are

reporting within each period.

Other Trade Data

The estimation is carried out on a relatively large bilateral trade matrix for nineteen polities.

The matrix is obtained by merging my newly collected data at the Italian regional level

with the bilateral trade data of the RICardo project database (Dedinger and Girard, 2017)

for fourteen countries: Great Britain, France, Belgium, the Netherlands, the United States,

Sweden, Russia, Spain, the German Zollverein12, Portugal, Austria, Turkey, the Papal States13

and Greece14.

2.6.2. Common Currency Treatment Dummy

• Franc: The treatment dummy variable is coded to be equal to 1 when the importer

(exporter) is an Italian state adopting Piedmont-Sardinia’s currency following annexa-

tion and the exporter (importer) is one of France, Belgium or Switzerland. While the

common currency started de jure on the 1st of January 1863, I conservatively code the

dummy to switch to 1 when The Economist magazine15 begins to quote trade finance

12When not reported at the Zollverein level, I sum the trade of all the reported members of the custom union.
13To which I subtract the trade flows of the Eastern region of Romagna in the pre-unification period.
14All of these polities are reporters in the dataset with the exception of Austria, Turkey, the Papal States and

Switzerland, which means that the bilateral trade among those pairs is not observed in the dataset.
15Or Schneider et al. (1992) in the case of Romagna.
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instruments on a given pre-unitary state in Sardinian or Italian Lire. This occurs in 1861

for Tuscany, in 1862 for Romagna and on the 1st of January 1863 for the continental

South and Sicily. In some specifications, I also estimate the franc effect including trade

flows between annexed Italian states and the endogenous new-comers to the franc area

in the 1860s, Greece and the Papal States.

• Franc (Endogenous): In some specifications I also estimate a common currency effect

for pairs that endogenously adopted the French franc with a dummy that is coded to

be equal to 1 for pairs formed by France, Belgium, Switzerland, Piedmont, Greece and

the Papal States. Only the addition of the latter two makes the estimate possible as the

other pairs are time-invariant.

In some specifications, I code both Franc dummies so as to include trade flows with incoming

adopters of the French Franc, the Papal States after 1866 and Greece after 1868. Figure 2.1

provides a visual summary of the nature of French franc adoption per polity/region.

2.6.3. Time-Varying Pair-Specific Controls

Given the high definition fixed-effects specification of my preferred gravity equation, only

time-varying pair-specific trade costs can be estimated.

• FTA is a dummy that takes value of 1 once a country pair signs a treaty explicity

providing for a reduction in tariffs, according to the extensive Trade Agreements

Database by Pahre (2012).

• War (Allied) are dummy variables that takes value of 1 in the years where a country

pair is at war with each other (allied with each other and actively engaged in a war),

according to the Correlates of War dataset by Sarkees and Wayman (2010).

• Metric System is a dummy that takes value of 1 once if both trade partners have

adopted the French Metric System of measurements.
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2.6.4. Pair Time-Unvarying and Multilateral Time-varying Variables

Pair time-unvarying as well as multilateral time-varying variables, including bilateral dis-

tance, common language and border dummies and population size are not included in the

gravity equation as they are fully absorbed by fixed effects. However, I report them in order

to assess observable differences between French franc adopters and non-adopters and look

at potential time-invariant confounders. In this respect, Napoleon is a variable equal to the

product of the respective years of Napoleonic occupation experienced by the country pair,

based on Boudon (2003). Polity2 is the sum of the Polity2 score of political authocracy vs.

liberty, according to the Polity (2012) project, for a country pair. A higher score means a

higher combined level of political liberty16. Using the sum of the years of occupation or

dichotomous variables equal to 1 if both countries have been occupied does not meaningfully

alter the results. Population data are from Mitchell (1998).

2.7. Results

2.7.1. Baseline Results

Table 2.3 shows baseline results, estimating Equations 2.1 and 2.2 using the whole dataset or

a ”collapsed” sample. The estimated common currency effect is large and precisely estimated,

with OLS producing higher and less precise estimates compared to PPML. My preferred

specification, PPML with bidirectional pair, exporter-year and importer-year fixed-effects

and multi-way clustering in column (3) and (4), point to a Rose Effect between 35% and 45%.

Reset tests (Silva and Tenreyro, 2006) confirm PPML should be preferred, as misspecification

is rejected. Results are also robust to the bias correction procedure for three-way PPML

gravity equations developed by Weidner and Zylkin (2021).

16Technically, this variable is time-variant at the pair level. However, low time variation means it is most of
the time collinear with the gravity equation’s fixed effects and thus discarded from regressions.
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Table 2.3: Baseline Results

(1) (2) (3) (4)
OLS OLS PPML PPML

Franc 0.414* 0.379** 0.355*** 0.302***
(0.204) (0.147) (0.0756) (0.0772)

FTA 0.116 0.0177 0.0288 -0.0691*
(0.0749) (0.108) (0.0305) (0.0192)

Observations 3,801 1,882 4,350 2,074
R-squared 0.932 0.985 0.938 0.988
Sample All Years Collapsed All Years Collapsed
Implied Effect 0.513 0.427 0.460 0.353
RESET Test (P-Value) - - 0.0245 0.108
Bias Correction - - 0.348** 0.283*

Bidirectional pair, importer-time and exporter-time fixed effects, war and allied dummies
included in all specifications but not shown. Multi-way clustered standard errors reported in
parenthesis. ***, ** and * denote statistical significance at the 0.01, 0.05 and 0.1 levels
respectively. Bias correction reports point estimates and level of statistical significance
according to the PPML bias correction procedure designed by Weidner and Zylkin (2021)
with pair-level clustering standard errors

Table 2.A.2 tests the robustness of my preferred estimate to variations in the specification of

the gravity equation17. As shown by Campbell (2013) and the literature he surveys, positively

estimated effects on trade policy variables can hide secular trends at the pair level. Column

1 in Table 2.A.2 allows for pair-specific trends in the gravity equation and yields again an

estimate close to 35%. The same is true in Columns 2 and 3, introducing unidirectional

pair-fixed effects, with and without a pair-specific trend, and in Columns 5 and 6 looking at

the sensitivity to the treatment of missing data.

In Table 2.A.3 I test the sensitivity of my baseline results to changes in the ”control” trade

flows. As shown by Rose (2017) this can widely affect the estimates of the common currency

effect. Excluding large non-European countries (USA, Russia, Turkey) from the sample

as they might be less comparable to treated countries. This tends to lower somewhat the

estimated effect to 25%. I also try excluding from the sample non-French franc countries that

are more likely to trade with Italy overland (Austria-Hungary and the Zollverein), as given

17The same estimates performed on the complete dataset as opposed to the ”collapsed” one yield similar
results.
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the nature of my trade data this might be a source of bias in the effect18. There is no sign of

such bias as estimates are substantially higher, between 45% and 55%.

I also verify that my results are not driven by any specific country. As in Micco et al. (2003), I

drop in turn every country in the sample. Coefficients estimated while dropping one country

at a time are plotted in Table 2.A.4. The estimated coefficient remains precisely estimated

and mostly close to 0.3. This exercise however highlights patterns of heterogeneity that will

be examined more closely below.

Table 2.4: Adding New Joiners and Endogenous Franc Pairs

(1) (2) (3) (4)
PPML PPML PPML PPML

Franc (Exog. incl. New Members) 0.305*** 0.309***
(0.0784) (0.119)

Franc (Exog. excl. New Members) 0.304*** 0.314**
(0.0752) (0.137)

Franc (Italy-New Members) 0.338* 0.206
(0.192) (0.192)

Franc (Endogenous) 0.301*** -0.0791 0.309*** -0.0964
(0.116) (0.171) (0.119) (0.151)

FTA -0.0685*** -0.0280 -0.0685*** -0.0279
(0.0200) (0.0458) (0.0206) (0.0693)

Observations 2,074 2,074 2,074 2,074
R-squared 0.988 0.993 0.988 0.993
Sample Collapsed Collapsed Collapsed Collapsed
Pair-specific Trend NO YES NO YES

Implied Effects:
Exogenous incl. New Members 0.356 0.362 - -
Exogenous excl. New Members - - 0.355 0.369
Annexed Italy and New Members - - 0.402 0.228
Endogenous 0.351 -0.0761 0.362 -0.0919

Bidirectional pair, importer-time and exporter-time fixed effects, war and allied dummies
included in all specifications but not reported. Columns 2 and 4 allow for a pair-specific
trend. Multi-way clustered standard errors reported in parenthesis. ***, ** and * denote
statistical significance at the 0.01, 0.05 and 0.1 levels respectively.

Table 2.4 introduces a Franc dummy for pairs that endogenously selected into the French

18Even though, as noted in Section 2.6, if there is a bias, its sign is very likely to be negative overall, as most
of Italian overland trade is likely to have French franc countries as destination.
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franc area. This is only possible when coding the dummy including the 1860s newcomers

to the franc area, the Papal States and Greece, making the variable time-variant and non

collinear with pair fixed-effects19. The estimated coefficient for the endogenous franc effect is

remarkably similar to the exogenous one, when using my preferred specification in columns

1 and 3. However, the effect turns negative and statistically insignificant once I introduce

pair-specific trends in columns 2 and 4. This suggests progressive integration with the

French bloc as a possibly important source of endogeneity bias, comforting the identification

strategy.

Adding new-comers to the exogenous Franc dummy yields similar results to the baseline.

Separating out the effect between annexed Italian states and new-comers in columns 3 and

4 however signals an interesting difference with respect to the endogenous Franc dummy.

While the introduction of pair-specific trends in column 4 makes the estimate statistically

insignificant the coefficient remains large. This might be related to the reduction in trade

costs between the annexed Italian states and the new-comers being more exogenous compared

to the larger members of the French franc area.

2.7.2. Parallel Trends

It is crucial to my identification strategy that the parallel trends assumptions between treated

and control trade flows is fulfilled. Figure 2.3 provides reassuring evidence that this is the

case by plotting leads and lags of the estimated coefficient. No common currency effect can

be detected prior to the start of actual circulation of the French franc monetary standard

in the annexed Italian territories. It might also be reassuring for the identification strategy

that no change in the estimated effect can be detected between 1859 and 1861 when the

new currency is still to be circulated but new trade tariffs are already in full operation in

the annexed territories. I will turn more closely to the issue of the coincident shock to trade

policy below.

19This is because legacy members of the franc area, Belgium, Piedmont-Sardinia and Switzerland, entered
into a common currency with France years before the start of my sample period.
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Figure 2.3: Leads and Lags of the Franc Effect

Lead and lags of the Franc effects estimated with PPML bidirectional pair, exporter-year and importer-year
fixed-effects, using the whole sample (Top Panel, equivalent to Column 3 in Table 2.7.1) and the collapsed
sample (Bottom panel, equivalent to Column 4 in Table 2.7.1). The first dotted line denotes the beginning of
the Austro-Sardinian War and the military events that will lead to the Italian unification. The second dotted
line denotes the Italian unification in 1861. The third dotted line denotes the Italian fiscal crisis of 1866.
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2.7.3. Heterogeneity

Figure 2.3 also allows to explore heterogeneity in the estimated effect along the time di-

mension. As highlighted above, two sources of potential heterogeneity might be at play

after 1866, with further harmonisation of coinage with the Latin Union convention on the

one hand, and the Italian fiscal crisis of 1866 introducing a parallel in-convertible currency

on the other hand. It is crucial to note that only the bottom panel in Figure 2.3 should be

analyzed in this view20. The slight decline observed in the coefficient for 1867-1869 might

signal an increase in relative trade costs related to the payment-system implications of the

Italian fiscal crisis. However, this is not clearly backed by contemporaneous evidence in the

consular reports I rely on to build my dataset. While the disruption is clearly mentioned as

an increase in trade costs, it seem to be qualitatively portrayed as decreasing the trade costs

between Italy and the French franc area relative to non-French franc countries. I find several

references to shipment of physical currency to France as part of Consulates’ trade reports in

Italy after 186621.

Heterogeneity in the Rose Effect along the cross-sectional dimension plays an important role

in the most recent reassessment22 of the Latin Monetary Union trade effect by Timini (2018).

He finds the Latin Monetary Union effect to be driven by hub-to-spoke flows between France

and the other members, with no role for spoke-to-spoke flows. Table 2.5 shows this is not the

case when looking at the exogenous French franc pairs, as, if anything, estimated effects are

significantly stronger for trade flows between Belgium and Switzerland on one side and the

annexed Italian states on the other side.

Asymmetric effects are also shown to be a crucial feature of the Rose Effect in recent work

by Chen and Novy (2019). Relying on a theoretical framework allowing for variable trade

cost elasticity, they find the common currency effect to be strongly heterogeneous across and

20The top panel does not accurately portray heterogeneity over time as it does not correct for missing reporting
by treated Italian states, which are more frequent after 1865 (See Table 2.C.1).

21See various comments related to bullion and currency shipping in Ministère du Commerce (1878), ”Roy-
aume d’Italie”.

22Which focuses on what I characterise in this paper as the ”endogenous” members of the French franc area
and relying on national level data.
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Table 2.5: Heterogeneity by Trade Flow Direction

(1) (2) (3) (4)
PPML PPML PPML PPML

Franc (France Imports) 0.371*** 0.658*** 0.303*** 0.523***
(0.123) (0.241) (0.114) (0.167)

Franc (France Exports) 0.269** 0.0418 0.215* 0.00520
(0.132) (0.139) (0.125) (0.132)

Franc (Belgium Imports) 0.575*** 0.882** 0.460*** 0.448
(0.128) (0.358) (0.157) (0.315)

Franc (Belgium Exports) 0.800*** 0.869*** 0.792*** 0.866***
(0.170) (0.186) (0.140) (0.175)

Franc (Switzerland Imports) -0.0321 1.279*** -0.0665 1.362***
(0.334) (0.443) (0.232) (0.432)

Franc (Switzerland Exports) 1.316** 2.394*** 0.671 3.269***
(0.519) (0.447) (0.443) (0.508)

Observations 4,350 4,350 2,074 2,074
R-squared 0.985 0.990 0.988 0.993
Sample All Years All Years Collapsed Collapsed
Pair-specific trend NO YES NO YES

Bidirectional pair, importer-time and exporter-time fixed effects, FTA war and allied
dummies included in all specifications but not reported. Multi-way clustered standard
errors reported in parenthesis. ***, ** and * denote statistical significance at the 0.01, 0.05
and 0.1 levels respectively. The estimates separate out the estimated franc effect depending
on the direction of trade flows of legacy members. As in the rest of the paper, only
exogenous pairs involving a legacy member and an annexed Italian state are considered.
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within country pairs, with higher effects found for smaller import shares. Both dis-aggregated

estimates by the direction of flows in Table 2.5 and within pairs effects in Table 2.A.5 seem to

be broadly consistent with their theoretical predictions, particularly when looking at France.

The effect tends to be significantly higher for small import shares, or, in other words, trade

flowing to France from the smaller treated countries, compared to large import shares.Chen

and Novy (2019) show similar bilateral asymmetries can be found looking at Euro area

members.

2.7.4. Trade Policy Shock

I now turn to potential coincident third factors that could be biasing my estimate of the trade

effect of the exogenous adoption of the French Franc.

In principle, the adoption by the annexed Italian states of Piedmont-Sardinia’s laissez-faire

trade policy could represent a concern. However, as highlighted above, given the multilateral

nature of trade liberalisation in the period I consider, changes in trade policy should be

systematically absorbed by exporter-year and importer-year fixed effects, particularly after

1860 with the proliferation of MFNs clauses. This assumption is consistent with estimated

effects of the FTA dummy in all the specifications shown so far, as no pro-trade effect of

bilateral trade treaty can be found. Furthermore, looking at the leads and lags of the franc

effect reassuringly suggests that no effect can be detected in the few years where the new tariff

regime was already in place but the French monetary standard still had to be implemented.

I now further test the robustness of my assumption regarding the multilateral nature of the

trade policy shock implied by the Italian unification.

First, I explicitly test whether the change in bilateral trade costs following the adoption

of Piedmont-Sardinia’s tariffs was the symmetric for France and Great Britain vis-à-vis all

annexed Italian states individually. This is certainly true de jure. The diffusion of MFN

clauses ensures that any bilateral change in tariff is applied to all partners conditional

on them having a FTA treaty. However, it might still be the case that, given product-mix
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differences across partners, the impact of a multilateral trade policy could yield a de facto

asymmetric change in trade costs. For example, it would be a particular concern in case

Piedmont’s tariffs were already more favorable to Francophone countries’ product mix or

became so with new treaties being signed post-unification. I test whether the assumption

of a symmetric multilateral trade shock holds by computing a measure of post-unification

effective tariff change T between each annexed Italian region i a partner j for n products k as

Tij =
n∑
k=1

WijkSik (2.3)

where Wijk is the share of product k in the the total export of partner j to Italian region i and

Sik is the post-unification percentage change in tariff for product k in Italian region i. I am

able to calculate T for all Italian regions in my sample vis-à-vis France and Britain across 19

products, relying on the archival data sources discussed in Appendix 2.C and the data on pre

and post-unification tariffs by product and region compiled by Stringher (1889).

Table 2.6: Product-Mix Weighted Post-Unification Change in Tariffs by Partner

Tuscany Romagna Naples Sicily

Weighted Tariff Change
France 3% -14% -46% -21%

Great Britain -4% -19% -53% -43%

Equal Mean T-Test (P-Value) 0.684 0.843 0.837 0.374

Imports Coverage 79% 70% 57% 51%

Source: Stringher (1889), Ministère du Commerce (1878).
The first two rows compute the change in tariffs brought by the adoption of Piedmont’s tariff across 19
products, weighted by the share of each product in the total bilateral imports between each region and
France/Great Britain. The third row reports the p-value of a equal mean T-test between weighted tariff
reduction for France and Great Britain by region. Imports coverage denotes the share of imports covered by the
19 products considered.

As shown in Table 2.6, the difference in the post-unification effective change in tariffs

vs. France and Great Britain is statistically insignificant for all Italian annexed regions.

This confirms the assumption of a symmetric change in trade costs coming from the post-

unification tariff shock, which should be therefore absorbed by fixed effects. If anything,
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the computed weighted tariff changes would indicate a downward bias in my Rose Effect

estimates. Indeed, the tariff shock seems to have marginally favored Britain, compared to

France. As shown in Figure 2.A.1, this was driven by larger tariff reductions in products

disproportionately exported to Italy by Britain relative to France, such as iron, wool and, to a

lesser extent, cotton.

Second, Columns 5 and 6 of Table 2.7 further explore any differential effects coming from the

FTA treaties exogenously extended to the annexed territories by Piedmont, compared to the

average FTA effect. I estimate separately from the Treaty variable a Piedmont-treaties dummy

turning to 1 when an annexed territory adopts a trade treaty as part of the Italian unification.

No statistically significant effect can be detected, while the franc effect remains stable.

Table 2.7: Coincident Factors

(1) (2) (3) (4) (5) (6)
PPML PPML PPML PPML PPML PPML

Placebo Franc -0.0573 -0.0929
(0.124) (0.138)

Metric System -0.0252 0.157
(0) (0.166)

Franc 0.350*** 0.292***
(0.0769) (0.0774)

FTA Annexed 0.0823 0.0271
(0.101) (0.100)

FTA Excl. Annexed 0.0282 -0.0701***
(0.0358) (0.0239)

FTA 0.0253 -0.0744*** 0.0243 -0.0763***
(0.0299) (0.0188) (0) (0.0261)

Observations 4,350 2,074 4,350 2,074 4,350 2,074
R-squared 0.985 0.988 0.985 0.988 0.985 0.988
Sample All Years Collapsed All Years Collapsed All Years Collapsed
Implied Effect - - - - 0.419 0.339

Bidirectional pair, importer-time and exporter-time fixed effects, war and allied dummies
included in all specifications but not shown. Multi-way clustered standard errors reported in
parenthesis. ***, ** and * denote statistical significance at the 0.01, 0.05 and 0.1 levels
respectively. Columns 1 and 2 perform a placebo franc test using Austria and Spain as
placebo-treated. Columns 3 and 4 test whether the franc effect could be actually driven by
the adoption of the metric system. Columns 5 and 6 separate out the FTA dummy for FTAs
extended to Italian annexed territories.
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2.7.5. Other Coincident Factors

Other important coincident factors include the rise of France as a capital exporters and the

adoption of the metric system by the annexed Italian states.

Regarding the former, one could speculate that my treatment effect is in fact related to

France’s rising role as a capital exporter, regardless of the adoption of the French franc

monetary standard. I address this by running a ”placebo French Franc” estimate, where

I test whether I can detect an effect for trade flows between the original members of the

French franc bloc and Spain and Austria after 1862. Those countries were peripheral capital

importers and made formal steps towards the adoption of a French monetary standard and

Latin Union membership, without ultimately joining. As can be seen in columns 1 and 2 in

Table 2.7 no ”placebo Franc” effect can be detected.

With respect to the metric system, I exploit the fact that several countries were metric system

adopters but did not have a French franc monetary standard. I therefore test whether I can

detect any trade effect during the treatment period between the annexed Italian states and

the Netherlands, Portugal and Spain. Columns 2 and 3 in Table 2.7 show that such effect is

either negative or not statistically significant.

2.7.6. Confounding Factors and Balancing

Finally, I address the possibility that confounding factors are biasing my results. Propensity

score based methods are helpful in this respect, as they allow to build a control group with

similar probability of treatment to the treatment group in observational studies. They were

previously employed in the context of the Rose Effect literature by Chintrakarn (2008) and

Wolf and Ritschl (2011). While the treatment is arguably exogenous, and is shown to be

with respect to classical determinants of exchange rate choice the control group exhibits

significantly different characteristics across several dimensions, including distance, degree

of political autocracy, population size and, importantly, years of Napoleonic occupation, a
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possible confounder. Column 1 in Table 2.8 controls directly for such time-invariant factors

by estimating the gravity equation without pair fixed-effects. Furthermore, I implement

an Inverse Probability of Treatment Weighting estimation to balance co-variates across

these dimensions and provide a control group closer to the treatment one. To do so, I first

intuitively drop from the control group, in order for it to become closer to the treated pairs’

characteristics, non-European countries, bilateral flows that already shared the French franc

before the beginning of the sample and biletaral flows among very large countries (the

sample’s top 5% in terms of product of population).

I then estimate a propensity score P as the fitted values of a probit model of French franc

adoption

P (Francij | Zijθ) = 1 − Φ(−Z ′ijθ) (2.4)

where Z is a set of potential confounders to be balanced, including distance, the quadratic

distance, the minimum and maximum population in 1858 within the pair i and j and variables

Polity2 and Napoleon. I then weight the sample by 1/P for treated pairs and 1/(1-P) for

control pairs. The balancing of covariates obtained through this weighting procedure is

shown in Figure 2.9: the standardised difference in most covariates is substantially reduced,

particularly for the years of Napoleonic occupation, with the difference between treated and

control groups becoming statistically insignificant.

Estimating the gravity equation on a sample balanced on key covariates, as shown in columns

2 and 3 of Table 2.8, provides treatment effects above the baseline estimate at around 40%.
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Table 2.8: Estimates Controlling for Time-invariant Co-variates

(1) (2) (3)
No Pair FE PPML PPML - IPT Weighted PPML - IPT Weighted

Franc 0.3427** 0.402*** 0.339*
(0.162) (0.134) (0.184)

FTA -0.157* 0.173** 0.126*
(0.942) (0.0769) (0.0696)

Napoleon 0.0249
(0.0368)

Observations 2,323 1,101 1,091
R-squared 0.9084 0.9898 0.9898
Sample Collapsed Collapsed IPTW Collapsed IPTW
Pair FE NO YES YES
Pair-specific Trend NO NO YES
Implied Effect 0.408 0.494 0.404
RESET 0.083 0.756 0.715

Importer-time and exporter-time fixed effects, war and allied dummies included in all
specifications but not reported. Controls for distance, common language and border,
population size, polity2 score included in column 1 but not reported. Column 2 and 3 are
estimated on a reduced sample, balancing average Napoleonic occupation, distance, polity2
score and bilateral population size across treated and non-treated pairs. Multi-way clustered
standard errors reported in parenthesis. ***, ** and * denote statistical significance at the
0.01, 0.05 and 0.1 levels respectively.

Table 2.9: Balancing of Co-Variates Before and After IPT Weighting

Original Collapsed Dataset Inverse Propensity Weighted Dataset

Franc Non-Franc P-Value Franc Non-Franc P-Value St. Diff.

Napoleon 242 59.34 0.000 101.41 91.08 0.489 0.076

Distance 1065.445 1966.106 0.000 1307.67 1259.79 0.257 0.099

Polity2 -4.023 -7.657 0.000 -9.13 -8.57 0.568 -0.075

Population 47,700 220,000 0.000 49,678 51,850 1 -0.035

The table report the average of selected co-variates across franc and non-franc bilateral pairs,
before and after the sample is weighted as described in Section 2.7.6.
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2.8. Discussion

I now turn to a short discussion on the relevance of the paper’s results in the context of the

wider literature on the Rose Effect. I also tentatively highlight some channels that could

explain the common currency pro-trade effect I find.

2.8.1. Comparison with Existing Estimates

The historical setting of the analysis raises the issue of results’ comparability with existing

estimates of the Rose Effect. In particular, one might wonder about the external validity

of the treatment effect I examine. Indeed, the latter occurs in a context of commodity-

based currencies linked to a metallic parity, where the role of FX volatility - a key plausible

mechanism for a pro-trade Rose Effect - might not come as intuitive. On the contrary, I will

show below how transaction costs related to FX volatility in the period I examine are in

line with those experienced during most of the common currency observations in the Rose

literature.

Far from suppressing volatility, the behavior of the FX market during this period closely

resembled the one of ”bands” exchange rate regimes23. Metallic currencies’ exchange rates

typically fluctuated between upper and lower bounds, represented by transaction costs to

arbitraging24, according to money demand conditions.

Figure 2.4 quantifies FX market volatility for key currencies over one and a half century,

providing a snapshot of different volatility regimes. It notably shows how FX volatility

in the pre-Gold Standard period is actually higher than during the Bretton Woods period,

with a standard-deviation of weekly FX log-returns at around 0.4% vs. 0.28% for the 1945-

1973 period. This analysis context in terms of trade cost stemming from FX volatility is

23Given technological obstacles to the existence of a spot market, FX transactions in the 19th century were
carried using a short-term negotiable instrument, the ”bill of exchange”.

24If the metallic parity is credible, arbitrageurs would self-stabilise the exchange rate around the metallic
parity, but arbitrage would only kick-in once the deviation from parity is close to the cost of physically shipping
metals.
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Figure 2.4: FX Volatility Now and Then

Source: The Economist, The Banker’s Almanac, Bank for International Settlements, Global Financial Data and
author’s calculations. Annual average of the standard deviation of weekly log-returns for eleven European
currencies against the British Pound until WWII and the US Dollar afterward.

then remarkably similar to the setting where the majority of currency unions observations

considered by the literature occurs. Based on the computation of currency unions switches

by De Sousa (2012), the Bretton Woods period represents 35% of the sample but 55% of

currency union observations (65% excluding the Euro) in the dataset commonly employed by

the Rose Effect literature.

Furthermore, it is important to stress how the spread of the French franc throughout Europe

in the mid-19th century was well understood by its promoters as a mean to reduce interna-

tional transaction costs in a context of trade globalisation and European integration (See

Section 2.3.1), with striking parallels with the recent EMU process.

Table 2.10 provides some more elements of comparison between the present paper’s results

and the wider literature, as I replicate the key estimate by Glick and Rose (2016) for different

sub-periods using PPML and high-definition fixed-effects25. Estimates of the Rose Effect in

columns (1), (2) and (3) might be suggestive of heterogeneity in the effect related to different

25The estimate in column (3) therefore replicates column (5) in Table 1 of Larch et al. (2018).
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regimes in FX transaction costs.

The estimated coefficient in the moderately volatile pre-Gold Standard and Bretton Woods

periods are very similar at around 30%, while the effect is much higher (above 100%) once

the more volatile post-1973 period is included. However, the picture is significantly more

blurred once slight changes to the sample are made in columns (4) and (5).

Table 2.10: The Rose Effect Now and Then

(1) (2) (3) (4) (5)
Pre-GS Bretton Woods Post-WWII Post-1973 Post-WWII

Period 1852-1869 1948-1972 1948-2013 1973-2013 1948-2013

CU Considered French Franc All All - No EMU All - No EMU All

% of CU Dyads 3.2% 2.5% 1.6% 1.1% 1.6%

Sample Collapsed G&R (2016) G&R (2016) G&R (2016) G&R (2016)

Estimated Effect 0.302*** 0.274*** 0.716*** 0.215* 0.155***

FX Volatility 0.4% 0.28% 0.5% 0.7% 0.5%

Column (1) reproduces the estimate in Table 1 Column 4. Estimates in Columns (2) to (5) are performed on the
dataset by Glick and Rose (2016) using PPML, controlling for FTAs, colonial relationships and importer-year,
exporter-year and importer-exporter fixed-effects and standard errors clustered at the exporter, importer and
year levels. Source for average FX volatility is detailed below Figure 2.4.

A key reason to compare my results with the wider literature would be to gather some

evidence on the size (and direction) of the endogeneity bias in the latter. It would be tempting

to conclude, looking at meta-analyses as well as recent state-of-the-art estimates by Glick and

Rose (2016) and Larch et al. (2018) - putting the Rose Effect at close to 100% - that this bias

is sizable. Nevertheless, as shown in Table 2.10, estimates based on data by Glick and Rose

(2016) can be fairly sensitive to slight changes in specification and dis-aggregation of various

currency unions. This could indicate that the Rose Effect I obtain through a well identified

quasi-experiment in the present paper might actually not be as low, in relative terms, as

it might be suggested by a comparison with recent preferred estimates in the literature. As

recalled above, Chen and Novy (2019) show the crucial role of heterogeneity driven by trade

share in this respect.
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2.8.2. Channels

Channels commonly considered in the literature (Baldwin, 2006) include FX volatility, trans-

action costs related to the use of different currencies, as well as an increase in market

transparency and efficiency. Thanks to new FX market data collected for pre-unitary Italian

states that are further examined in both Chapters 3 and 4, I am able to provide some quan-

tification for the first two factors for three of the treated Italian regions I consider: Tuscany,

Naples and Sicily. I can compare their developments around the monetary unification shock

with those of Piedmont, a longstanding member of the French franc zone, and Spain, a

comparable peripheral country which does not adopt the French Franc.

Overall, the shock had a strong impact on both volatility and transaction costs but with some

heterogeneity: it was significantly stronger in the more peripheral Southern regions of Italy

compared to Tuscany. This is the mirror image of those regions having a much lower ex-ante

probability of joining the French franc zone based on foreign-exchange regime determinants

as discussed above. Figure 2.5, shows bid-ask spreads on trade-finance FX instruments

quoted in London. Transaction costs for treated regions converged to the levels of Piedmont,

but only after monetary unification and from different levels: while convergence for Tuscany

and Sicily reflected a decrease of about 10bp in the spread, this figure was closer to 40bp for

the continental South.

Data on FX and trade-finance instruments also show how the treatment specifically reduced

transaction costs between the annexed Italian regions and the French franc area. Figure 2.6

shows how the correlation of returns of trade-finance instruments quoted in London between

the same countries and France dramatically increased following their adoption of Piedmont’s

currency. The monetary unification shock is sizable for Tuscany, where co-movement with

France increase by about 30pp following treatment, but dramatically larger for Southern Ital-

ian regions, where co-movement with France was orders of magnitude lower pre-treatment

than post-treatment.

All in all, the above data can be interpreted as evidence of alternative channels through
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Figure 2.5: Bid-Ask Spread on Trade-Finance Instruments Quoted in London

Source: The Economist, author’s calculations. Bid-Ask Spread on 3-Months Bills of Exchange quoted in The
Economist averaged across key periods. Pre-Treatment: 1952-1958. War/Instability: 1859-1860. Political
Unification: 1861-1862. Monetary Unification: 1863-1865. Period definition for Tuscany reflects a slightly
different timing of events described in Section 2.6.

Figure 2.6: Co-movement of Returns vs. France - Trade-Finance Instruments Quoted in
London

Source: The Economist, author’s calculations. Correlation of 3-Months Bills of Exchange’s return vs. France as
quoted in The Economist across key periods. Pre-Treatment: 1952-1958. War/Instability: 1859-1860. Political
Unification: 1861-1862. Monetary Unification: 1863-1865. Period definition for Tuscany reflects a slightly
different timing of events described in Section 2.6.
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which a pro-trade Rose Effect might materialise, beside reduction in volatility and increase in

market transparency. In particular, the Italian monetary unification shock allowed annexed

regions to benefit from significantly easier access to French trade finance, as signaled by a

marked increased of money market co-movement.

Furthermore, the pattern of heterogeneity in the magnitude of the monetary unification

shock shown by financial data fits well with the heterogeneity in the estimated effect shown in

Table 2.A.4. Tuscany experienced milder shifts in the currency and money markets following

monetary unification and is shown to increase the treatment effect once dropped from the

dataset.

2.9. Conclusion

This paper fills an important gap in the literature on the trade effect of common currency by

providing for the first time a causal estimate of the Rose Effect relying on a quasi-experiment.

The estimated effect is large and significant, around 35%. The identification strategy, which

relies on an exogenous variation in the membership of the 19th century French franc monetary

bloc, is resilient to a wide range of robustness checks. Importantly, coincident factors are

shown not to be driving my findings.

The effect is significantly smaller than the average one found in the Rose Effect literature

according to recent meta-analyses (Head and Mayer, 2014; Rose, 2017), suggesting that

endogeneity bias might have been playing a role in previous work. Nevertheless, my results

are relatively close to the lower bound of recent correctly specified estimates such as in Glick

and Rose (2016).

All in all, my results seem to corroborate the broader policy implications of Rose’s seminal

paper. A common currency is found to have a causal pro-trade effect in the context of what

is probably the closest historical precedent to the recent process of European monetary

integration.
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2.A. Results Appendix

Table 2.A.1: Descriptive Statistics - Collapsed Sample

Non-Treated Flows Treated Flows All Flows

Variables N Mean S.D. N Mean S.D. N Mean S.D.

Imports 4695 33,500 101,000 275 7,877 11,000 4970 32,100 98,600

Distance 6408 1,966.11 1,847.02 432 1,065.45 313.02 6840 1,909.22 1,802.83

Border 6408 0.06 0.23 432 - - 6840 0.05 0.22

Language 6408 0.10 0.29 432 - - 6840 0.09 0.29

Population i 6408 15,679 16,725 432 9,046 12,753 6840 15,260 16,580

Franc 6408 - - 432 0.43 0.50 6840 0.03 0.16

Franc (End.) 6408 0.03 0.18 432 - - 6840 0.03 0.17

FTA 6408 0.22 0.41 432 0.50 0.50 6840 0.24 0.42

Napoleon 6408 59.34 111.99 432 242.00 161.73 6840 70.88 123.98

Polity2 6408 - 7.66 8.45 432 - 4.02 8.06 6840 - 7.43 8.47

War 6408 0.01 0.09 432 - - 6840 0.01 0.08

Allied 6408 0.01 0.10 432 - - 6840 0.01 0.09

78



2.A. Results Appendix 79

Table 2.A.2: Robustness to Different Specifications

(1) (2) (3)
PPML PPML PPML

Franc 0.316** 0.291*** 0.326***
(0.131) (0.0504) (0.121)

FTA -0.0278 -0.0781*** -0.0409
(0.0424) (0.0172) (0.0267)

Observations 2,071 2,088 2,088
Estimator PPML PPML PPML
Sample Collapsed Collapsed Collapsed
Pair-specific Trend YES NO YES
Symmetric Pair FE NO YES YES
Implied Effect 0.371 0.337 0.385
RESET Test (P-Value) 0.000 0.00215 0.000
R-squared 0.9877 0.972 0.977

Importer-time and exporter-time fixed effects, war and allied dummies included in all
specifications but not reported. Columns 1 include bidirectional pair fixed-effects. Columns
1 and 2 include unidirectional (symmetric) pair fixed-effects. Columns 1 and 3 allow for a
pair-specific trend. Multi-way clustered standard errors reported in parenthesis. ***, ** and *
denote statistical significance at the 0.01, 0.05 and 0.1 levels respectively.

Table 2.A.3: Estimates Across Different Control Groups

(1) (2) (3) (4) (5) (6)
Only Europe No Overland Both Only Europe No Overland Both

Franc 0.220** 0.449*** 0.327** 0.204** 0.369*** 0.272**
(0.106) (0.0782) (0.136) (0.101) (0.0901) (0.127)

FTA -0.0137 0.0155 0.0823 -0.0678 -0.0818* 0.0117
(0.0671) (0.0307) (0.0738) (0.0854) (0.0489) (0.0739)

Observations 2,944 3,484 2,248 1,422 1,654 1,082
R-squared 0.990 0.993 0.996 0.992 0.994 0.996
Sample All Years All Years All Years Collapsed Collapsed Collapsed
Implied Effect 0.246 0.567 0.387 0.226 0.446 0.312
RESET 0.0104 0.395 0.0398 0.0157 0.483 0.499

Bidirectional pair, importer-time and exporter-time fixed effects, war and allied dummies included in
all specifications but not reported. Multi-way clustered standard errors reported in parenthesis. ***,
** and * denote statistical significance at the 0.01, 0.05 and 0.1 levels respectively. Columns 1, 3, 4 and
6 exclude non European partners (USA, Russia, Turkey) from the control group. Columns 2, 3, 5 and
6 exclude partners more exposed to overland trade with Italy (Austria, Zollverein) from the control
group.
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Table 2.A.4: Estimates Obtained Dropping One Country at a Time

Country Franc Country Franc

Austria 0.291*** Russia 0.357***

Belgium 0.254** Sardinia 0.326***

Britain 0.282** Sicily 0.294***

France 0.640*** Spain 0.285***

Greece 0.302*** Sweden and Norway 0.311***

Naples 0.290*** Switzerland 0.310***

Netherlands 0.337*** Turkey 0.277***

Portugal 0.306*** Tuscany 0.392***

Romagna 0.260*** USA 0.202**

Papal States 0.296*** Zollwerein 0.352***

Bidirectional pair, importer-time and exporter-time fixed effects, FTA, war and allied
dummies included in all specifications but not reported. Multi-way clustered standard
errors reported in parenthesis. ***, ** and * denote statistical significance at the 0.01, 0.05
and 0.1 levels respectively. The coefficients shown correspond to estimates obtained
dropping one country at a time from the sample and can be compared to the overall
coefficient obtained in column 4, Table 2.3.
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Table 2.A.5: Bilateral Asymmetries

Exporter-Importer Franc Estimate Exporter-Importer Franc Estimate

France-Tuscany 0.0538 Tuscany-France 0.229
(0.148) (0.153)

France-Romagna 1.576*** Romagna-France 2.680***
(0.266) (0.318)

France-Naples 0.0978 Naples-France 0.718***
(0.199) (0.233)

France-Sicily 0.298 Sicily-France 0.566***
(0.183) (0.136)

Belgium-Tuscany 1.266*** Tuscany-Belgium 0.0631
(0.158) (0.232)

Belgium-Naples 1.255*** Naples-Belgium 0.500**
(0.296) (0.226)

Belgium-Sicily 0.252* Sicily-Belgium 0.707***
(0.139) (0.119)

Switzerland-Naples -0.450 Naples-Switzerland 1.625***
(0.299) (0.215)

Bidirectional pair, importer-time and exporter-time fixed effects, FTA war and allied
dummies included in all specifications but not reported. Multi-way clustered standard
errors reported in parenthesis. ***, ** and * denote statistical significance at the 0.01, 0.05
and 0.1 levels respectively. The table compares bilateral asymmetries in the estimated effect
when separate coefficients can be estimated without incurring in colinearity issues.
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Figure 2.A.1: Weighted Tariff Reduction Across Italian Regions by Major Product and
Partner

Source: Stringher (1889), Ministère du Commerce (1878).
The chart plots the range of the reduction achieved by the annexed regions for the seven
main import products weighted by their importance in the import share of France and
Britain in each region.
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2.B. Time Line

Table 2.B.1: Timeline of the Italian Unification

Date Event

July 1858 Secret French-Piedmontese pact negotiated by Napoléon III and
Prime Minister Cavour, supporting Piedmont’s expansion into Lom-
bardy and Venetia against Austria.

April 1859 French-Piedmontese war on Austria.

May 1859 Anti-Austrian unrest in central Italy; pro-Piedmont revolutionary
governments take power in Tuscany and Romagna.

June 1859 Austria evacuates Milan.

July 1859 Peace of Villafranca: France partially reneges on its promises. Lom-
bardy is to be annexed by Piedmont but not Venetia. Tuscany and
Romagna should remain under Austrian influence. An Italian con-
federation presided by the Pope is to be created. Cavour resigns in
protestation to the missed annexation of Venetia.

November 1859 Treaty of Zurich: France and Austria reiterates their commitment to
the principles of the Peace of Villafranca, while Piedmont is largely
excluded from the negotiation table. Lombardy is nominally ceded
to France and transferred to Piedmont.

December 1859 Diplomatic crisis, as pro-Piedmont governments in central Italy
refuse to hand power back to Austria. Cavour is recalled to head the
cabinet. He exploits French-British rivalries to overrule the Peace
of Villafranca and obtains the annexation of Tuscany and Romagna
through plebiscites, in exchange for French annexation of Savoy and
Nice.

May 1860 Revolutionary militias led by Garibaldi land in Sicily. Cavour opposes
the expedition.

August 1860 The unexpected collapse of the Two Sicilies Kingdom against
Garibaldi forces Cavour to adapt; the threat of a revolutionary repub-
lic in Naples is defused by the annexation of the South by Piedmont.

March 1861 The Kingdom of Italy is proclaimed.

Source: Romeo (1984).
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2.C. Data Appendix

Sources

As the most detailed original source compiled by French diplomats is sometimes missing

from the Archives of the French Foreign Office, I rely on three distinct sources:

1. Where available, I employ the original Etats de Commerce et de Navigation’s statistical

tables from the French Foreign Ministry Archives in Paris. Most of them are filed in the

Affaires Diverses Commerciales series of the French Archives Diplomatiques, under ”Varia”,

Cartons 654-660. Others are filed with the Correspondance Consulaire et Commerciale

series, within each Consulate’s correspondence. The original tables offer the highest

level of details but were filed inconsistently and are missing for various years/countries.

2. Fortunately, a high number of the trade reports received by the Foreign Ministry

were later published by the Ministère du Commerce (1878) as part of the Annales du

Commerce Extérieur, a printed publication aimed at a business audience. The statistical

tables contained in the Annales were at times condensed and provided less details in

terms of trade partners but, combined with the original tables, they still allow to build

a bilateral trade matrix for most of the years and partners I consider.

3. Finally, I employ equivalent reports from the British consulates in Italy to fill some

of the reporting gaps in the dataset. Those reports were very similar in nature to the

French ones, likely relying on the same local sources, and were published inconsistently

in the Parliamentary Papers26.

Shortcomings of the data

My dataset has, by construction, two key limitations. First, intra-Italian trade stops being

recorded post-unification and is therefore discarded from the dataset. In any case, this is of
26For a detailed survey of the British consular reports on Italian trade see Marks (1959).
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little relevance for the paper’s objective, as it would have been difficult to disentangle an

intra-Italian common currency effect from the reduction in trade costs coming from other

aspects of unification.

Second, Italian trade data in my dataset only refer to trade by sea. This is due to the nature of

the consular trade data, which were recorded at the ports. This could potentially introduce a

bias in my estimates, as the development of a national railway system starting in 1861 is likely

to have increased overland international trade: I could then see trade with some partners

spuriously declining as it shifts from maritime to overland transportation. However, this

is likely to be only marginally relevant for the Central-Southern regions of Italy I consider.

Overland trade was non-existent pre-unification. Post-unification, the Italian railway system

was developed with a military, rather than economic, rationale. It remained substantially

costlier than sea shipping and is normally considered to have been unable to foster the rise

of an integrated national market in the first decades of unification (Fenoaltea, 2011). In any

case, an increase in overland international trade is likely to imply a downward bias to the

estimate of the common currency effect. Indeed, France and Switzerland being bordering

countries, they should be proportionally more affected by this potential shift from sea to

overland trade compared to the majority of ”control” trade partners in the sample. As a

robustness check, in some specifications I exclude from the sample non-treated countries,

such as Austria and Germany, that are more exposed to an increase in overland trade from

Italy and could bias the estimated effect upward.

Missing Observations and Data Aggregation

I address missing reporting of trade and measurement errors in my original data aggregating

up trade flows in a ”collapsed” dataset. The latter is sampled by averaging trade at the ij level

over two or three years periods. This not only ensures that within each period every treated

Italian state reports at least once but also likely reduce measurement errors that are bound to

exist in historical sources. This sample leaves me with three pre-treatment periods between

1852-1858, one period corresponding to the wars and annexation process (1859-1860), one
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period post-unification but before monetary unification, and three post-unification treatment

periods.

Truncated reporting in my Italian sources (the smallest partners are not always reported)

means that some of the missing values in the trade matrix are not actually zero. Furthermore,

some bilateral flows are not observed by construction, either because they concern intra-

Italian flows post-unification or pairs of countries that are both not reporting trade (eg.

Turkey and the Papal States). When this is the case, I follow Glick and Rose (2002) and

exclude missing values from the sample. In the full sample, this leads to 4970 actually

recorded flows out of 6840 theoretical trade flows.
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Table 2.C.1: Sampling and Missing Reporters by Year

Year Period All Italian States Reportinga Collapsed Sampleb

1852 Pre-Unification NO (Naples)

1852-18541853 Pre-Unification YES

1854 Pre-Unification YES

1855 Pre-Unification YES
1855-18561856 Pre-Unification YES

1857 Pre-Unification YES
1857-18581858 Pre-Unification YES

1859 Annexation (North) NO (Sicily)
1859-18601860 Annexation (South) NO (Naples)

1861 Unification YES
1861-18621862 Unification NO (Naples)

1863 Monetary Unification YES
1863-18641864 Monetary Unification YES

1865 Monetary Unification YES
1865-18661866 Monetary Unification NO (Romagna)

1867 Monetary Unification NO (Tuscany)

1867-18691868 Monetary Unification NO (Sicily)

1869 Monetary Unification NO (Sicily)

a Missing State reported in parenthesis.
b Trade data are collapsed over three or two years period so that in every period all annexed Italian states
report at least once.
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Figure 2.C.1: Statistical Tables - Etats de Commerce et de Navigation





Chapter 3

Are Optimum Currency Areas

Endogenous? Lessons from European

Monetary Integration in the 19th Century

3.1. Introduction

The creation of the Euro Area as well as the crisis that the common currency recently

experienced have inspired renewed research interest in international monetary integration

and the optimum currency areas (OCA) framework.

Particularly, the relationship between business cycles synchronisation and the optimal bound-

aries of currency areas has featured prominently in the European policy debate. Even before

the Maastricht treaty came into force in 1992, a number of empirical studies doubted whether

the soon to be EMU was an OCA (Bayoumi and Eichengreen, 1992; De Grauwe and Vanhaver-

beke, 1991). They generally found evidence of a core-periphery dichotomy in the European

economy (Eichengreen, 1991) and advised for a cautious approach to EMU membership,

favoring a ”multi-speed” monetary integration (Von Hagen and Neumann, 1994). More

recently, as the choice of letting Greece and other peripheral countries in the ”Club” was

89
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widely blamed for the common currency existential crisis, new evidence of core-periphery

divergence emerged (Bayoumi and Eichengreen, 2020; Belke et al., 2017), together with

radical proposals favoring a split of the EMU along revised boundaries (Bootle, 2012; Stiglitz,

2016).

Interestingly, Mongelli (2008) notes how small the input from the OCA theory had been in the

official EMU preparatory works (such as the Delors Report) and the mechanisms to determine

EMU membership. While the Maastricht treaty defined ”convergence criteria” to comply

with before EMU accession, those criteria were neither fully enforced nor necessarily derived

from the OCA framework. European officials’ lack of interest towards determining optimal

membership obviously reflected political factors. Nevertheless, it also was symptomatic of

the then prevailing consensus (Commission, 1990) over the endogenous effects of monetary

integration. There are indeed two conflicting theories regarding the effect of economic

integration on business cycles synchronisation. On the one hand, the ”European Commission

view”, also known as the OCA endogeneity theory following Frankel and Rose (1998), holds

that monetary integration would endogenously lead to greater cyclical synchronisation and

the fulfillment of the OCA criteria. On the other end, the ”Krugman view” (Krugman, 2001)

holds that a reduction in transaction costs, such as a common currency, leads to greater

specialisation and differentiation among regions within a currency area. The individual

regions then run higher risks of asymmetric shocks, cyclical divergence and income hysteresis.

Krugman pointed to the regional decline of Massachussets and New England at the end of

the 1980s to advance his argument of caution with respect to European integration.

The two views imply dramatically different policy prescriptions. The Krugman view cautions

against forming a monetary union when cyclical synchronisation is low. The latter is indeed

likely to worsen endogenously once further integration kicks in. On the contrary, according

to the OCA endogeneity view, ex-ante optimality is of little concern as the OCA framework

has little or no ex-ante predictive power: the borders of new monetary areas should actually

be drawn larger, in the expectation that integration and synchronisation will increase ex-post.

This paper contributes to this debate by looking at past examples of international monetary
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integration. In particular, the paper investigates the wave of European monetary integration

occurring in the third quarter of the 19th century. This period witnessed to the rise of Britain,

France and Germany as international monetary anchors and saw the formation of ”national”

monetary unions lasting to this day, in Italy and Germany. The Italian case is the focus of the

paper given the exogeneity of the Italian monetary unification, achieved following random

military events, and Italy’s longstanding history of regional divergence and North-South

economic, cultural and political divide. The German experience of monetary unification

provides an interesting point of comparison, as it followed a long period of institutional and

economic integration dating back centuries.

The paper provides an empirical contribution on two levels.

First, it tests the predictive power of the OCA framework, by estimating OCA-derived ex-ante

optimal monetary boundaries of Europe in the period at hand. I make the empirical analysis

of OCA tractable relying on an anchor-client framework of monetary integration and, in

particular, the symmetry of nominal shocks with respect to anchors, following work by

Alesina and Barro (2002) and Bayoumi and Eichengreen (1997). To this end, I exploit a

newly compiled dataset of foreign exchange prices at the weekly and monthly frequency,

including currencies of pre-unitary Italian and German polities, as well as new trade data at

the pre-unitary Italian states level.

My findings provide support for the predictive power of the OCA framework. synchronisation

of shocks is found to correctly predict the main patterns of European monetary integration

in the period at hand. The key exception to this finding is Italy, which exhibited asymmetric

shocks amongst some of its regions pre-unification. On the contrary, shocks across future

German regions were largely symmetrical, suggesting substantially lower costs of monetary

integration.

Second, I investigate the endogenous effects of monetary integration, testing for evidence of

a Krugman-view style wave of specialisation in the decades following monetary integration.

In particular, I try to identify whether pairs of provinces that suddenly started to integrated
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following the unexpected unification shock experienced more divergence in their economic

structure compared to pairs of provinces that were already part of the same common market.

I argue that it is likely that post-unification Italy saw Krugman-type endogenous effects

dominating over Frankel-Rose OCA ones. Controlling for a number of characteristics relevant

for economic specialisation, pairs of provinces belonging to two distinct Italian pre-unitary

states are found to experience a significant increase in their economic structure’s dissimilarity

post economic integration, compared to a control group of already integrated provinces.

This could potentially point to a role for monetary integration in the arising of the country’s

”Southern Question”. As economic structures differed markedly between the North and the

South, the deflationary shock to global agricultural prices from the 1880s is likely to have

been asymmetric in nature and might have contributed to the widening of regional inequality

in Italy. I argue that, in a no-unification counterfactual, the Italian South would have likely

pursued a looser monetary policy with respect to gold parity than a highly indebted unified

Italy, consistent with findings on currency risk premia and export prices in the classical

gold standard by Mitchener and Pina (2020). Within the Italian monetary union, the South

absorbed asymmetric shocks through factor migration. This is consistent with an increase

in regional inequality between Italian regions through the mechanisms put forward by

Krugman (2001) and recently developed theoretically by Farhi and Werning (2014).

Overall, the paper’s findings caution against the long standing policy consensus that OCA

criteria are likely to be filled endogenously following monetary unification, as integration

deepens.

Section 3.2 provides a discussion of the literature on currency areas and the history of Euro-

pean monetary integration in the 19th century; Section 3.3 provides a test of the predictive

power of the OCA framework and quantifies the ex-ante optimality of various 19th monetary

arrangements; Section 3.4 focuses directly on the endogeneity of OCA providing descriptive

evidence on cyclical convergence as well as an empirical test of Krugman-type endogenous

effects of monetary integration looking at post-unification Italy; Section 3.5 discusses the

implications of my results.
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3.2. International Monetary Integration: OCA Theory, Prac-

tice and History

This section provides a literature review, focusing on some theoretical and empirical aspects

of the OCA framework (Section 3.2.1) and the relevance of the pre-Gold Standard historical

context for the debate on international monetary integration (Section 3.2.2).

3.2.1. Anchor Currencies, Optimum Currency Areas and the Dynamics

of Monetary Integration

The question of the optimal number of currencies globally was first analyzed by the pioneer-

ing work of Mundell (1961). The OCA framework still remains the main theoretical prism

through which international monetary integration is analyzed1. Mundell’s original insight

stresses two opposing forces shaping the microeconomic benefits and macroeconomic costs

of monetary integration and, consequently, defining an OCA. On the benefits side, sharing

a common currency reduces transactions costs for trade and financial transactions. On the

costs side, monetary integration implies a loss in monetary policy independence for the

regions taking part in it. This means that regions within a monetary union are vulnerable

to shocks that are asymmetric to the ones experienced by the currency area as a whole. In

line with most of the empirical literature on OCA, the paper focuses on the cost side of the

framework2.

Decades after Mundell’s seminal insights, a profound redefinition of the underpinnings of

the OCA framework took place alongside Barro and Gordon (1983)’s critique of discretionary

monetary policy. Alesina and Barro (2002) notably introduce the notion of an ”anchor-client

relationship” as a key driver of international monetary integration. Indeed, currency area

1De Grauwe (2016) and Mongelli (2008) provide an extensive literature review on the evolution of the
framework.

2An in depth treatment of the key benefit expected from a currency union, namely a reduction in trade
transaction costs, is provided within a quasi-experimental framework in Chapter 2.
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arrangements around the world mostly involve a large and stable ”anchor” country whose

currency is adopted by smaller, less credible ”clients”. Alesina and Barro argue, on the one

hand, that there is then a major benefit to monetary integration which was overlooked by

the original OCA framework: adopting the currency of an anchor country ”buys” credibility

for the client country. It also provides a commitment to stability that is harder to disown

(it is costly to reintroduce your own currency once you adopt a new one). Conversely, they

underline how the benefits of independent monetary policy for most countries are likely to

be low due to the time inconsistency problem of monetary policy.

This not only means that the costs to monetary integration are on average lower than assumed

by the original OCA framework. It also follows that the costs of international monetary

integration essentially depend on the extent of relative price shocks and the differences in

economic disturbances with respect to a potential anchor.

While Alesina and Barro do not go as far as discussing the Euro Area as part of their ”anchor-

client” framework, the so-called ”German dominance hypothesis” was a recurrent theme

of the policy debate prior to the introduction of the Euro. It was first argued empirically

by Giavazzi and Giovannini (1988) that pre-Maastricht Europe essentially was a ”Deutsche-

Mark” zone with Germany in the role of the anchor country setting monetary policy for

the whole region. Their results were disputed, notably emphasizing German monetary

”independence” rather than ”dominance” (Fratianni and von Hagen, 1992). Nevertheless, it is

well accepted that François Mitterand’s initiative to accelerate European monetary integration,

in exchange for a French green light to the German reunification, was predicated on the

basis that it would have helped dilute German monetary ”dominance”, and re-equilibrate the

balance of economic power within the Franco-German ”couple” (Vernet, 2003).

The haste of the French authorities to lock in a common currency agreement only partially

explains the little attention paid by European officials to the OCA framework and the issue

of the ”optimal boundaries” of the EMU (Mongelli, 2008). The ”convergence criteria” defined

at Maastricht had indeed at best a weak theoretical justification and were in any case loosely

enforced. This contrasted with the British authorities’ approach, with the ”Five Tests” report
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(Treasury, 2003) compiled by HM Treasury featuring the lack of cyclical convergence as one

of the key obstacles to EMU accession. The ”optimism” of the European monetary authorities

also reflected their beliefs regarding the endogenous effects of monetary integration3. As it

has been argued in a seminal paper by Frankel and Rose (1998), the OCA criteria might well

be endogenously self-fulfilling. The so-called ”European Commission view” then implied

that, regardless of the ex-ante fulfillment of the OCA criteria, economic integration was likely

to foster convergence and cyclical synchronisation over time. An initially sub-optimal area

would turn into an optimal one down the road. It follows that one should draw the borders

of a currency area larger than what economic analysis would suggest ex-ante.

An alternative approach to the question of the endogenous effects of currency areas is the one

put forward by Krugman (2001). It draws on the theoretical insights of the New Economic

Geography (NEG) framework and the experience of regional business cycles within the United

States. Krugman argues that reductions in transaction costs across regions in the presence of

economies of scale are likely to foster regional specialisation and dissimilarity in regional

economic structures and business cycles. The intuition behind Krugman’s seminal arguments

is consistent with more recent theoretical and empirical treatment of the link between

specialisation patterns, business cycles and risk-sharing in monetary unions surveyed in

Mongelli et al. (2016). Studying the complex interactions of trade, financial integration,

specialisation and business cycle synchronisation Imbs (2004) underlines specialisation

patterns as crucial in defining OCAs.

Within Krugman’s ”Massachusset” framework, monetary integration is therefore likely

to increase the risk of asymmetric shocks and the costs of a ”one size fits all” monetary

policy. Furthermore, changes in the mobility of factors are also likely to have important

implications in terms of adjustment to region-specific shocks. Consider a region experiencing

an asymmetric adverse shock to the demand for its export industries. With immobile factors,

relative prices in the region would adjust downward. This would attract new industries,

limiting regional divergence and favoring, at least to some extent, ”mean reversion” of

3See De Grauwe and Mongelli (2005) for a summary of the debate on the latter.
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regional output levels. On the contrary, perfect factor mobility would encourage factors to

move away from the affected regions, with the adjustment taking place through quantities.

This implies that in the absence of cyclical stabilisation policies, economic integration and

factor mobility would make regional outputs look more like a random walk. In other words,

not only economic integration might make asymmetric shocks more likely. It might also

worsen the nature of their effect through an hysteresis phenomenon, permanently lowering

the factor endowment of the adversely affected region.

The original empirical claim of Frankel and Rose (1998) certainly provided support to the

policy choices made by European countries in the run up to the Euro. Overall, the empirical

evidence on the endogenous effects of monetary integration is however mixed. Alesina et

al. (2002) found a positive common currency effect on relative price synchronisation but a

negative one on output synchronisation in a broad sample of currency arrangements. In more

historical settings, Flandreau and Maurel (2005) find 19th century currency arrangements to

increase shock asymmetry in a context of inter-industry trade, while Mathy and Meissner

(2011) find currency arrangement and trade to be associated with high business cycle syn-

chronisation in the run up to the Great Depression. Looking at the initial experience of the

Euro Area, Böwer and Guillemineau (2006) argue that the first ten years of EMU confirmed

the predictions of Frankel and Rose, with specialisation actually having a positive influence

on EMU cyclical synchronisation, given the prevalence of intra-industry trade. On the other

hand, Giannone and Reichlin (2006) do not find any evidence of a Euro effect on European

business cycle synchronisation. Calderon et al. (2007) show the relationship between trade

integration and cycle synchronisation to be substantially weaker in developing countries

compared to developed ones. This heterogeneity is explained by specialisation patterns.

More caution over Frankel-Rose OCA endogeneity within the Euro Area and beyond has been

expressed since the European crisis. Monnet and Puy (2019) question the widely held stylised

fact that globalisation increased cyclical synchronisation, extending data series to the Bretton

Woods period. Bayoumi and Eichengreen (2020) and Belke et al. (2017) revisit cyclical

synchronisation since the creation of the Euro Area, arguing it applies only to certain parts
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of the EMU and has somewhat reversed after the euro crisis. Franks et al. (2018) highlight

divergence in the amplitude of Euro Area business cycles, while according to Mongelli et al.

(2016) evidence of increased dissimilarity in the EMU’s regions economic structure calls for

new empirical research into possible Krugman-type effects. As those effects are by definition

long run in nature and only apply to areas where levels of integration and factor mobility

are higher than in the typical international monetary arrangement4, the analysis of past

examples of national monetary integration provides a relevant empirical framework.

3.2.2. Monetary Integration at the Eve of the First Globalisation (1848-

1870)

The second half of the 19th century brought about a wave of monetary integration in Europe.

An unprecedented rise of international trade and financial linkages increased incentives

to pursue international monetary integration. On the one hand, the laissez-faire policies of

Napoléon III led to widespread trade liberalisation following the signature of the Cobden-

Chevalier treaty in 1860. On the other hand, capital exports from both England and France

started to increase markedly in the 1850s (Lévy-Leboyer, 1977). Second, a technocratic

ideology, on the rise in France and across Europe, emphasizing the need for international

norm harmonisation, from unit of measures to currencies, is also likely to have contributed

to the shift to further international monetary integration (Einaudi, 2001). Finally, the French

Emperor approach to the nationality issue, as well as the rise of Prussia and Piedmont,

allowed for a radical process of political (and therefore monetary) unification to take place in

both Italy and Germany. A number of sovereign states disappeared in the process each with

their own monetary standards.

At the international level, France attempted to shape the global monetary system around

the French Franc, starting with the 1865 monetary convention5, commonly referred to as

4Making empirical settings based on cross country analysis of little relevance.
5The participants to the convention were France, Belgium, Italy and Switzerland. Greece would join later on

in 1868.
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the Latin Monetary Union. The monetary geography of Europe prior to the convention

already showed widespread diffusion of France’s bimetallic monetary standard. Belgium and

Piedmont adopted the Franc Germinal system following their annexation as départements

during the First Empire and adopted it as their own after 1815, with Switzerland joining

them in 1850. A number of other countries, from Europe to South America, informally

took steps towards conforming their monetary standard to the one of the Convention, never

however officially joining it. Einaudi (2001) and Flandreau (2000a) have emphasised the

economic rationale of monetary integration around France. Indeed, the main impetus to the

initiative came from the free-trade technocratic party inside the Conseil d’Etat, headed by

Félix Esquirou de Parieu.

The expansion of French international trade and finance provided strong economic incentives

for France to promote the initiative and other countries to join it. Flandreau argues that

the 1865 monetary convention was predicated on the willingness of France to compete with

London, on the back of rising external surpluses, as a global capital exporting center. Indeed,

the French authorities were aware that London’s financial role allowed Britain to gain a

double advantage, in terms of dividend and interest payments as well as in furthering trade

relations (as capital exports were mostly employed to buy goods from core countries). A

number of countries, including Spain and Austria-Hungary in the late 1860s, agreed to take

steps towards a French monetary standard as part of a wider package of trade liberalisation

and provision of loans from Paris. This highlights the relevance of Alesina and Barro (2002)’s

”anchor-client” framework in the context of 19th century international monetary integration.

The Italian authorities explicitly referred to their country’s dependence on French trade

and finance when justifying their choice of post-unification monetary standard in 1862

(Roccas and Sannucci, 1990). In the end, however, wider international monetary integration

occurred around the British gold standard, following the French defeat in the 1870 Franco-

Prussian war and the decision of the German Reich to adopt a gold standard. While war

reparations temporarily put a stop to French capital exports, undermining the country’s

monetary dominance, the German switch to gold 6 tipped the balance of monetary ”network

6As well as the lack of monetary cooperation between France and Germany (Flandreau, 1996).
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externalities” in favor of the British monetary standard (Eichengreen, 1998).

A separate international initiative of regional monetary integration occurred among Scan-

dinavian countries, with Sweden, Norway and Denmark forming a currency union in 1873

Bergman et al. (1993). This Union remained stably on the gold standard till the interwar

period.

3.2.3. Monetary Unification: Italy vs. Germany

While the international level is relevant to the ”anchor-client” framework behind my empiri-

cal strategy, the main contribution of this paper is on ”national” monetary integration. The

period at hand saw the formation of two large and long lasting national monetary unions,

Italy and Germany.

Both the Italian and German monetary unifications have received little attention from the

perspective of the OCA framework. A comparison is however of interest, given the striking

difference in terms of pre-unification path towards integration, post-unification monetary

policy credibility, as well as their relative trajectory in terms of regional divergence.

The Italian monetary union is a peculiar instance of a newly formed currency arrangement

that has managed to survive to this date despite persistently divergent regional patterns. It

also provides a rare example of ”random” monetary integration on the back of military events,

which does not suffer from the endogeneity issue that characterises economic integration

processes. In this respect, Federico and Tena-Junguito (2014) highlight the weak intra-Italian

trade integration pre-unification, which suggests no compelling endogenous reason to form

a currency area. A detailed discussion of the sudden transition of the Italian peninsula

from a ”geographical expression” to a centralised, unified state with a common currency

is examined in details as part of the quasi-experimental setting of Chapter 2. Unified

Italy did experience early on fiscal and monetary issues, not in small part related to the

debt incurred by Piedmont-Sardinia as part of the ”independence” wars against Austria. A

parallel paper Lira was introduced in 1866 alongside the metallic Lira. Even though this step
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was initially perceived as temporary, in-convertibility of the paper Lira persisted on and off

throughout the 19th century. During the classical gold standard period, Italy pursued a policy

of ”gold shadowing”(Tattara, 2003), with minimal discount of the paper Lira vs. the Gold

par. This means that unified Italy adopted an intermediate policy between peripheral and

core countries, limiting exchange rate variability but falling short of sustained convertibility

(Cesarano et al., 2012). Foreman-Peck (2005) first put forward many of the arguments I

develop in a, more in-depth, empirically formalised fashion in this paper, both regarding

OCA status at unification and the endogenous effects of monetary integration in Italy.

On the other hand, German institutional and economic integration dates back to the Holy

Roman Empire. Chilosi et al. (2018) find that, as far back as the 16th century, financial market

integration amongst German cities of the Empire was substantially higher than amongst

Northern Italian ones. A formal process of political and economic integration started at the

beginning of the 19th century with the creation of the Zollverein, together with progressive

steps towards harmonisation of monetary standards (James, 1997; Holtfrerich, 1993). This

process culminated with the establishment of the German Empire and the Gold Mark in

1873. As outlined above, the choice of the German Imperial authorities to shift the Mark

to a Gold Standard provided a strong catalyst towards convergence towards the British

monetary standard, with all the major economies following suit between 1873 and 1881.

Post-unification Germany became a major capital exporter and formed, alongside France and,

above all, Britain, the core of the classical gold standard international monetary system.

Contrasting the Italian and German experiences if also of interest given their very different

outcomes in terms of post-unification regional inequality. Comparative data in Iuzzolino et

al. (2013) shows that regional inequality - measured as the mean log deviation of GDP per

capita - in Italy was in line with other major European economies in 1871. By 1911, however,

Italian regional inequality was two times higher than in the UK and Austria and almost three

times higher than in Germany. A similar relative order of magnitude persists to this day.

Even though many different channels contributed to this extreme phenomenon of regional
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divergence7, the regional impact of the monetary integration shock and of a common mon-

etary regime has received little attention. The role of agglomeration effects has long been

emphasised in the literature on the Southern Question. Spatial economics patterns changed

dramatically from the pre-unification starting point of a typical ancien régime pattern of

agglomeration around the local capital (A’Hearn and Venables, 2011). The introduction of

the Piedmontese tariff as soon as 1861, as well as national market integration, later in the 19th

century, ignited a process of sectoral specialisation and spatial change. Missiaia (2016) and

Basile and Ciccarelli (2018) find evidence of regional divergence in income to be driven by

natural resources endowments and New Economic Geography mechanisms of agglomeration

according to domestic market access.

The latter are likely to represent the main explanation to the ”Southern Question”. That said,

adverse effects stemming from monetary integration could also have played a role. This could

be the case if ”OCA costs” of monetary integration were already high ex-ante due to shock

asymmetry among Italian states but also if the endogenous effects of the Italian monetary

union were of the Krugman rather than of the Frankel-Rose type.

The paper’s empirical analysis is divided in two parts. First, I quantify whether the Italian

and German unifications, the Latin Monetary Union, the Scandinavian Monetary Union and

membership of the Gold Standard can be predicted based on OCA factors in the decades

preceding their formation.

Second, I turn directly to the endogenous effects of monetary integration looking at the Italian

case. I provide both descriptive evidence on the extent of endogenous Frankel-Rose cyclical

convergence and an empirical test of the Krugman hypothesis looking at specialisation

patterns.

7Felice (2013) provides a very comprehensive review.
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3.3. A Test of OCA Predictive Power

Empirical Strategy

Both the debate on endogeneity and the somewhat contradictory character of some of the OCA

criteria have made it difficult to provide a simple test for the optimal boundaries of currency

areas, pointing to a problem of inconclusiveness of the OCA framework (Tavlas, 1993).

Nevertheless, a number of authors have put forward empirical tests for OCA properties8.

I operationalise the OCA framework empirically following the reinterpretation of OCAs by

Alesina and Barro (2001) and Alesina et al. (2002), where alternative pay-offs from the degree

(and nature) of monetary standard anchoring determine the anchoring choice.

I assess whether contemporary OCA-inspired variables, can predict future monetary integra-

tion using binary response probit models at the pair-period level. The analysis encompasses

twenty European polities (Listed in Table 3.A.1) and eight four-years non-overlapping periods

from 1846 to 1878. It therefore captures at least three periods prior to the establishment of

the new currency arrangements of interest9, with pair-period observations being excluded

from the estimating sample after they enter a monetary arrangement10. The United Kingdom

is excluded from the sample as bilateral measures of symmetry between pairs are computed

with respect to the British economy, as the key anchor of the period (Eichengreen, 1987)11.

My main specification, closely related to Barro and Tenreyro (2007), writes

P (CUijt | Xijtθ) = 1 − Φ(−X ′ijtθ) (3.1)

8See Silva and Tenreyro (2010) for a discussion.
9The western part of Lombardy-Venetia is the first formerly independent polity to join the Italian monetary

union in 1858.
10In some cases they stop being observed in the exchange rate data.
11Although, as examined in Chapter 4, the IMS of the period was multi-polar, with France and Germany

playing an important role of alternative anchors, this is consistent with the main overarching core-periphery
dichotomy of the 19th century gold standard (Eichengreen and Flandreau, 1994).
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where CUijt is a dummy variable equal to 1 when countries i and j will be at any point

jointly part of one of the monetary arrangements considered, Φ is the cumulative distribution

function of the normal distribution and Xijt is a vector of potential determinants of monetary

integration.

A key issue I try to explore is whether the politically driven monetary integration processes

of Italy, Germany and, to some degree, Scandinavia and the Latin Union12, exhibit similar

determinants to the economically driven Gold Standard. In addition to estimating the model

with all future pairs of monetary arrangements, I also restrict the target pairs to the Gold

Standard core only. The latter are more likely to endogenously arise following OCA-type

cost-benefits calculations13. I then compare fitted values of the binary model across the

monetary arrangements I consider, to obtain an intuitive measure of the ex-ante optimality of

their boundaries. This approach bears similarities to the ”OCA Index” developed in Bayoumi

and Eichengreen (1997).

I follow the existing literature in focusing on similarity of shocks as a ”catch-all” criteria,

capturing the interaction between several OCA properties (Mongelli, 2008), and summarizing

the cost of giving up policy autonomy.

Typical symmetry of shocks proxies include output co-movements between candidate clients

as in Eichengreen (1991), Meissner and Oomes (2009) and Fischer (2016), but also similarity

in export structure (Bayoumi and Eichengreen, 1998) and terms of trade shocks (Yeyati et al.,

2010).

Unfortunately, both output data and detailed breakdown of export-mix are unavailable for

most countries in my sample for the period at hand. I therefore turn to the approach of

Bayoumi and Eichengreen (1997) and Bayoumi and Eichengreen (1998), using observed

nominal exchange rate variability as a proxy for idiosyncrasy of shocks and the cost of

forgoing policy autonomy. Bayoumi and Eichengreen (1997) intuitively argue that the costs

12The case of the Latin Union is of course ambiguous, partly because of the exogenous variation in its
membership brought about by the Italian unification, which is closely examined in Chapter 2.

13A country is coded as part of the gold standard core if it joined the Gold Standard by 1880 and did not
leave it before 1914.
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stemming from fixing the exchange rate are best approximated by the ex-ante variability of

this same exchange rate with respect to potential currency union partners, showing bilateral

exchange-rate variability to be highly related to other OCA-type variables.

My main independent variable of interest therefore proxies bilateral symmetry of shocks

by computing the negative of the squared difference in the standard-deviation of bills of

exchange prices in London for countries i and j in period t

− 1
(
σGBPit − σGBPjt

)2
(3.2)

As bills of exchange include an interest rate component, this measure of symmetry encom-

passes both exchange rate and money market synchronisation with respect to the main anchor

country14.

In line with Barro and Tenreyro (2007) and Yeyati et al. (2010), I also include, alongside

geographic controls for distance, common borders and common languages, as OCA relevant

variables:

• Size: in the absence of GDP data for all the polities in my sample, particularly for

Italian and German pre-unitary polities, I proxy size as the log of population from

Mitchell (1998),

• FTAs: a dummy variable that takes value of one if the pair has entered treaty explicitly

providing for a reduction in tariffs, according to the extensive Trade Agreements

Database by Pahre (2012). In the absence of data for bilateral trade at the pair level, this

variable, alongside geographic controls, should approximate the degree of economic

integration.

• Openness: I proxy openness as trade with the United Kingdom per capita. Trade data

sources are either Dedinger and Girard (2017) or original data discussed in Chapter 2.

It is important to note that this variable is unavailable for Lombardy-Venetia, as well as

14The London bills of exchange data are discussed in details in Chapter 4.
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for pre-unification German polities and the Sweden and Norway custom union, which

reported aggregated trade only. I therefore rely on a specification omitting the openness

variable to analyze fitted values of the model.

My empirical operationalisation of OCAs can be summarised as testing whether future mon-

etary arrangements are composed of polities experiencing similar levels of synchronisation

with respect to the main anchor. Fitted values of the probit model can be used as a ”scoring”

mechanism of ex-ante optimality similarly to Bayoumi and Eichengreen (1997).

Results

Table 3.3.1 shows probit standardised coefficients estimated for Equation 3.1 for all currency

union/peg arrangement pairs. All statistically significant variables have the expected sign,

with the likelihood of entering a currency arrangement decreasing with distance and the size

of the smaller polity in the pair, and increasing if the pair has already entered a free trade

agreement and experience higher shock symmetry. The magnitude of the shock symmetry

variable is sizeable, with one standard-deviation in shock symmetry increasing the likelihood

of entering a currency arrangement by close to 0.8 standard deviations, confirming the choice

of this variable as a catch-all OCA criteria.

Table 3.3.2 show the same specifications but having only Gold Standard core pairs as the

target variable on the left hand side. The magnitude of the shock symmetry is meaningfully

higher than when targeting all currency arrangement pairs, possibly confirming non-core

Gold Standard monetary arose for somewhat different reasons, including political considera-

tions. The openness variable also comes as significant now, albeit with a small magnitude.

Additionally, while prediction sensitivity remains broadly stable at about 2/3, specificity

approaches 100%, with the model performing very effectively in discriminating non-Gold

Standard Core pairs of polities.

The significance of shock symmetry in FX and money markets in predicting 19th century

exchange-rate regime choice membership is prima facie at odds with findings by Meissner
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Table 3.3.1: Predictive Power of OCA Criteria - Gold and Currency Union Pairs

(1) Std-XY (2) Std-XY

Distance -0.383** -0.132 -0.427*** -0.155
(0.155) (0.166)

Shock Symmetry 2,590*** 0.849 2,308*** 0.816
(713.6) (726.5)

FTA 1.057*** 0.119 0.939*** 0.113
(0.334) (0.321)

Common Border 0.367 0.055 0.374 0.059
(0.327) (0.353)

Common Language 0.163 0.017 0.354 0.036
(0.409) (0.444)

Min (Log Population) -0.356*** -0.146 -0.329** -0.141
(0.130) (0.132)

Max (Log Population) 0.148 0.07 0.143 0.073
(0.101) (0.108)

Min (Openess) 1.59e-05 0.013
(5.86e-05)

Max (Openess) -8.28e-06 -0.009
(4.20e-05)

Constant 4.289*** 4.437***
(1.477) (1.515)

Observations 1,088 990
Dep. Variable: All CU All CU
Sensitivity 70.53 71.17
Specificity 72.84 73.08

The dependent variable is made up of all currency unions pairs in the sample, periods after
1870 are excluded from the estimating sample. Period fixed effects included in all
specifications. On the right hand side of each coefficient a full standardised coefficient is
reported. Cut-off for correct prediction set at 0.5. Standard errors in parentheses clustered at
the country-pair level. ***, ** and * denote statistical significance at the 1%, 5% and 10%
level respectively.
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(2005). In his duration analysis of Gold Standard adoption, he finds trade-channel network

externalities to be the main explanatory factor of variation in timing of adoption, with FX

volatility having no statistically significant effect. My results can however be reconciled with

this finding, observing that I am relating Gold Standard adoption to exchange-rate variability

in an earlier period, up to two decades before the actual establishment of the international

Gold Standard. In the pre-1870 era, FX and money market synchronisation was markedly

lower across the board, and therefore a better potential proxy for shock symmetry and a

more significant core-periphery discriminating factor. On the other hand, the above findings

are broadly aligned with the analysis of exchange-rate variability and OCA criteria since the

1960s by Bayoumi and Eichengreen (1998).

I now turn to comparing the fitted values estimated through the model in Column 1 of

Table 3.3.2. In a similar approach to the OCA Index computed ten years before the establish-

ment of the Euro Area by Bayoumi and Eichengreen (1997), I rely on those fitted value to

contrast the ex-ante optimality of the various arrangements I examine15.

Table 3.A.3 summarises predicted probabilities estimated for each monetary arrangement.

Their distributions by period and arrangements are shown in Figures 3.3.1 and 3.3.2. The

difference in the predicted probability for the German and Italian unions pairs is striking.

While the fitted value of the model is close to 1 for German polities as soon as the 1840s, the

average value for Italian ones is significantly lower, and approaching zero for pairs formed

by Northern and Southern Italian states. Only one Italian pair-period observation surpasses

the 0.5 prediction threshold16.

Looking at international arrangements in Figure 3.3.2, I also find high variability in my

sui generis OCA Index between and within arrangements. Most of the Gold Core pairs are

already above the 0.5 prediction threshold as soon as the 1850s. Interestingly, after 1870,

when the model estimates are out-of-sample, fitted values are consistent with events in

15Relying on fitted values from Table 3.3.2 or from estimating the model leaving non-Gold Standard core
pairs out-of-sample produces similar results. I do not employ models including trade data to compute fitted
values as it would exclude some of the pairs of interest which do not report trade or only do at the custom
union level.

16Naples and the Papal States between 1858 and 1862.



108 Chapter 3. Are Optimum Currency Areas Endogenous?

Table 3.3.2: Predictive Power of OCA Criteria - Gold Standard Core

(1) Std-XY (2) Std-XY

Distance -1.810*** -0.072 -2.165*** -0.065
(0.405) (0.450)

Shock Symmetry 26,272*** 0.986 33,749*** 0.989
(9,967) (12,426)

FTA 0.499 0.006 0.468 0.005
(0.368) (0.408)

Common Border 0.442 0.008 0.802* 0.011
(0.435) (0.476)

Common Language -0.435 -0.005 -0.514 -0.004
(0.516) (0.528)

Min (Log Population) 0.413** 0.019 0.603*** 0.021
(0.200) (0.223)

Max (Log Population) 0.524** 0.028 0.218 0.009
(0.264) (0.253)

Min (Openess) -0.000171** -0.012
(8.60e-05)

Max (Openess) 0.000256*** 0.024
(8.16e-05)

Constant 2.082 5.687**
(2.384) (2.610)

Observations 1,088 990
Dep. Variable: Gold Core Gold Core
Sensitivity 64.99 74
Specificity 96.99 97.68

The dependent variable is made up of Gold Standard core pairs, periods after 1870 are
excluded from the estimating sample. Period fixed effects included in all specifications. On
the right hand side of each coefficient a full standardised coefficient is reported. Cut-off for
correct prediction set at 0.5. Standard errors in parentheses clustered at the country-pair
level. ***, ** and * denote statistical significance at the 1%, 5% and 10% level respectively.
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Figure 3.3.1: Fitted Values - National Monetary Unions

Distribution of fitted values predicted by the model in Column 1 of Table 3.3.2. Italian pairs are separated
depending on their geography.

predicting a higher likelihood of monetary integration among Gold Core pairs17. A similar

pattern starting from 1866 is observed for Scandinavian Union pairs. Looking at the Latin

Union, its core pairs, made up by pairs between France and its neighboring satellites18,

tend to exhibit - with the exception of Switzerland - values above 0.5 from the 1850s as

well. On the other hand, Latin Union pairs arising as part of the Italian unification, record

fitted values very close to zero, in line with the Italian unification itself. This is in line with

the quasi-experimental setting developed in Chapter 2. Interestingly, half of the pairs that

are incorrectly predicted as entering a monetary arrangement even though they eventually

will not do so are made up of Southern Germany and the two Northern Italian polities of

Piedmont-Sardinia and Lombardy19. This could be interpreted as suggesting that, in a no-

Italian unification counterfactual, Northern Italy might have had an easier time complying

with the Gold Standard rules of the game than it had as a unified country.

17The only pair that remains incorrectly predicted as non-Gold Standard core is Belgium-Northern Germany
(Hamburg).

18Belgium, Piedmont-Sardinia and Switzerland.
19The other incorrectly predicted currency arrangements pairs involve Spain and Portugal and France and

Spain.
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Figure 3.3.2: Fitted Values - International Monetary Arrangements

Distribution of fitted values predicted by the model in Column 1 of Table 3.3.2. Latin Union Core is defined as
pairs between France and its three long standing monetary satellite, Belgium, Piedmont-Sardinia and
Switzerland.

All in all, the above results support the predictive power of the OCA framework. The two

”endogenous” monetary arrangements occurring over the period at hand, the German union

and the Gold Standard core, can be detected as consistent with OCA criteria as early as two

decades before their formation20. On the other hand, the results highlight the exogenous

nature of the Italian monetary unification, driven by a series of random military events,

and to an extent, the Latin Monetary Union: they are both characterised by significantly

lower and more dispersed estimated probabilites. One could argue that, in line with the

OCA framework, both arrangements that are found to be more sub-optimal ex-ante featured

worse ex-post economic performance in terms of sustainability (Latin Union) and regional

divergence (Italy) compared to the Gold Standard and the German union.

It is then tempting to argue that the predictive power of the OCA framework is not limited

to membership but also relates to the ex-post performance of currency arrangements. While

the Gold Standard marked a long period of monetary stability within the European core until

20This is true even when estimating fitted values for the German Union pairs out-of-sample.
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WWI, the Latin Union proved much less sustainable given its heterogeneous membership

and was progressively voided of concrete implications starting in the mid-1870s. Looking

at national monetary unions, while political factors made both arrangements sustainable in

the long run, the ex-ante sub-optimal Italian union experienced remarkably higher ex-post

relative regional divergence compared to Germany (Iuzzolino et al., 2013). Indirectly, this

leaves little room for any Frankel-Rose mechanism of ex-post OCA endogeneity: the more

optimal arrangements are indeed found to be already optimal ex-ante.

The next section explores more closely the endogenous effects of monetary integration looking

at post-unification Italy, the clear outlier of the OCA prediction exercise.

3.4. The Endogeneity of OCA: Lessons from Post-Unification

Italy

This section investigates the endogenous effects of monetary integration, focusing on the

Italian case in the five decades following unification. I begin by providing some descriptive

evidence regarding cyclical convergence and the potential for Frankel-Rose endogenous

mechanisms21. Then, I implement a simple differences in differences empirical strategy

in order to test whether a Krugman-type process of endogenous increase of the costs of

monetary integration can be detected in post-unification Italy.

Descriptive Evidence on Frankel-Rose Endogeneity in Post-Unification Italy

Data limitations for regional business cycles and covariates in post-unification Italy prevent

me from performing a formal test of Frankel and Rose OCA endogeneity in line with their

seminal paper and the literature reviewed in Section 3.2.1. However, the availability of

regional industrial production time series for some sectors allows for the computation of

21I rely on the same data used by Ciccarelli et al. (2010), who find no evidence of post-unification regional
cyclical convergence.
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some descriptive evidence on post-unification cyclical synchronisation patterns. In particular,

the construction sector series estimated by Ciccarelli and Fenoaltea (2009) at the annual level

for all Italian regions might be seen as a relatively good proxy of the cyclical component of

GDP22.

I notably compute correlation and concordance statistics (Harding and Pagan, 2002) for

the construction series23 between every pair of pre-unitary states over different sub-periods

between 1861 and 1914. Concordance statistics measure the fraction of time that two series

are in the same phase (expansion vs. recession) of their respective cycles: they are bounded

between 1 (perfect synchronisation) and 0 (no synchronisation).

Table 3.4.1: Cyclical Convergence in Post-Unification Italy: Concordance and Correlation
Statistics

1861-1890 Piedmont Lombardy-Venetia Papal Tuscany Two Sicilies

Piedmont -0.1 0.03 0.1 0.17
Lombardy-Venetia 0.44 0.73*** 0.38** 0.31*

Papal 0.51 0.86*** 0.37** 0.3
Tuscany 0.55 0.68** 0.68*** -0.17

Two Sicilies 0.58 0.65 0.65 0.41

1890-1914 Piedmont Lombardy-Venetia Papal Tuscany Two Sicilies

Piedmont 0.12 0.13 0.03 0.04
Lombardy-Venetia 0.57 -0.38* 0.56*** -0.3

Papal 0.57 0.30 0.06 0.21
Tuscany 0.52 0.78*** 0.52 -0.21

Two Sicilies 0.52 0.34** 0.61 0.39*

Concordance statistics for pairs of industrial production series Ciccarelli and Fenoaltea (2009) of the
construction sector are shown on the lower diagonal. Significance levels of concordance statistics at the 0.01,
0.05 and 0.1 levels are denoted by ***, **, and * and computed following Harding and Pagan (2002) to account
for the average position in the business cycle. Pair-wise correlations are shown on the upper diagonal.

Table 3.4.1 shows cyclical synchronisation concordance statistics on the lower diagonal and

pair-wise correlations on the upper diagonal. In order to take into account the average

position in the business cycle, significance levels for the concordance statistics are provided

22Ciccarelli et al. (2010) perform a more formal analysis of the same data showing no evidence of unification-
induced cyclical synchronisation.

23I isolate their cyclical component using Christiano and Fitzgerald (2003) band-pass filter.
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Figure 3.4.1: Pair-Wise Cyclical Correlation with Respect to Piedmont-Sardinia

Rolling 15-years correlation of the cyclical component of the regional construction production series by
Ciccarelli and Fenoaltea (2009).

following Harding and Pagan (2002). Two results can be highlighted. First, levels of both

correlation and concordance are relatively low throughout the period, with only Lombardy-

Venetia, Tuscany and the Papal States showing some evidence of concordance of business

cycle. Second, if anything, cyclical concordance and correlation seems to be decreasing over

time, opposite to what Frankel-Rose endogeneity would suggest.

Looking at rolling pair-wise correlation with respect to Piedmont-Sardinia in Figure 3.4.1

a very similar picture emerges, with a sharp decrease in cyclical correlation over the first

twenty years of unification, followed by generally negative correlation during the crisis years

of 1880s and 1890s and a period of relative cyclical convergence alongside the growth take

off of the early 20th century.

All in all, the above descriptive evidence provide further indication, on the top of the ex-ante

analysis performed above, that there is little evidence of Frankel-Rose endogeneity looking at

the 19th century wave of European monetary integration, and the Italian monetary unification

in particular. If anything, it is fair to assume from the evidence presented so far that over the
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first decades of unification Italian shocks became more asymmetric than they already were

pre-unification.

A Test of Krugman-Type Endogeneity: Empirical Strategy

As described in Section 3.2.1, Krugman (2001) cautioned against the endogenous effects of

integration and describes a possible channel through which monetary integration might

negatively affect regional inequality. As the latter reduces transaction costs across regions,

it might provide incentive for regional specialisation, which would increase the likelihood

as well as the negative impact of asymmetric shocks and increase the cost of forgoing an

independent monetary policy.

I empirically test for this mechanism in the context of the Italian unification by computing

an economic structure dissimilarity measured with a Krugman Index (Krugman, 1991)

kwz =
S∑
s=1

| iw − jz | (3.3)

for each possible pairs w and z of provinces across 15 industrial sectors and four census years

using data from Ciccarelli and Fenoaltea (2013). I then estimate the effect of economic and

monetary integration on dissimilarity through a differences in differences approach. I exclude

the agricultural sector from the analysis, given the extreme geographical concentration of

industrialisation in late 19th century Italy, and focus on dissimilarity within the industrial

sector. If anything, this might produce a bias against any positive findings in line with the

Krugman view of integration-induced specialisation, as I look at a much narrower scope

for specialisation. It might also imply that the estimated effect is a lower bound one. The

treatment group is composed of pairs of provinces which were not part of the same polity24

before unification: those are the pairs that should experience a new wave of specialisation

after unification. The pairs of provinces which were already part of the same polity before

1861 form a control group. The intuition behind that is that ”treated” pairs of provinces

24I now consider all the pre-unitary Italian states: Piedmont-Sardinia, Lombardy-Venice, the Duchy of Parma,
the Duchy of Modena, Tuscany, the Papal States and the Two Sicilies.
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experience additional integration with one another, as opposed to ”control” ones.

I estimate a model of the type

kwzt = α + βDIntegrationwzt +γ ′Λwzt + δij + ζt +θwzt + εwzt (3.4)

where kwzt is the log of the Krugman index for province pair wz in census year t, DIntegration

is a dummy equal to one if the pair was not part of the same polity before unification,

Λwzt is a vector of control variables and δwz, ζt and θst are respectively a province pair

fixed effect, a year fixed effect and a time-varying effect for every pre-unitary polity pair yz.

Agglomeration goes from an ancien régime pattern of concentration around the ancient capital

to one where specialisation takes place across the national market in line with endowments

and comparative advantages (A’Hearn and Venables, 2011). I include as control variables

the absolute difference between the province pair in literacy rate, population density , share

of active population, share of agricultural workers as a percentage of active population and

domestic market access25 (DMA) to capture determinants of specialisation that might occur

regardless of economic and monetary integration. Table 3.B.1 provides descriptive statistics

and source for all variables by treatment status and census year.

A test of Krugman-type Endogeneity: Results

As I cannot measure the change in the treatment intensity over the census years, I estimate

Equation 3.4 using the two extreme census years, 1871 and 1911. This also reflects the fact

that the process of national market integration in Italy is a slow one, as internal ways of

transportation were non-existent at unification and were progressively built with a militarily,

rather than commercial, rationale. (Federico, 2010) estimates that levels of national market

integration in line with those of other national markets are not to be felt before the 1880s,

twenty years after unification. The same can be said for financial integration (Toniolo et al.,

25Measured as the sum of the population of all Italian provinces weighted by their distance from the centroid
of the province of interest. The population of the province of interest is assigned an arbitrary weight of 30km.
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Figure 3.4.2: Average Krugman-Index of Economic Structure Dissimilarity Amongst
Pairs of Italian Provinces

The red line shows average Krugman Indices for ”Treated” pairs of provinces that did not belong to the same
polity pre-unification across census years. The blue line shows average Krugman Indices for ”Control” pairs of
provinces that did belong to the same polity pre-unification. The green dashed line shows a ”naive”
no-unification counterfactual for the treatment pairs.

2003).

We should in any case expect any effect of integration on specialisation to take time to

materialise, and very low transactions costs are required for the endogenous effects described

by Krugman to occur. The profile over time of average Krugman Indices for the treatment

and control groups can be observed in Figure 3.4.2: dissimilarity in economic structure was

higher across pre-unification borders from the start, but treated pairs experience an even

higher increase in dissimilarity from the 1880s, compared to the control pairs.

The estimated effect of economic integration on regional economic structure dissimilarity is,

consistent with the prevalence of Krugman-type OCA endogeneity, significant and positive

(Table 3.4.2). I find integration to increase the Krugman index of dissimilarity by around

15% more in newly unified province pairs compared to the control group, once pre-unitary

polity pair fixed-effects are included.

The point estimate is lower when I only include more comparable pairs of provinces with

bilateral distance lower than 500km or exclude the ”Industrial Triangle” (Turin, Milan and
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Genoa) from the estimating sample. They remain however stable when excluding provinces

formerly belonging to the Kingdom of the Two Sicilies. As a further robustness check, I

provide an estimate of leads and lags of the treatment effect for the four census years. As

it is shown in Figure 3.B.1, no statistically significant difference can be found between

the treatment and the control groups before market integration actually kicks in the 1880s.

Additionally, I run cross-section versions of Equation 3.4. In columns (1) and (2) of Table 3.B.2

I address a possible simultaneity bias between specialisation and population movements by

regressing the log of the Krugman indices in 1911 on 1871 levels of the controls. In columns

(3) and (4) I provide results from a first difference specification. The estimated effect of

integration on dissimilarity is broadly in line with the differences-in-differences estimate.

All in all, the above results highlight how, in line with Krugman (2001), the reduction in

transaction costs brought about by the economic and monetary unification of Italy induced

an important wave of specialisation across the pre-unitary borders. This further increased the

already high dissimilarity in the economic structure of Italy’s regions, endogenously boosting

the risk of asymmetric shocks and therefore the costs of forgoing monetary independence.

The possible implications for the economic history of the ”Southern Question” are discussed

in Section 3.5.2.
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Table 3.4.2: Integration Effect on Economic Structure Dissimilarity

(1) (2) (3) (4) (5) (6)
Sample All All All Max 500km Dist. No Two Sicilies No Industrial Triangle

D Integration 0.0263*** 0.0291*** 0.145*** 0.0642** 0.140*** 0.0746***
(0.00522) (0.00593) (0.0228) (0.0291) (0.0227) (0.0225)

Act. Pop. 0.000367 0.000917** -0.000521 0.000823 0.000695*
(0.000402) (0.000376) (0.000468) (0.000633) (0.000382)

Agr. Pop. 0.00130*** 0.00113*** 0.00130*** 0.00174*** 0.000873***
(0.000196) (0.000187) (0.000284) (0.000346) (0.000211)

Literacy -0.000596** -0.00166*** -0.00176*** -0.00226*** -0.00133***
(0.000293) (0.000343) (0.000430) (0.000486) (0.000364)

Density 0.0119 0.0359*** 0.00990 0.0616** 0.0409***
(0.0145) (0.0134) (0.0175) (0.0257) (0.0144)

DMA -3.53e-05 0.00178*** -0.000549 -0.00286*** 0.00183***
(0.000491) (0.000523) (0.000714) (0.000727) (0.000646)

1901 0.0353*** 0.0362*** 0.000475 -0.00254 0.00317 0.0699***
(0.00450) (0.00471) (0.00173) (0.00224) (0.00288) (0.00240)

Constant 0.371*** 0.354*** 0.323*** 0.379*** 0.345*** 0.295***
(0.00115) (0.0108) (0.0155) (0.0209) (0.0190) (0.0178)

Fixed Effects YES YES YES YES YES YES
Time Varying Polity Pair FE NO NO YES YES YES YES

Observations 4,692 4,692 4,692 3,838 3,381 4,491
R-squared 0.208 0.228 0.343 0.384 0.356 0.339

The table shows estimated coefficients of regressions of province-pair levels of the Krugman Index of dissimilarity on the Integration dummy, equal to one if a
pair of province was not part of the same polity pre-unification, and several controls. Standard errors in parentheses clustered at the province-pair level. ***, **
and * denote statistical significance at the 1%, 5% and 10% level respectively.
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3.5. Discussion

3.5.1. What Lessons for the OCA Framework?

Two main implications on the dynamics of monetary unions can be drawn from the paper

results on the endogeneity of the OCA criteria and the endogenous effects of monetary

integration.

First, the paper finds the OCA framework to have predictive power in terms of currency

arrangements membership. It could also be argued that my findings are consistent with

OCA criteria being ex-ante predictors of future performance of currency arrangements. The

arrangements which are found to have a higher ex-ante probability of occurrence based on

OCA criteria are also the ones experiencing better ex-post outcomes in terms of sustainability

(Gold Standard Core vs. Latin Union) and convergence (Germany vs. Italy). This is at odds

with the OCA endogeneity view of Frankel and Rose (1998), which underpinned the policy

process towards a European Monetary Union since its foundation. Based on the experience of

the mid-19th century wave of European monetary integration, there is little reason to expect

that OCA status is more likely to arise ex-post than ex-ante. This somewhat vindicates the

”five tests” British approach towards European monetary integration (Treasury, 2003).

Second, the paper finds evidence in favor of the Krugman-type endogenous effects of mon-

etary integration, with the costs of monetary union endogenously increasing ex-post. In

particular, it shows that pairs of Italian regions that became integrated following unification

became much more dissimilar to one another compared to pairs of regions that already

shared a common currency and market. This confirms Krugman (2001)’s worries regarding

the adverse effects of monetary and economic integration with respect to monetary policy and

the idea that specialisation patterns should be considered a key component of OCA criteria

(Imbs, 2004). It also cautions against the prevalent consensus that OCA endogeneity effects

dominate over the ”Krugman effects”. Evidence on OCA endogeneity is indeed largely drawn

from either large cross-sections of countries with different degrees of trade and monetary
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integration intensity or the relatively short lived experience of the EMU. This is problematic

as the ”Krugman view” effects might materialise only at very low levels of transactions cost,

in line with those of a ”national” market. This might be of concern for the EMU as integration

continues. In particular, the potential transition from national business cycles, where shocks

are transitory, to regional business cycles, where shocks are persistent or even permanent

(Blanchard et al., 1992), and GDP levels might bear a closer relationship to shocks (Cerra et

al., 2020) should receive further research attention.

3.5.2. The Italian Southern Question through the Prism of the OCA Lit-

erature

My work provides a new perspectives on two issues at the core of the economic history of the

Italian ”Southern Question”: the relative conditions of the Italian regions pre-unification

and the drivers of regional divergence post-unification.

This paper highlighted how the North and the South of Italy were part of two different OCAs

prior to the unification. An important debate has opposed Italian economic historians on

whether GDP per capita across the peninsula was relatively uniform at unification (Malanima

and Daniele, 2007) or, on the contrary, the South was already lagging behind (Felice, 2013)

in 1861. The paper’s findings might be interpreted as indirectly supporting the second

thesis. Indeed, judging by the levels of monetary independence and the symmetry of shocks,

the South seems to belong to the poorer European periphery, while the North experienced

monetary shocks more in line with core countries. Nevertheless, this could reflect potential

for growth rather than an already realised level of economic development.

More importantly, the paper makes the case that the economic and monetary integration

of Italy - in itself - might have contributed to the early Southern Question. The argument

goes behind the important points classically raised by the New Economic Geography frame-

work and recently put forward in the Italian unification context by A’Hearn and Venables

(2011), Basile and Ciccarelli (2018), Missiaia (2014) and Missiaia (2016). Of course, spatial
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agglomeration and economies of scale are a major explanatory factor for the Italian regional

divergence experience.

Nevertheless, there is a more subtle point to be made, looking at the interaction between

supply and demand shocks and output hysteresis (Blanchard and Summers, 1987). The

latter has long been underlined as a key stylised fact of regional business cycles compared to

national ones (Blanchard et al., 1992) and has received more empirical attention after the

recent crises (Cerra et al., 2020).

To the extent that regions do not possess macroeconomic adjustment tools and factors are

mobile within national markets, regional business cycles could be characterised as stochastic

processes. When idiosyncratic demand shocks adversely impact a region’s production mix,

factors of production migrate out of the affected region, preventing the adjustment mech-

anisms that would see the regions acquiring new industries to take hold. In other words,

temporary demand shocks might well turn into permanent supply potential losses. This

is broadly consistent with the ambiguous effect of factor mobility on welfare in a currency

union with nominal rigidities highlighted by Farhi and Werning (2014). Depending on the

source of the demand shock, adjustment through factor movements in a currency union

might not necessarily be overall welfare improving, increasing the dispersion of output levels

within the union.

In this context, the deflationary shock to agricultural prices occurring at the end of the 19th

century is of particular interest. By the 1880s, the Italian national market was increasingly

integrated, with high factor mobility within Italy, as well as internationally.

Against this backdrop it is interesting to contrast the experience of the Italian South to

that of Spain. While the Two Sicilies and Spain were both part of the European monetary

periphery pre-unification, their exchange rate policies diverged markedly following the

Italian unification (See Figure 3.5.1). The unified Kingdom of Italy, inheriting the high war

debts of Piedmont, pursued a ”gold shadowing” policy (Tattara, 2003) aimed at maintaining

access to foreign financial markets. As shown in Figure 3.5.1, as the terms of trade for the
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Figure 3.5.1: Exchange Rates and Mediterranean Terms of Trade vs. the United Kingdom

Foreign-exchange data sources are discussed in Chapter 4. The terms of trade are calculated as the ratio of
British Wholesale Prices (Thomas et al., 2010) and the average international price index of wheat, olive oil and
oranges (Federico and Tena-Junguito, 2016).

agricultural Mediterranean regions deteriorated markedly, Spain cushioned the external

shock letting the Peseta depreciate. On the contrary, Southern Italian commodity exporters

were hit by the ”grain invasion” crisis in the late 19th century (O’Rourke, 1997) at the same

time as the monetary authorities stabilised the paper Lira around parity26. I argue that in a

no-unification counterfactual, the Italian South would have likely adopted a floating exchange

rate regime similar to Spain. This argument is very much consistent with recent findings by

Mitchener and Pina (2020). They find a negative causal relationship between terms of trade

shocks and currency risk-premia in the classical gold standard, with negative export price

shocks increasing the likelihood of abandoning gold convertibility. Their results imply that

in a no-unification counterfactual Southern Italy would have experienced significant ”pegxit”

pressure in case it had attempted to anchor the monetary standard on gold.

In the absence of a ”pegxit” option, and with wages already likely close to subsistence level,

a nominal adjustment was not an option for the Italian South. The shock had to be absorbed

26From a political economy standpoint this might have been partially compensated by a moderate increases
in protection for agricultural products (Federico and Tena-Junguito, 1998)
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via factor movements. Migration clearly was a key channel of external adjustment in the

Gold Standard period for peripheral countries (Esteves and Khoudour-Castéras, 2009), and

the New World ”grain invasion” indeed coincides with the beginning of the mass migration

phenomenon in Italy. Interestingly, Sánchez-Alonso (2000) estimates that without the devalu-

ation of the Peseta, migration from Spain would have been up to 40% higher during the 1890s,

in line with the Italian levels of the period. Again, Spain provides a good reference point

of what migration in Southern Italy might have looked like with an independent monetary

policy in the 1880s and 1890s.

The possible link between the Italian monetary union and Italian regional inequality is

broadly consistent with the theoretical and empirical treatments of the effects of factor

mobility as an adjustment mechanism to asymmetric shocks in a currency unions by Farhi

and Werning (2014) and House et al. (2018). They find the welfare effect of migration to

be ambiguous on the ”stayers” of the currency union region affected by an asymmetric

shock. This might actually be particularly true in the case of unified Italy, as labor from the

South largely migrated outside of Italy, preventing higher demand from workers in Northern

markets compensating for workers leaving the South. In the absence of nominal adjustment

to face a large asymmetric demand shock, factors of production permanently left the Italian

South potentially leaving a permanent ”scar” on its growth potential.

To be clear, I am not arguing this to be the main cause of the Southern Question. In the

absence of quantification, it is safe to assume that different starting levels in endowments,

institutions and NEG agglomeration mechanisms explain the lion share of Italian regional

divergence.

However, the evidence presented above is consistent with part of the widening of the early

Italian North-South divide being potentially related to adjustments to an adverse asymmetric

shock within a currency union.



124 Chapter 3. Are Optimum Currency Areas Endogenous?

3.6. Conclusion

In this paper, I have empirically analyzed the patterns of European monetary integration

occurring in the third quarter of the 19th century, focusing on the Italian and German

unifications.

Overall, my findings confirm the predictive power of the OCA framework, both in terms of

currency areas membership and ex-post performance. The optimal monetary boundaries I

estimate in the 1850s and 1860s, broadly predict the members of the 1870s gold standard

core. I also show the costs of monetary integration for pre-unification Italian polities to be

far higher than for German ones, as North and Southern Italy clearly belonged to different

monetary clusters. From an OCA standpoint, this is consistent with the ex-post performance

of Italy and Germany in terms of regional divergence in the first decades of unification and

to this day.

My results also contribute to the key debate on the endogeneity of the OCA criteria. The

paper cautions against the Frankel-Rose view of OCA endogeneity, for which there is no

clear evidence looking at an important episode of European-wide monetary integration.

Arrangements that turned out more sustainable and long lasting, such as the Gold Standard

core or the German union, were ex-ante associated with better OCA fundamentals. On the

other hand, I find evidence in favor of the ”Krugman view” of endogenously increasing costs

of monetary integration, looking at the Italian post-unification experience. This implies

that more attention should be paid to the adverse effects of monetary integration on cycli-

cal synchronisation and the relationship between specialisation, monetary policy and the

persistence of output shocks.

Finally, my findings suggest it is important to distinguish between the optimality and the

sustainability of currency areas. Previous research highlighted the relationship between

political integration and currency areas sustainability as the main take away to be drawn from

historical experiences of monetary integration (Bordo and Jonung, 1999). Indeed, despite
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persisting divergence, the Italian monetary union has managed to persist for one and a half

century, through the establishment of a political union and, in recent times, a de facto transfer

union between its regions. Nevertheless, the mere fact that the Italian monetary area has

proved sustainable does not mean it did not imply economic costs for its regions, consistent

with Mundell’s original intuition. This bears reflections for the current predicament of the

European integration process.



Appendix

3.A. Results Appendix: A Test OCA of Predictive Power

Table 3.A.1: List of Countries and Year of Entry into a Monetary Arrangement

Polity Italy LMU Germany SMU GS GS Core

Austria-Hungary 1892 NO
Belgium 1865 1878 YES
Denmark 1873 1876 YES
France 1865 1878 NO
Lombardy-Venetia 1858 1865 1884 NO
Naples 1863 1865 1884 NO
Netherlands 1875 YES
Northern Germany (Hamburg) 1871 1871 YES
Norway 1873 1873 YES
Papal States 1870 1866 1884 NO
Piedmont-Sardinia (Italy) 1858 1865 1884 NO
Portugal 1855 NO
Prussia (Berlin) 1871 1871 YES
Russia 1897 NO
Sicily 1863 1865 1884 NO
Southern Germany (Frankfurt) 1871 1871 YES
Spain - NO
Sweden 1873 1873 YES
Switzerland 1865 1878 YES
Tuscany 1861 1884 NO

LMU: Latin Monetary Union; SMU: Scandinavian Monetary Union; GS: Gold Standard. Year
of joining the Gold Standard is taken from Reinhart and Rogoff (2011). A country is coded as
part of the gold standard core if it joined the Gold Standard by 1880 and did not leave it
before 1914.
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Table 3.A.2: OCA Predicitve Power Regressions Summary Statistics

Obs. Mean StD Min Max

Currency Union 2,079 0.45 0.50 0 1

Gold Core 2,079 0.30 0.46 0 1

Shock Symmetry 1,613 - 0.10 1.17 -37.72 0

Distance 2,079 7.27 0.99 4.83486 9.69533

Population i 1,370 17,340.89 24,655.22 1357 257422.5

Population j 1,386 6,541.42 8,284.83 1357 43231.25

FTA 2,079 0.10 0.30 0 1

Common Border 2,079 0.16 0.36 0 1

Common Language 2,079 0.07 0.26 0 1

Openess j 922 7.86 1.27 3.334157 10.25894

Openess k 906 7.27 1.13 5.106838 10.25894

Table 3.A.3: Average Predicted Probability by Arrangement

Predicted Probability

1846-1858 1859-1870 1871-1878

Mean StD Mean StD Mean StD

Gold Core 0.500 0.257 0.643 0.274 0.839 0.206
Gold non-Core 0.018 0.088 0.029 0.116 0.043 0.145
Latin Union Core 0.625 0.275 0.445 0.349 0.813 0.180
Latin Union non-Core 0.028 0.093 0.003 0.011 0.025 0.039
Scandinavian Union 0.110 0.123 0.133 0.154 0.364 0.184
Italy (North-North) 0.235 0.137 . . . .
Italy (South-South) 0.155 0.162 0.185 0.260 . .
Italy (North-South) 0.030 0.056 0.000 0.000 0.000 .
Germany 0.927 0.073 0.966 0.026 0.991 0.006
No Currency Union 0.007 0.052 0.005 0.039 0.012 0.079

Summary statistics of fitted values predicted by the model in Column 1 of Table 3.3.2.
Italian pairs are separated depending on their geography. Latin Union Core is defined as
pairs between France and its three long standing monetary satellite, Belgium,
Piedmont-Sardinia and Switzerland.
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3.B. Results Appendix: Frankel-Rose vs. Krugman OCA En-

dogeneity

Table 3.B.1: Krugman Index Regressions Summary Statistics by Census Year

1871

Same Polity Pairs <1871 Different Polity Pairs <1871
Obs. Mean StD Obs. Mean StD

Krugman Index 400 0.40023 0.190737 1,946 0.4738838 0.19914
Distance 400 174,637 119,975.9 1,946 481,898.1 256,061
Active Population 400 7.7575 5.851007 1,946 8.666495 6.57379
Agricultural Population 400 12.76 11.23735 1,946 13.87873 11.4774
Literacy 400 10.7525 10.65764 1,946 19.28109 13.9303
Population density 400 0.58158 0.584072 1,946 0.5784631 0.53813
Domestic Market Access 400 1.69901 1.436349 1,946 2.537302 1.71266

1911

Same Polity Pairs <1871 Different Polity Pairs <1871
Obs. Mean StD Obs. Mean StD

Krugman Index 400 0.45257 0.166341 1,946 0.562132 0.1914
Distance 400 174,637 119,975.9 1,946 481,898.1 256,061
Active Population 400 5.335 4.322556 1,946 6.538541 4.88172
Agricultural Population 400 13.355 12.54242 1,946 14.63309 12.2562
Literacy 400 11.695 10.04686 1,946 25.88592 16.5238
Population density 400 0.61287 0.620193 1,946 0.6085012 0.55786
Domestic Market Access 400 6.06574 5.700015 1,946 9.930656 6.83693

The panel summarises data by treatment status and census year. Data are taken from Ciccarelli and Fenoaltea
(2013) and Missiaia (2014). See text for the computation of the Krugman-Index. All variables except distance
are expressed as the province-pair absolute difference.
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Table 3.B.2: Further Krugman Index Regressions

Log of Krugman Index First Diff. of the Krugman Index

(1) (2) (3) (4)

D Integration 0.0698*** 0.0755*** 0.0373*** 0.119***
(0.00801) (0.0283) (0.00813) (0.0167)

Distance -1.03e-07*** 1.41e-07***
(1.89e-08) (4.07e-08)

Capital both -0.0622*** -0.0889***
(0.0126) (0.0197)

Island one 0.0880*** 0.111***
(0.00969) (0.0159)

Act. Pop.71 -0.00184*** -0.00157**
(0.000484) (0.000735)

Agr. Pop.71 0.000112 -0.00110***
(0.000272) (0.000395)

Literacy71 0.00293*** 0.00308***
(0.000249) (0.000465)

Density71 0.0385*** 0.0479***
(0.00567) (0.00830)

DMA71 0.00389* -0.00140
(0.00215) (0.00356)

d Active. Pop. 0.00166*** 0.00189***
(0.000642) (0.000590)

d Agr. Pop. 0.00174*** 0.00155***
(0.000320) (0.000307)

d Literacy 0.000453 4.62e-05
(0.000300) (0.000298)

d Density -0.103*** -0.0642***
(0.0260) (0.0244)

d DMA -0.000390 0.00501***
(0.00162) (0.00177)

Constant 0.326*** 0.438*** 0.0582*** 0.0581***
(0.00841) (0.0198) (0.00663) (0.0123)

Polity-Pair Fixed Effect NO YES NO YES

Observations 2,346 2,346 2,346 2,346
R-squared 0.164 0.259 0.031 0.162

The table shows estimated coefficients of regressions of province-pair levels of the Krugman
Index of dissimilarity on the Integration dummy, equal to one if a pair of provinces was not
part of the same polity pre-unification. Columns 1 and 2 replace fixed effects with time
invariant pair controls. Columns 3 and 4 estimate the model in first differences. Standard
errors in parentheses clustered at the province-pair level. ***, ** and * denote statistical
significance at the 1%, 5% and 10% level respectively.
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Figure 3.B.1: Estimated Leads and Lags of the Treatment Effect

Leads and lags of the coefficient estimated in column 4 of Table 3.4.2 for the Integration
dummy across all census years.





Chapter 4

The Rise and Fall of Global Currencies

over Two Centuries

4.1. Introduction

This paper measures the rise and fall of global currencies and the competitive structure of

the international monetary system since 1825. A key motivation of this work is to assess

to what degree the current dollar hegemony is a historical anomaly from a two centuries

perspective. Furthermore, I am able to observe and quantify several new historical episodes

of global currency competition. This directly speaks to the literature on the costs and benefits

of a multi-polar international monetary system and the outlook for dollar hegemony, in light

of the ongoing policy debate (Carney, 2019) and a nascent theoretical literature (Farhi and

Maggiori, 2018). The background literature which ultimately motivates this paper - on dollar

hegemony, the fundamental asymmetry of the IMS and the debate on whether a multipolar

IMS is both possible and desirable has been examined in some detail in the introduction of

the thesis (Section 1.3).

I offer two main empirical contributions. First, I provide a (peace-time) continuous measure,

over two centuries, of the relative influence of global currencies, comparable over time, for
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a sample of polities representing at least 80% of world GDP and 90% of global trade. This

allows for a systematic analysis of historical episodes of competition among international

currencies. Second, I provide a continuous measure of the overall level of multi-polarity of

the international monetary system over time.

To do so I rely on a large historical dataset of foreign-exchange returns, mostly at weekly

frequency, based on an extensive effort of digitization of original printed sources. My work

therefore follows an established practice of classifying countries in currency blocs based on

exchange-rate behavior. A prominent contribution in this vein, covering the period 1946 to

2016 at a monthly frequency, is the work of Ilzetzki et al. (2019), updating earlier work by

Reinhart and Rogoff (2004). In this paper I depart from their methodology, which is chiefly

concerned with accurately describing exchange-rate regimes at the individual country-level,

rather than measuring international monetary system discontinuities and global currency

competition. They assign each currency, if consistent with its exchange-rate behavior, to a

single monetary bloc. They therefore adopt, by construction, a ”winner takes-all” approach

to global currency blocs. However, monetary dominance might well be a fuzzy concept, with

a single country potentially experiencing the influence of several global currencies at the

same time1. In this paper I follow a more flexible approach2, relying on foreign-exchange

co-movements and the Frankel and Wei (1994) factor model, to estimate the relative weight

of global currencies over two centuries of data, allowing for the same polity to experience

dominance from more than one global currency.

I find the current dollar hegemony to be, from a two centuries perspective, an anomaly. No

currency has ever maintained such a prolonged and large lead over global currency rivals

in my sample. I find the international monetary system to have historically been largely

multipolar. The previous global currency hegemon, the pound sterling, experienced frequent

challenges to its primacy by close competitors, including the French franc in the 1860s, the

1I hope, in future work, to be able to extend their ”exchange arrangements” dataset further back in the past,
relying on and complementing the data collected for this paper. This would require however an even more
extensive data collection effort than the one I present below.

2Recent work with a similar approach include Fratzscher and Mehl (2014), Tovar and Nor (2018) and Ito
and McCauley (2019).
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mark after the German unification in the 1870s, and again the franc in the 1930s. The pound

was overtook by the dollar a first time in the early 1920s and a second, final, time at the eve

of WWII. I also document a positive correlation between the degree of competition in the

international monetary system and the prevalence of financial crises over two centuries. The

latter is however dependent on specific sub-periods.

The paper is organised as follows. Section 4.2 briefly presents my original dataset of foreign-

exchange returns since the 19th century, which is further detailed in Appendix 4.B. Section 4.3

presents the procedure to compute the relative weight of global currencies, based on foreign-

exchange co-movements factor models. Section 4.3 describes the rise and fall of global

currencies from a chronological perspective, as well my aggregate measurement of IMS

competition over two centuries. Further results, including sensitivity analyses and a synthetic

map chronology, are contained in Appendices 4.A.1 and 4.A.2.

4.2. Data

The present paper is the first result of an extensive effort of data collection of exchange-rate

prices since the 19th century. Data on foreign-exchange quotes from original printed sources

were digitized at weekly frequency from 1846 to 1939 for the entirety of the London currency

market. I therefore provide, to my knowledge, the most comprehensive original dataset

of historical exchange-rates prices at weekly frequency3. Among previous efforts, weekly

frequency data for exchange-rates were collected by Boyer-Xambeu et al. (1994) for the three

pairs of currencies in three financial centers between 1812 and 1870. Neal et al. (2003)

collected weekly exchange-rate for a panel of ten currencies between 1880 and 1914. Looking

at the post-WWI period, Accominotti et al. (2019) collected a dataset of nineteen currency

returns at daily frequency over a century.

My original data collection yields a weekly panel of up to twenty-one currencies between

3See Section 4.B for a comparison with the aggregate dataset of commercial data provider GFD, which I also
rely on in this paper.
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Figure 4.2.1: Global Coverage of the Sample

The figure shows the share of global GDP and trade covered by the polities included in each sub-period. GDP
refers to years 1914, 1929 and 2010. Global trade refers to the sub-period averages.

1846 and 1914 and forty-five currencies between 1918 and 1939. In this paper, I merge

this dataset with other original and commercial sources (See Section 4.B) to obtain a total

coverage of a minimum of twenty-eight currencies since 18204. Monthly frequency data

are used for all currencies between 1825 and 1846 and, when weekly frequency data are

unavailable, between 1846 and 1914 for a minority of currencies. The way I handle the

transition between monthly and weekly data is detailed in Section 4.B. In terms of geographic

coverage, I try as much as possible to include, throughout the 1825-2020 sample period,

currencies that are traded at any point during 1846-1939 in the London market, as well as

countries that represent more than 1% in global trade on average during each sub-period.

Whenever possible, I rely on originally collected data or BIS data after 1945. Global Financial

Data is used when the former two are not an option. Periods of, among others, capital

controls, political instability or communist rule mean that some countries experience missing

reporting for a number of years.

4Over each sub-period and with the exclusion of world wars years.
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Figure 4.2.1 shows the global coverage of my sample, which remains broadly stable over two

centuries at about 80% of global GDP and 90% of global trade.

The increase in the number of currencies in the sample over time reflects an upward trend in

both political fragmentation and globalisation over the last two centuries. Both factors are

relevant in quantifying the changing structure of the IMS. Therefore, I favor including in the

analysis exchange-rate data as they start to be reported in the sources I digitise5 rather than

taking a continuous sample approach. Data sources and coverage are detailed in Section 4.B.

4.3. Foreign-Exchange Co-Movements and Global Currency

Competition

4.3.1. Overview

My quantification of the relative dominance of global currencies over two centuries is based

on foreign-exchange co-movements.

The channels relating foreign-exchange co-movements to global currency anchors are both

heterogeneous in contemporary data (McCauley and Shu, 2019), and likely to evolve over the

time-span covered by the paper. In the early years of the dataset, currencies are either on a

commodity standard, and therefore - similar to target zones - move within transaction costs

bands related to the shipping costs of precious metals, or are in-convertible floats. In both

cases, co-movements with key currencies are likely to reflect spillovers of nominal shocks

or trading relations, a stylised fact that persists in contemporary data (Fratzscher and Mehl,

2014). Starting from the mid to late 19th century, monetary authorities are more likely to have

played a direct role, with co-movements also reflecting monetary policy reaction functions.

To estimate the relative weight of global currencies I rely on the method first introduced by

Haldane and Hall (1991) and Frankel and Wei (1994), respectively looking at the empirics of

5Or become available in GFD for non-European currencies in the 19th century.
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”Dollar-Deutschemark polarisation”6 and the rise of the Yen as an international currency. It

consists in estimating, for each currency of interest, a factor model of the type

∆
et

Numérairet
= α +

∑
h

βh ∆
GlobalCurrencyh,t

Numérairet
+ εt (4.1)

where the log of the exchange-rate returns e of every currency of interest, expressed in a

numéraire unit at time t, is regressed on the log exchange-rate returns of one or more global

anchor currencies at time t, again expressed in terms of a common numéraire unit. α is a

constant capturing a possible drift in returns and ε a residual of idiosyncratic movements.

The model is akin to an ”horse race” among ”candidate” global currencies, yielding intuitive

βh weights representing the relative influence of each global currency h.

Numéraire

The choice of a particular numéraire unit can influence the point estimates of Frankel-Wei

factor models. Numéraires typically favored by the literature are freely floating currencies,

usually from small countries with an open capital account, such as the New Zealand dollar

or the Swiss franc. A common alternative is represented by international units of account

such as the SDR or Gold7 (Frankel and Xie, 2010).

No single currency consistently fulfills the above criteria for the entirety of the sample. As

such, I turn to precious metals and use the London price of a Silver Ounce as my preferred

numéraire8. The choice of a commodity price as numéraire has two main advantages. It is

consistently available over two centuries and allows to avoid the exclusion of any available

country from the analysis.

6See Giavazzi and Giovannini (1985).
7Ito and McCauley (2019) also estimate Frankel-Wei factor models relying on one of the anchors as numéraire.

This approach presents a number of issue in a long-run sample with higher competition and transitions among
global currencies.

8The price of Gold is unsuitable for such purposes in a historical setting as its key monetary role in large
financial centers allows for very little variability of its price in terms of global currencies before 1971.
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As a robustness check, I also select for each main sub-period a small open economy currency

that, over each sub-period, has close to no missing values, is not strictly pegged at any point

to a global currency and does not experience a currency black-market. This leaves me with

the Dutch Guilder as the alternative numéraire for the pre-WWI estimating sample, the Hong

Kong dollar for the inter-war period and the Swiss franc for the post-WWII era.

Global Currency Candidates

The choice of global currencies to be included as factors for each sub-period is a prior

reflecting the historical literature.

For the 1820-1914 period I include as global currency factors the British sterling, the French

franc and the German mark, as identified by Lindert (1967). Those currencies made up

more than 90% of official reserves holdings between 1899 and 1913, with about half of

those being denominated in British sterling (Lindert, 1969). While the United Kingdom

and France had been the main global monetary and financial powers since the beginning

of the century, the role of Germany as a capital exporter and safe asset issuer only goes

back to the country’s unification in 1871. Before then I however include the Hamburg mark

banco as the German factor since 1820. First, the Hamburg mark banco had long played a

role as an international currency issued in the main silver-based financial center of Europe.

Second, estimating a German factor for the whole sub-period makes it easier to evaluate

the shift in the IMS brought about by the German unification. There would be no historical

justification to include the US dollar in the pre-1914 global currency horse-race. The United

States were a catching up capital importer for most of the period, with dollar reserves only

being held in neighboring Canada, and a lower share of global reserves than Dutch guilders

and Scandinavian currencies (Lindert, 1969). This choice of candidate global currencies for

the period is also largely confirmed by the IMS centrality indices computed by Flandreau

and Jobst (2005) for the classical Gold Standard period. I therefore estimate a preferred

specification, using the London price of a Silver Ounce (XAG) as numéraire, that writes:
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∆ei/XAGt = α + βGBPit ∆eGBP /XAGt + βFFRit ∆eFFR/XAGt + βDEMit ∆eDEM/XAGt + εt (4.2)

In the inter-war period (1918-1939) the British sterling, the US dollar and the French franc

are considered as candidate global currency factors. This follows findings by Eichengreen

and Flandreau (2009). They describe the interwar IMS as a shift from the sterling-franc-mark

oligopoly of the pre-WWI period to a sterling-dollar duopoly. They also highlight the case of

France as an ”aspiring” distant third. The German mark is excluded from the global currency

factors in the inter-war sub-period. After WWI, Germany experienced deep political and

economic instability, hyperinflation and the ”transfer problem” related to war indemnities

(Ritschl, 2012) as well as strict capital controls after the 1931 banking crisis. For the inter-war

sample, I therefore estimate the following equation:

∆ei/XAGt = α + βUSDit ∆eUSD/XAGt + βGBPit ∆eGBP /XAGt + βFFRit ∆eFFR/XAGt + εt (4.3)

In the last sub-period between 1948 and 2020, I consider as global currency factors the

US dollar, the German mark - replaced by the euro from 1999 onward, the British pound

sterling and the Japanese Yen. Whether to exclude the pound sterling as a factor from the

1970s onward - when the Sterling Area eventually collapsed (Avaro, 2020), is a matter of

debate. I prefer to include a British factor till the end of the sample instead of artificially

setting it to zero9. The inclusion of the French franc as a global currency factor has little

merit after WWII, in light of the successive adjustments of the franc’s parity before 1973

and the ”German Dominance” on the European Monetary System afterward (Giavazzi and

Giovannini, 1988) and it is therefore excluded. The rise of the Japanese Yen has, on the

other hand, been a recurrent topic in international monetary debates over the last decades. I

9If the British factor is excluded from 1976 onward, its weight tends to be equally redistributed among the
dollar and mark/euro factor.



4.3. Foreign-Exchange Co-Movements and Global Currency Competition 139

include a Yen factor from 1968 onward, as before then the Yen co-moves almost perfectly with

the US dollar. Finally, I choose to exclude the Chinese Renminbi from the global currency

factors. The topic of whether a renminbi bloc has started to emerge in the last few years

has prompted several empirical contributions with contrasting results, including Fratzscher

and Mehl (2014), Kawai and Pontines (2016), Tovar and Nor (2018) and McCauley and Shu

(2019). They notably highlighted the econometric issues of including the renminbi - given its

high levels of collinearity with the US dollar - in a Frankel-Wei factor model. While I believe

the present work and, particularly, its future extensions, will help shed lights on the future

outlook for the renminbi as an international currency, I consider the estimation of recent

co-movements with respect to the Chinese currency to be outside of the scope of the paper.

The preferred Frankel-Wei factor model for the last sub-period is therefore:

∆ei/XAGt = α + βUSDit ∆eUSD/XAGt + βGBPit ∆eGBP /XAGt + βDEMit ∆eDEM/XAGt +

+ βJP Yit ∆eJP Y /XAGt + εt

(4.4)

4.3.2. Yearly Global Currency Weights

The key empirical contribution of this paper is to divide the world economy into global

currency zones for every year since 1825. To do so, I take a bottom-up approach similar to Ito

and McCauley (2019), estimating weights for each polity in my sample and aggregating up.

The procedure that leads from weekly-exchange rate co-movements to yearly global currency

weights at the world economy level can be summarised by the following three steps:

1. Equations 4.2, 4.3 and 4.4 are estimated at the highest frequency available for each

individual polity, over rolling windows of six years10, trimming foreign-exchange

movements and excluding any weekly absolute change greater than 10%. For every

polity i and every candidate global currency h, I obtain a coefficient β̂hit that varies at

10With a minimum of 52 observations. The window is set at seven years and a minimum of 36 observations
for monthly series.
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the weekly11 frequency. To be clear, my approach implies that a polity can experience

monetary dominance from several global currencies at the same time.

2. I then calculate yearly anchor currency weights for each global currency at the polity

level. I first set all the negative estimated coefficients to zero, partially following the

adjustments carried by Ito and McCauley (2019). Then, for every polity and every year,

I compute an inverse-variance weighted-average of each weekly (monthly) β̂hit, using

robust standard errors estimated in the first step, ensuring my synthetic measures

gives more weight to more precise higher frequency estimates12. Yearly global currency

weights at the polity level are normalised so that
∑H
h=1 β̂iht sums up to 1. Also, the polity

issuing a global currency is assigned a weight of 1 for that currency and zero for all

other global currencies.

3. Yearly currency weights at the polity level for each global currency are then aggregated

up at the world level13. For each global currency, I compute the world-level yearly

weight as the average of the available polity-level weights for the year, weighted by the

share of each polity in either the sample’s total GDP or international trade. For this

measure to capture as much as possible relevant changes in the relative importance of

global currencies, I make two choices. First, GDP or trade-weights are held fixed for

each sub-period14 so that my quantification is not overly influenced by GDP and trade

movements. Second, the global average include any polity as soon as data availability

allows for its annual scores to be estimated, rather than trying to achieve a continuous

sample. This is because the fact that foreign-exchange data become available in itself is

likely to be endogenous to a change in the way a certain polity participates in the IMS,

and therefore reflects a shift in the structure that is of interest to the analysis.

11Monthly for some estimates of Equation 4.2.
12In the period 1820-1914, for the first five years after weekly data become available I further average the

values of the inverse-variance weighted-average of the monthly and weekly weights to compute the yearly
average.

13Defined as the total available sample, which fairly consistently accounts for more than 80% of GDP and
90% of international trade.

14See Section 4.B for details.
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Figure 4.4.1: The Rise and Fall of Global Currencies over Two Centuries
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The chart depicts, for every global currency, the GDP-weighted average of the currency’s
weight for all polities in the sample, estimated using Silver as numéraire.

4.4. The Rise and Fall of Global Currencies Over Two Cen-

turies

I now turn to the results of the bottom-up classification of the IMS into global currency

areas. The discussion is chronological and attempts to compare my findings to the existing

literature on the rise and fall of global currencies. I also provide some tentative, descriptive,

evidence the IMS structure and its implications for financial stability (Farhi and Maggiori,

2018). A large amount of material is left to the Appendix, including pooled regressions,

results of the bottom-up classifications under different specifications for each global currency

(Section 4.A.1), and maps depicting polity-level results over the course of the two centuries

sample (Section 4.A.2).

Figure 4.4.1 summarises the paper’s contribution in one chart, showing the relative weights
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Figure 4.4.2: Regional Monetary Systems and Global Currency Competition over Two
Centuries
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The chart depicts, for every global currency, the GDP-weighted average of the currency’s
weight for all polities in a particular region, estimated using Silver as numéraire.

computed for each global currency over two centuries. Looking at the broader picture three

findings emerge. First, the post-WWII era of dollar dominance indeed appears as an historical

anomaly. Except for a very brief interval of very high sterling influence in the 1840s, never in

the last two centuries a global currency has registered levels of dominance comparable to

the US during the Bretton Woods period, or, to a lesser extent, in recent decades. A partial

qualification to this anomaly is however apparent when looking at regional aggregations

of global currency weights in Figure 4.4.2. On the one hand, the continental European

monetary system has been characterised by significantly higher than average multipolarity,

at least until the creation of the euro15. On the other hand, other regional monetary systems

were often fairly unipolar. These include Scandinavian, Asian and the American sterling

hegemony throughout the 19th century but also a prolonged period of franc and then mark

hegemony in Eastern Europe respectively before and after 1870.

15And the notable exception of the brief interval of French dominance in the 1930s.
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Second, the current IMS era seems to be characterised by a higher level of stability and inertia

in the global currency dominance weights, compared with the - at times - dramatic shifts

observable both in the interwar and pre-WWI period. This can be observed in all regional

monetary systems but is particularly apparent in the extra-European regions.

Third, the patterns I quantify are broadly consistent with existing narratives and partial

quantification of IMS history (Eichengreen et al., 2017). The sterling was the former hegemon

of the IMS, but coexisted with other global currencies which represented a large share of IMS

dominance throughout the 19th century. Its decline started in the interwar period and was

completed before the end of Bretton Woods. The rise of the dollar was well under way since

the early 1920s, experienced a temporary retreat after 1929, but took hold by the late 1930s.

However, I also uncover new patterns and discontinuities overlooked in the existing literature.

One example is the episode of strong French dominance I observe after the sterling devalua-

tion of 1931, which is inconsistent with the characterisation of the interwar French attempt to

gain monetary influence as a failed one Eichengreen and Flandreau (2009). Another example

is the slight decline of dollar dominance observable over the last fifty years. This is at odds

with the fairly marked increase in the share of the dollar zone documented by Ilzetzki et al.

(2019) or the statement by Gourinchas (2021) that ”since 1971 the centrality and dominance of

the dollar has increased in all dimensions”.

I now turn to a chronological summary of the results.

4.4.1. 1825-1914

The architecture of the IMS in the first part of the 19th century is, at least quantitatively

speaking, to a fair extent uncharted territory. My quantification of global currency competi-

tion in the 19th century is summarised in Figure 4.4.3. It begins with a duopoly of the sterling

and the franc for the first 10 years of the sample. As shown in the maps in Figure 4.A.6,

at the start of the sample the franc dominates in continental Europe, while the pound is

the dominant currency outside of Europe. A sharp correction of monetary dominance in
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favor of the sterling is observable from 1836. This is likely to correspond to an acut episode

of financial instability in Paris. Although, (Reinhart and Rogoff, 2009) only date the crisis

linked to the failure of the Bank of Belgium starting in 1838-1839, the analysis of turning

points in the bankruptcy rate by Bignon (2011) dates a French crisis episode in 1836-1839,

consistent with timing of the decline in franc dominance I observe.

A notable exception to the lack of quantification of the IMS structure before the late 19th

century is, between 1844 and 1870, Ugolini (2010). His analysis of money and bullion

markets integration points to increased multipolarity in the IMS before 1870, particularly

driven by the rise of Paris. This is supported by my estimates, with some qualifications. I

observe a clear increase in the dominance of the franc that coincides with the regime change

of 1852. The French Second Empire was characterised from the start by financial deepening,

driven by new investment in the railways. This led to a tripling of foreign stocks quoted

in Paris (Dupont-Ferrier, 1925) and to France competing on equal footing with Britain as a

capital exporter (Lévy-Leboyer, 1977). The franc’s weight briefly matches the sterling one

in 1855, then retreats somewhat coinciding with the global crisis of 185716, only to return

back to close to 0.4 by 1865. This is the year the Latin Union, formalizing a pan-European

franc zone, is established. 1865-1869 is a period of intense French monetary diplomacy to

encourage the establishment of a global monetary standard around the franc (Einaudi, 2000).

It is often argued (Ugolini, 2010) that if the French emperor had not declared war against

Prussia, leading to a military disaster, this effort might have eventually succeeded. While

it does not necessarily disprove this argument, I however observe a declining trend for the

franc weight that starts before 1870.

Conversely, the rise of the German mark weight17 is apparent as soon as 1866, at the expense

of both the sterling and the pound. Both capital flights from London following the Overend

Gurney bankruptcy and further German integration following the Austro-Prussian war of

1866 could explain this inital rise of the mark.

16When the Bank of England was ”the only source of discount” (Reinhart and Rogoff, 2009).
17Which until 1873 is represented by the Hamburg mark.
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Figure 4.4.3: Global Currencies Competition in the Long 19th Century
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The chart depicts, for every global currency, the GDP-weighted average of the currency’s
weight for all polities in the sample, estimated using Silver as numéraire.
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1870 is found, unsurprisingly, to be a watershed year in the history of the IMS. The mark

significantly overtakes the sterling in conjunction with the formation of the Empire and the

transition to gold. Part of this movement might be related to the significant transfer of French

foreign holdings as part of the war indemnity and the following purchase of gold bullion by

the German monetary authorities (Wiegand, 2019). The gains of the mark vs. sterling are

interrupted in conjunction with the 1873 central European financial crash but resume again

to peak in 1881, when again the mark briefly overtakes sterling18.

The picture emerging from my results between 1880 and 1914 is one of an oligopolistic IMS

with fairly stable ”market shares”. The system is dominated by the sterling, particularly

outside Europe. However, both the franc and the mark play an important role. This is

fairly consistent with the existing quantification by Lindert (1969), based on foreign reserves.

However, I find the mark to have a slightly higher weight than the franc. This is sometimes

true even for countries part of the Latin Union (Italy in the 1880s and part of the 1990s for

example), or that received substantial French capital before WWI such as Russia19. The gain

in prominence, by the turn of the century, for franc and mark reserves vs. sterling found in

Lindert (1969) is also consistent with my results.

4.4.2. 1920-1939

As I have summarised in Section 1.3, the interwar period has been crucial in shaping policy

views and theories of the international monetary system. A prominent example is the

model developed by Farhi and Maggiori (2018) outlining the risk of instability of increased

competition in global safe assets supply. The latter view is consistent with and motivated by

negative assessment of competition among global currencies in the interwar years by Nurkse

(1944). The interwar period has also been at the core of recent efforts to quantify the dynamics

of the IMS in historical perspective. A longstanding view, going back to Triffin (1960) and

Chinn and Frankel (2005) described the transition from sterling to dollar hegemony as a

18The 1880s are a period of strong international expansions of German banks (Wiegand, 2019).
19In the case of Russia, the weight is large and positive for the franc as well but, as shown in Figure 4.A.8 still

higher for the mark in both 1895 and 1913.
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Figure 4.4.4: Global Currencies Competition in the Interwar Period
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The chart depicts, for every global currency, the GDP-weighted average of the currency’s
weight for all polities in the sample, estimated using Silver as numéraire.

slow moving winner-take all process, lagging several decades the economic prevalence of

the incoming hegemonic power. Work by Eichengreen and Flandreau (2009), Eichengreen

and Flandreau (2012) and Chiţu et al. (2014) has convincingly shown how, on the contrary, a

protracted period of competition between the British pound and the US dollar occurred as

soon as the interwar period, with the US dollar occupying a prominent role since the end of

WWI.

My quantification of the rise and fall of global currencies during the interwar period is

summarised in Figure 4.4.4. My characterisation of the dollar-pound competition is broadly

consistent with the quantitative evidence brought forward by Eichengreen and co-authors

on the timing of the dollar gaining prominence. Dollar dominance is fairly strong since the
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beginning of my interwar sample, particularly outside Europe. The dollar makes substantial

gains in the first half of the 1920s, particularly in Italy, Germany, Eastern Europe, Scandinavia

and Latin America (Figure 4.A.9): it overtakes the sterling immediately thereafter, in 1927.

I also observe a pattern similar to the one described in Eichengreen et al. (2017), with the

dollar retreating towards the middle of the sample and making a come back at the eve of

WWII. However, some differences need to be highlighted.

First, I find the retreat of the dollar starts earlier than 1929, with a peak of dollar dominance

reached in 1927. Several factors could explain this retreat. An abrupt change in US mone-

tary policy stance is underway by the end of 1927. According to Eichengreen (1995b), by

increasing the opportunity cost of investment abroad, tighter monetary policy ”choked off US

foreign lending” in the middle of 1928, with portfolio lending declining by more than 30%

year-on-year and likely turning to a deficit in the summer of that year. Another, related, po-

tential factor is the stabilisation of the French franc at an under-valued gold parity, spurring

substantial outflows of gold from the US in 1927-1928, a development studied by Irwin

(2010). Johnson (1997) notes that the redistribution of gold reserves was consistent with

policy objectives both in France and the United States, as the New York Fed saw excessive

accumulation of gold by the US as undermining monetary policy discretion, while the French

were determined to promote Paris as an international financial center. According to my

estimates, the sterling regains the lost ground on the dollar by 1929, with the dollar weight

remaining higher than the sterling one in Germany, Austria, Finland and Portugal only

(Figure 4.A.9). The come-back of the sterling is however short-lived as Britain suspends

convertibility in 1931. It is interesting to note that the decline of sterling dominance pre-

cedes the devaluation, with decreases in the estimated sterling weight particularly strong in

Germany, Italy, Turkey and Argentina in 1930.

Second, I find the claim, by Eichengreen and Flandreau (2009) and Eichengreen et al. (2017),

that ”efforts to restore the franc as international currency of the first rank made little progress” to be

overly harsh. Co-movement with the franc started to markedly rise across the globe as soon as

doubts about the stability of the sterling arose in 1930. By 1931, and between then and 1936,
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I find the IMS to be overwhelmingly franc-hegemonic, with a peak in 1933 spanning Europe,

Asia (excluding the Sterling Area and Japan) and even Latin America20. The difference in

assessing the rise of the franc after 1931 between this work and previous quantification by

Eichengreen and co-authors - looking at reserves data - can however be partially reconciled,

based on several observations. First, foreign-balance holdings decreased across the board

after 1929, giving little opportunity for franc reserves accumulation. Second, looking at the

change in reserves holdings in the data compiled by Eichengreen and Flandreau (2009), the

franc is shown to gain grounds21 after 1931 in the Gold Bloc, central Europe and in Spain. For

the former two, the share of the franc in reserves holding is also high. Third, it is conceivable

that, in a context of high uncertainty following the collapse of two global currencies, the rise

of the franc as a unit of account was not immediately matched by gains in the franc role as a

store of value. This is an interesting finding in itself that warrants further investigation on

the interaction across the different dimensions of global currency status. My results are in

line with the attention paid by contemporary observers to the French authorities’ efforts to

promote the international role of the franc (Myers, 1936).

As the franc in turn devalued in 1936, following the electoral victory of the left-wing ”Front

Populaire”, this led to a final shake-up of the interwar IMS. I observe a re-composition of

the IMS around roughly equally sized pound and dollar blocs at the eve of WWII, with the

British currency retaining strong grounds only in Scandinavia, the Commonwealth, Japan

and Latin America.

4.4.3. 1950-2020

The rise and fall of global currencies after 1950 is depicted in Figure 4.4.5.

The years following WWII witnessed to the last vestiges of sterling dominance. A large

20I test the robustness of this novel result by including, in the pooled regression in Table 4.A.4, a Gold factor
in the Frankel-Wei factor model. Although it reduces the franc weight, the franc coefficient remains high and
significant, showing that my results do not reflect the fact that some countries remained on gold, but picks up
specific co-movements with the franc.

21Albeit from a lower base.
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amount of sterling balances existed in the 1950s, owing to the role played by Sterling Area

countries during the war. Eichengreen et al. (2017) document how reserves steadily re-

balanced towards the dollar, with the experience of Sterling Area between 1950 and the

1970s being described as the one of a ”zombie” international currency by Avaro (2020). My

estimate of the sterling weight identifies two legs in the decline of the sterling. A first one

occurs after 1956, as the Suez crisis ignites speculations on the British currency. The second

and final leg of the decline of the pound sterling is observed following the 1967 devaluation,

with an acceleration in conjunction with the Nixon shock.

My quantification of the weight of the yen in the IMS since the currency started to move

away from a strict dollar parity at the end of the 1960s is largely consistent with the view

that the yen never managed to take a prominent role as an international anchor (Eichengreen

et al., 2017). I observe a global peak in the weight of the yen at the end of the 1970s, with no

major evolution throughout the post-WWII period. This reflects an initial spike of the yen

weight in Asia in the early 1970s, gradually receding over the course of the decade.

The key story of international currency competition in the post-WWII period is the one

between the dollar hegemon on one side and the German mark, and then the euro, on the

other side. The estimated weight for the two currencies remains stable for the whole Bretton

Woods period, with the dollar stably approaching a 80% share of IMS dominance and the

mark remaining broadly below a 10% threshold. The situation starts to change in 1970. Over

the 1970s, Eichengreen et al. (2017) notes how several measures are enacted by German

authorities to potentially encourage the international use of the mark, including a (limited)

liberalisation of the capital account, the 1969 revaluation, the final decision to float the

currency in 1973 and the creation of the EMS in 1979. Over the 1970s the mark roughly

doubled its IMS weight. A further increase of about 5 percentage points can be observed after

the successive re-evaluations of the mark in the first half of the 1980s, but this is soon reversed

in the second half of the decade, coinciding with the Plaza and Louvre monetary accords

in 1985 and 1987. Interestingly, the ”talking down” of the dollar by Treasury Secretary

Baker ahead of the Plaza meeting corresponds to, and does not precedes, the trough of dollar
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Figure 4.4.5: Global Currencies Competition since 1950
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dominance over the period, with the global weight of the dollar stabilizing since above or

close to 60%. The establishment of the euro marked a slight gain in dominance for the

European currency, compared to the German mark. However, this was reversed with the

European debt crisis of 2010-2011. This finding is consistent with the recent ECB assessment

of the role of the euro along multiple dimensions (ECB, 2021).

Looking at individual polity results since the end of Bretton Woods (Figures 4.A.12) it is clear

that the ”German dominance hypothesis” (Giavazzi and Giovannini, 1988) seemed particularly

reasonable by the end of 1980s. However, it is interesting to note how both the dollar

and sterling weights increase at the expense of the mark in the European periphery, and

particularly Italy, around the 1992 EMS crisis. More recently (Figure 4.A.13), the IMS appears

as strongly regionalised, with the euro being hegemonic in Europe. However, it is to be noted,

consistent with results by Ito and McCauley (2019), that euro influence is felt in a number of

commodity currency countries.

4.4.4. The Structure of the IMS over Two Centuries

I end the discussion of my quantification by providing a synthetic measure of the structure

of IMS competition over two centuries. Figure 4.4.6 provides and adjusted Herfindahl-

Hirschman Index for the baseline global currency weights I estimate, while the shaded area

represents the difference between the highest and the second highest global currency weight.

Several considerations can be made. First, the period between 1950 and 1973 is a clear

anomaly, with an unprecedented degree of uni-polarity, only previously matched in a brief

interval of British hegemony around 1835-1840. Second, the whole of the post-WWII period

could be characterised as an historical anomaly looking at the prominence of the IMS leader

vs. the ”runner up”. Such a large distance in influence between the first and the second global

currencies has never been sustained for such a prolonged period of time over the last two

centuries. Third, it is true that the interwar period is notable for its multi-polarity. However

the average levels of IMS competition experienced before WW1 are fairly comparable. This
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Figure 4.4.6: The Structure of Global Currency Competition over Two Centuries

0
.1

.2
.3

.4
.5

.6
.7

.8
.9

1

1825 1840 1855 1870 1885 1900 1915 1930 1945 1960 1975 1990 2005 2020

Herfindahl-Hirschman Index Leader-Runner Up Range

The line depicts the Herfindahl-Hirschman Index of competition intensity computed from
the yearly world GDP-weighted average weight for each global currency (Silver numéraire).
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Figure 4.4.7: IMS Competition and Financial Stability
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comforts the parallel between the two periods that is often made by proponents of a more

multi-polar IMS, highlighting that instability is not necessarily associated with multi-polarity.

Nevertheless, the interwar periods stands out for a record low distance between the IMS

leader and the ”runner up”, with levels only observed before at major turning points in IMS

competition such as the early 1850s and 1870.

Figure 4.4.7 relates my index of IMS competition to the global composite index of crises

compiled by Reinhart and Rogoff (2008), providing some descriptive evidence regarding the

relationship between IMS structure and financial stability studied by Farhi and Maggiori

(2018). The correlation over the entire period is clearly negative, with higher competition
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being associated with higher prevalence of financial instability. However, the relationship

is driven by the high IMS competition, crisis prone, interwar period and the low IMS

competition, very stable, Bretton Woods period. Taking a closer look at the correlations,

1837-1839, 1893, 1913 and, to a lesser extent the 1990s can be singled out as years with fairly

low levels of IMS multi-polarity and high levels of global financial instability. The opposite

is true for the high IMS competition period between 1850 and 1870, which was associated

with few crises at the global level.

Overall, these preliminary, highly descriptive, evidence support the contingency of the

relationship between the structure of IMS competition and global financial stability as

argued by Eichengreen (2019).

4.5. Conclusion

This paper has presented a quantification of the rise and fall of global currencies over two

centuries, providing a continuous measure of their relative influence and of the overall

competition structure of the IMS at annual frequency since 1825.

I document that, while the sterling has been the dominant global currency for the period

spanning 1825 to 1914, this leadership has been challenged and was not as extreme as current

dollar dominance. Local dominance as well as regional monetary integration are recurrent

features of challengers to the IMS hegemon. It was the case with the rise of the franc amid

active French monetary diplomacy after 1852. It was again the case with the rise of the mark

after 1866, coincident with the process of German unification. It occurred a second time for

the mark starting in the 1970s, as European integration was underway.

My analysis also complements the studies of the interwar IMS carried out by Eichengreen

and co-authors. I find the dollar to be a key player in the IMS as soon as the early 1920s,

briefly overtaking the sterling in 1927 and then again at the eve of WWII. I also uncover a

new, so far overlooked, important discontinuity in the IMS, with an episode of French franc
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IMS leadership between 1931 and 1936. Further study of this - admittedly brief - episode

of successful challenge to the IMS leader should be of interest to policymakers intending to

promote the international role of their currency.

Current levels of uni-polarity are found to be a historical anomaly. This is particularly true for

the distance in the relative importance between the current dollar hegemon and the ”runner

up”, the euro, which is largely unprecedented in the last two centuries. An interpretation of

this fact consistent with Gopinath and Stein (2018) and the ”Harvard view” is that changes

in financial and monetary technologies have brought about a structural shift in the way the

IMS work. Looking at the model of Farhi and Maggiori (2018) one could also see this as

evidence of a stable outlook for dollar hegemony, as a closer ”gap” between the hegemon and

any competitor is more likely to spur multiple equilibria. An alternative, more pessimistic,

interpretation is that, given the unprecedented hegemony of the dollar, when the constraint

on its fiscal capacity to issue safe assets will start to bind, the adverse consequences might

also be larger in magnitude than in previous IMS discontinuities (Farhi et al., 2011).

The correlation between the degree of competition in the IMS and the level of global finan-

cial stress is found to be largely positive over the last two centuries. One has however to

recognise that this could well be endogenous and that the correlation is highly dependent on

observations drawn from the interwar and Bretton Woods periods. Several episodes of high

IMS competition can be observed without any rise in the prevalence of financial crises.

All in all, the paper provides a new framework to look at the IMS over a period of time

long enough to observe several episodes of discontinuities. Building on this measurement

framework, future research will hopefully shed new lights on the determinants of global

currency status, the characteristics and consequences of episodes of IMS discontinuity as

well as the relationship between IMS competition and financial stability.
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4.A. Results Appendix

4.A.1. Robustness Checks

Table 4.A.1: Pooled Regressions - 1820-1914

(1) (2) (3) (4) (5) (6)

GBP 0.608*** 0.589*** 0.738*** 0.678*** 0.673*** 0.477***
(0.0623) (0.0609) (0.0815) (0.0382) (0.0384) (0.0570)

FFR 0.271*** 0.304*** 0.331*** 0.0573** 0.0604** 0.0208
(0.0620) (0.0631) (0.0884) (0.0257) (0.0269) (0.0341)

DEM -0.0197 -0.0325 -0.0199 0.213*** 0.214*** 0.278***
(0.0326) (0.0331) (0.0661) (0.0365) (0.0364) (0.0576)

Controls NO YES NO NO YES NO
Numéraire XAG XAG NLG XAG XAG NLG
Period 1820-1870 1820-1870 1820-1870 1871-1914 1871-1914 1871-1914

Observations 13,646 13,646 14,678 36,887 36,887 39,862
R-squared 0.058 0.058 0.018 0.73 0.73 0.017

Robust standard errors reported in parenthesis. ***, ** and * denote statistical significance at
the 0.01, 0.05 and 0.1 levels respectively. Controls include first-differences of proxies for
liquidity and risk-premium, as well as weekly log-changes of commodity prices, see
Section 4.B for details. Pooled regression using Silver as numéraire exclude the Netherlands
for comparability.
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Table 4.A.2: Pooled Regressions - 1918-1939

(1) (2) (3) (4) (5) (6)

GBP 0.685*** 0.685*** 0.637*** 0.499*** 0.498*** 0.479***
(0.0275) (0.0276) (0.0293) (0.0226) (0.0226) (0.0232)

FFR 0.0467*** 0.0471*** 0.0492*** 0.269*** 0.266*** 0.320***
(0.00752) (0.00757) (0.00745) (0.0163) (0.0164) (0.0179)

USD 0.139*** 0.142*** 0.144*** 0.161*** 0.168*** 0.114***
(0.0263) (0.0265) (0.0281) (0.0171) (0.0173) (0.0139)

Controls NO YES NO NO YES NO
Numéraire XAG XAG HKD XAG XAG HKD
Period 1918-1930 1918-1930 1918-1930 1931-1939 1931-1939 1931-1939

Observations 19,712 19,712 20,695 15,624 15,624 15,390
R-squared 0.404 0.404 0.367 0.708 0.708 0.672

Robust standard errors reported in parenthesis. ***, ** and * denote statistical significance at
the 0.01, 0.05 and 0.1 levels respectively. Controls include first-differences of proxies for
liquidity and risk-premium, as well as weekly log-changes of commodity prices, see
Section 4.B for details. Pooled regressions using Silver as numéraire exclude Hong Kong for
comparability.

Table 4.A.3: Pooled Regressions - 1948-2020

(1) (2) (3) (4) (5) (6)

GBP 0.327*** 0.329*** 0.333*** 0.0556*** 0.0517*** 0.0684***
(0.0150) (0.0150) (0.0160) (0.00423) (0.00424) (0.00418)

DEM -0.00276 -0.00304 -0.000934 0.404*** 0.401*** 0.411***
(0.00690) (0.00695) (0.00834) (0.00445) (0.00444) (0.00728)

USD 0.669*** 0.668*** 0.626*** 0.553*** 0.551*** 0.497***
(0.0165) (0.0165) (0.0212) (0.00486) (0.00485) (0.00414)

JPY - - - -0.00647** -0.0100*** -0.00580*
(0.00324) (0.00343) (0.00341)

Controls NO YES NO NO YES NO
Numéraire XAG XAG CHF XAG XAG CHF
Period 1948-1973 1948-1973 1948-1973 1974-2020 1974-2020 1974-2020

Observations 57,799 57,799 56,241 110,326 110,152 101,182
R-squared 0.833 0.833 0.04 0.859 0.859 0.341

Robust standard errors reported in parenthesis. ***, ** and * denote statistical significance at
the 0.01, 0.05 and 0.1 levels respectively. Controls include first-differences of proxies for
liquidity and risk-premium, as well as weekly log-changes of commodity prices, see
Section 4.B for details. Pooled regressions using Silver as numéraire exclude Switzerland for
comparability.



4.A. Results Appendix 159

Figure 4.A.1: British pound sterling - Baseline and Alternative IMS Dominance Weights
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of individual weights estimated with silver as the numéraire. Alternative numéraire indicates
the IMS dominance weight computed as the GDP-weighted average of individual weights
estimated, depending on the sub-period, with NLG, HKD or CHF as numéraire. The baseline
IMS dominance weight computed using a trade-weighted global average is also reported.
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Figure 4.A.2: German Mark/Euro - Baseline and Alternative IMS Dominance Weights
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Figure 4.A.3: French franc - Baseline and Alternative IMS Dominance Weights
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Baseline indicates the global IMS dominance weight computed as the GDP-weighted average
of individual weights estimated with silver as the numéraire. Alternative numéraire indicates
the IMS dominance weight computed as the GDP-weighted average of individual weights
estimated, depending on the sub-period, with NLG, HKD or CHF as numéraire. The baseline
IMS dominance weight computed using a trade-weighted global average is also reported.
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Figure 4.A.4: US dollar - Baseline and Alternative IMS Dominance Weights
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Baseline indicates the global IMS dominance weight computed as the GDP-weighted average
of individual weights estimated with silver as the numéraire. Alternative numéraire indicates
the IMS dominance weight computed as the GDP-weighted average of individual weights
estimated, depending on the sub-period, with NLG, HKD or CHF as numéraire. The baseline
IMS dominance weight computed using a trade-weighted global average is also reported.
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Figure 4.A.5: Japanese Yen - Baseline and Alternative IMS Dominance Weights
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of individual weights estimated with silver as the numéraire. Alternative numéraire the IMS
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depending on the sub-period, with NLG, HKD or CHF as numéraire. The baseline IMS
dominance weight computed using a trade-weighted global average is also reported.
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Table 4.A.4: Controlling for a Gold Factor During the Interwar Episode of French franc
Dominance

(1) (2) (3) (4)

GBP 0.452*** 0.436*** 0.473*** 0.455***
(0.0199) (0.0201) (0.0200) (0.0204)

FFR 0.409*** 0.214*** 0.417*** 0.245***
(0.0186) (0.0282) (0.0197) (0.0288)

USD 0.0640*** 0.0648*** 0.0542*** 0.0549***
(0.0142) (0.0141) (0.0132) (0.0132)

XAU 0.211*** 0.193***
(0.0271) (0.0273)

Numéraire XAG XAG HKD HKD
Controls NO NO NO NO
Period 1931-1936 1931-1936 1931-1936 1931-1936

Observations 9,198 9,198 9,061 8,984
R-squared 0.669 0.672 0.666 0.664

Robust standard errors reported in parenthesis. ***, ** and * denote statistical significance at
the 0.01, 0.05 and 0.1 levels respectively.

4.A.2. Individual Global Currency Weights

The maps below depicts the weight level for the highest global currency weight for each

polity in the sample. This reflects the currency that is estimated to exert more dominance on

a particular polity but does not imply other global currencies do not have a positive weight.

A white coloring denotes a polity that is not included in the sample at any point for the

sub-period. A grey coloring denotes that the polity has no available data for that particular

year but is included in the sub-period’s sample.

Maps are at 1812 borders until 1870, 1914 borders between 1870 and 1914, 1938 borders

between 1918 and 1939, 1945 borders between 1950 and 1988 and 1994 borders thereafter.
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Figure 4.A.6: The Rise of the Sterling in the Early 19th Century -
Dominant Currency By Country, Selected Years 1830-1849
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(b) 1840: Large GBP Gains in Dominance in the 1830s
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(c) 1848: GBP Dominance Unscathed by the People’s Spring
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Figure 4.A.7: The Rise and Fall of French Monetary Diplomacy -
Dominant Currency By Country, Selected Years 1850-1879

(a) 1858: Rise in FFR Dominance with the Second Empire
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(b) 1866: Peak of FFR Dominance as Paris Hosts the
1st International Monetary Conference
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(c) 1873: Major IMS Discontinuity with the German Unification
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Figure 4.A.8: A Tripolar Classical Gold Standard -
Dominant Currency By Country, Selected Years 1880-1910

(a) 1885: A Tripolar Classical Gold Standard (I)
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(b) 1895: A Tripolar Classical Gold Standard (II)
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(c) 1913: A Tripolar Classical Gold Standard (III)
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Figure 4.A.9: The Rise and Fall of the Interwar USD -
Dominant Currency By Country, Selected Years 1918-1930

(a) 1922: Rise of the USD after WW1
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(b) 1927: Peak of USD Dominance in the Interwar

British Pound (0.9-1)
British Pound (0.75-0.89)
British Pound (0.5-0.74)
British Pound (0.1-0.49)
French Franc (0.9-1)
French Franc (0.75-0.89)
French Franc (0.5-0.74)
France (0.1-0.49)
US Dollar (0.9-1)
US Dollar(0.75-0.89)
US Dollar (0.5-0.74)
US Dollar (0.1-0.49)
Not in Sample
No Data

1927

(c) 1929: A Shortlived Comeback of the GBP in 1929
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Figure 4.A.10: The Rise and Fall of the Interwar FFR -
Dominant Currency By Country, Selected Years 1931-1939

(a) 1931: The FFR Steps into the Instability of the GBP and the USD
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(b) 1936: A FFR Dominated IMS Before the 1936 French Election
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(c) 1939: GBP and USD Bipolarity at the Eve of WWII
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Figure 4.A.11: A USD Dominated Bretton Woods IMS -
Dominant Currency By Country, Selected Years 1950-1973

(a) 1950: USD Dominance after WWII
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(b) 1964: ”Privilège Exhorbitant”
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Figure 4.A.12: The Rise of the DEM -
Dominant Currency By Country, Selected Years 1931-1939

(a) 1974: The Beginnings of a DEM Zone
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(b) 1988: ”German Dominance Hypothesis”
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(c) 1996: Limited Fall of DEM Influence after the EMS Crisis
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Figure 4.A.13: USD Dominance, EUR Stability -
Dominant Currency By Country, Selected Years 1931-1939

(a) 2002: The EUR Builds on the DEM Legacy
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(b) 2012: EUR Influence Resists Despite the Crisis

Japanese Yen (0.9-1)
Japanese Yen (0.75-0.89)
Japanese Yen (0.5-0.74)
Japanese Yen (0.1-0.49)
British Pound (0.9-1)
British Pound (0.75-0.89)
British Pound (0.5-0.74)
British Pound (0.1-0.49)
Deutsche Mark (0.9-1)
Deutsche Mark (0.75-0.89)
Deutsche Mark (0.5-0.74)
Deutsche Mark (0.1-0.49)
US Dollar (0.9-1)
US Dollar(0.75-0.89)
US Dollar (0.5-0.74)
US Dollar (0.1-0.49)
Not in Sample
No Data

2012

(c) 2019: IMS Remains USD Dominated
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4.B. Data Appendix

Foreign-exchange data for the pre-1948 period employed in this paper are largely the result of

an extensive original data collection effort. For the early 19th century and for some currencies

I however rely on Global Financial Data (GFD), a commercial financial data provider. GFD

reunited in their portal a large collection of historical financial data from various third

party academic and printed sources. GFD typically provides foreign-exchange monthly

frequencies since the early 19th century and daily frequencies for some countries since the

late 19th century or early 20th century. However, they do not always provide transparency on

the sources employed and the consistency of their data. Furthermore, I provide exchange-rate

for a number of currencies absent in their coverage or that they only cover with large gaps.

The dataset is organised in three main sub-periods, reflecting large discontinuities in the IMS

- and consequently the reporting of foreign-exchange data - after each world war.

The extent of country coverage is related to data availability, quality and economic intuition.

First, I try as much as possible to cover countries that are reported at any point between 1846

and 1939 in either The Economist magazine or The Bankers’ Almanac for the whole sample,

so as to have continuous coverage. This is not always possible as new countries arise from

annexations or separatism. Second, when I am unable to originally collect a continuous series

for the whole period I rely on GFD. I however only include GFD data if there is evidence the

series is not merely imputed from an official parity. Third, I include, in all sub-periods, all

countries that represent more than 1% of global trade on average during each sub-period.

4.B.1. 1820-1914: Foreign-Exchange Data

Monthly Frequency

In order to extend coverage to the beginning of the 19th century and to non-European

countries in the 19th century, I selectively employ monthly foreign-exchange series from
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GFD expressed in terms of sterling or US dollars depending on availability. For some polities

unavailable from GFD, I manually digitise monthly series from Schneider et al. (1992). I

plan to continue this digitisation effort in the future in order to further expand coverage for

the 19th century and overcome the limitations of GFD. Detailed breakdown and starting date

of coverage is detailed in Table 4.B.1.

Weekly Frequency

I hand-collect and digitise weekly exchange-rates data from 1846, the first year The Economist

magazine in London started to consistently publish a weekly table of the London ”Course of

Exchange” (Figure 4.B.1). Prices employed in this analysis are for bills of exchange with 3

months maturity22. Bills of exchange were short-term negotiable trade finance instrument

that constituted the most common form of foreign-exchange market between the early-

modern period and WW1. I collect the ”high” and ”low” quotes of the Tuesday and Thursday

prices reported in the ”Course of Exchange” table for each currency of interest23 and average

them over each week. In terms of geographic coverage, the ”Course of Exchange” table

included only the main European financial centers. A separate table of ”Foreign Rates of

Exchange on London” reported non-European bills of exchange prices. However, its format

and coverage were inconsistent over time, making any data collection extremely complex,

particularly for early years. In particular, quotes from different financial centers were

published with different and varying lags. This is why, for now, I complement my weekly

data for the 19th century with series from GFD for countries that were not reported in the

”Course of Exchange”. The exception to this is the exchange-rate for the US dollar, which I

digitise from the Bank of England’s Daily Accounts of Books. Detailed sources are described

in Table 4.B.1.

22Only the French franc and the Dutch Guilders are quoted both at 3 months and ”at sight” in the 19th

century.
23With the exception of Italian and German financial centers, I only collect one price per country.
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Figure 4.B.1: Example of the Course of Exchange Table from The Economist Magazine



176 Chapter 4. The Rise and Fall of Global Currencies over Two Centuries

Table 4.B.1: Foreign-Exchange Data Coverage and Sources 1820-1914

Monthly Weekly

Polity Region Coverage starts Source Coverage starts Source

Argentina Americas 1827 GFD 1862 GFD
Australia Asia and Africa 1822 GFD - -

Austria-Hungary Eastern Europe 1820 GFD 1846 CoE
Belgium Western Europe 1830 GFD 1846 CoE

Brazil Americas 1820 GFD 1862 GFD
Bulgaria Eastern Europe 1879 GFD - -
Canada Americas 1820 GFD 1869 GFD

Cape Colony Asia and Africa 1820 GFD 1869 GFD
Chile Americas 1850 GFD - -
China Asia and Africa 1844 GFD 1869 GFD

Denmark Scandinavia 1820 GFD 1879 GFD
Dutch East Indies Asia and Africa 1820 GFD - -

Egypt Asia and Africa 1869 GFD 1869 GFD
France Western Europe 1820 GFD 1846 CoE
Greece Western Europe 1877 GFD - -
India Asia and Africa 1822 GFD 1869 GFD

Italy (Piedmont-Sardinia) Western Europe 1820 WdW 1846 CoE
Japan Asia and Africa 1862 GFD 1869 GFD

Lombardy-Venetia Western Europe 1820 WdW - -
Mexico Americas 1820 GFD 1862 GFD

Netherlands Western Europe 1820 GFD 1846 CoE
Germany (Hamburg) Western Europe 1820 GFD 1865 CoE

Norway Scandinavia 1820 GFD 1862 GFD
Ottoman Empire Eastern Europe 1826 GFD 1869 GFD

Papal States Western Europe 1820 WdW - -
Peru Americas 1883 GFD - -

Philippines Asia and Africa 1894 GFD - -
Portugal Western Europe 1820 GFD 1846 CoE
Romania Eastern Europe 1867 GFD - -

Russia Eastern Europe 1820 GFD 1848 CoE
Serbia Eastern Europe 1863 GFD - -

Two Sicilies (Sicily) Western Europe 1820 WdW 1846 CoE
Southern Germany Western Europe 1820 GFD 1846 CoE

Spain Western Europe 1820 GFD 1846 CoE
Straits Settlements Asia and Africa 1834 GFD 1862 GFD

Sweden Scandinavia 1820 GFD 1846 GFD
Switzerland Western Europe 1820 WdW 1893 CoE

Tuscany Western Europe 1820 WdW 1846 CoE
Two Sicilies (Naples) Western Europe 1820 WdW 1846 CoE

United Kingdom Western Europe 1820 GFD 1846 CoE
United States Americas 1820 GFD 1855 BoE

Uruguay Americas 1885 GFD - -

CoE: The Economist Magazine’s Course of Exchange. BoE: Bank of England’s Daily Accounts. GFD: Global
Financial Data. WdW: Schneider et al. (1992).
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4.B.2. 1918-1939: Foreign-Exchange Data

Foreign-exchange data from 1918 onward are at weekly frequency only. Between 1918 and

1920, I continue to rely on The Economist magazine. The tables used for those years are the

”Neutral Rates of Exchange” Amsterdam price for the exchange-rate of the Germanmarkand

either the ”London Course of Exchange” or the ”Foreign Rates of Exchange on London” cable

or sight (spot) quotes for other currencies.

Between 1921 and 1939 I hand collect and digitise the weekly averages of ”telegraphic” (spot)

exchange-rate prices from The Bankers’ Almanac publication (Figure 4.B.2). Capital controls

are enforced at various points in Germany, Hungary, Argentina, Brazil, Uruguay, Chile. In

these cases, I collect both official and unofficial prices and use the latter in the present paper

analysis. GFD series are used for South Africa and Australia only.

Detailed coverage is presented in Table 4.B.2.

4.B.3. 1948-2020: Foreign-Exchange Data

For the contemporary period, weekly foreign-exchange data in US dollars are retrieved from

GFD for the whole sample period or until data from the Banks for International Settlements

become available for each currency. As Global Financial Data rarely reports missing data24,

foreign-exchange prices for the communist block countries start to be included in the dataset

only when there is evidence of foreign-exchange price variation in line with the rest of the

dataset.

4.B.4. Bullion Prices and Other Data

Silver and gold prices are taken from Boyer-Xambeu et al. (1994) between 1820 and 1870

and from GFD between 1948 and 2020. I hand collect and digitise gold and silver prices in

24Preferring to impute with a ”par” price.
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Figure 4.B.2: Example of the Weekly Foreign-Exchange Tables from The Bankers’ Al-
manac
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Table 4.B.2: Foreign-Exchange Data Coverage and Sources 1918-1939

Polity Region Coverage starts Source

Argentina Americas 1918 BA
Australia Asia and Africa 1918 GFD
Austria Eastern Europe 1920 BA
Belgium Western Europe 1919 BA

Brazil Americas 1918 BA
Bulgaria Eastern Europe 1920 BA
Canada Americas 1918 BA
Chile Americas 1918 BA
China Asia and Africa 1918 BA

Czechoslovakia Eastern Europe 1919 BA
Free City of Danzig Eastern Europe 1923 BA

Denmark Scandinavia 1918 BA
Dutch East Indies Asia and Africa 1918 BA

Egypt Asia and Africa 1918 BA
Estonia Scandinavia 1921 BA
Finland Scandinavia 1918 BA
France Western Europe 1918 BA

Germany Western Europe 1918 BA
Greece Eastern Europe 1918 BA

Hong Kong Asia and Africa 1918 BA
Hungary Eastern Europe 1921 BA

India Asia and Africa 1918 BA
Italy Western Europe 1918 BA
Japan Asia and Africa 1918 BA
Latvia Scandinavia 1921 BA

Lithuania Scandinavia 1924 BA
Mexico Americas 1919 BA

Netherlands Western Europe 1918 BA
Norway Scandinavia 1918 BA

Peru Americas 1918 BA
Philippines Asia and Africa 1919 BA

Poland Eastern Europe 1918 BA
Portugal Western Europe 1918 BA
Romania Eastern Europe 1920 BA

Russia Eastern Europe 1919 BA
South Africa Asia and Africa 1918 GFD

Spain Western Europe 1918 BA
Straits Settlements Asia and Africa 1918 BA

Sweden Scandinavia 1918 BA
Switzerland Western Europe 1918 BA

Turkey Eastern Europe 1919 BA
United Kingdom Western Europe 1918 BA

United States Americas 1918 BA
Uruguay Americas 1918 BA

Yugoslavia Eastern Europe 1920 BA

BA: The Bankers’ Almanac. Data between 1918 and 1920 are from The Economist magazine for all currencies.
GFD: Global Financial Data.
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Table 4.B.3: Foreign-Exchange Data Coverage and Sources 1948-2020

Polity Region Coverage starts Polity Region Coverage starts

Algeria Africa 1948 Lithuania Scandinavia 1992
Argentina Americas 1948 Malaysia Asia 1948
Australia Asia 1948 Mexico Americas 1948
Austria Western Europe 1948 Morocco Africa 1948
Belgium Western Europe 1948 Netherlands Western Europe 1948

Brazil Americas 1948 New Zealand Asia 1948
Bulgaria Eastern Europe 1990 Nigeria Africa 1948
Canada Americas 1948 Norway Scandinavia 1948

CFA Zone Africa 1948 Peru Americas 1948
Chile Americas 1948 Philippines Asia 1948
China Asia 1978 Poland Eastern Europe 1986

Colombia Americas 1948 Portugal Western Europe 1948
Costa Rica Americas 1948 Romania Eastern Europe 1972

Croatia Eastern Europe 1993 Russia Eastern Europe 1992
Czech Republic Eastern Europe 1990 Saudi Arabia Asia 1948

Denmark Scandinavia 1948 Singapore Asia 1948
Egypt Africa 1948 Slovakia Eastern Europe 1993

Estonia Scandinavia 1993 Slovenia Eastern Europe 1993
Finland Scandinavia 1948 South Africa Africa 1948
France Western Europe 1948 Spain Western Europe 1948
Greece Western Europe 1948 Sweden Scandinavia 1948

Hong Kong Asia 1948 Switzerland Western Europe 1948
Hungary Eastern Europe 1982 Taiwan Asia 1948

India Asia 1948 Thailand Asia 1948
Indonesia Asia 1948 Turkey Eastern Europe 1948

Ireland Western Europe 1948 UAE Asia 1948
Israel Asia 1948 United Kingdom Western Europe 1980
Italy Western Europe 1948 United States Americas 1948
Japan Asia 1948 Uruguay Americas 1948
Korea Asia 1948 Vietnam Asia 1976
Latvia Scandinavia 1992 Yugoslavia (Serbia) Eastern Europe 1948

Data are taken for each polity from Global Financial Data until they become available from the Bank for
International Settlements.
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London from the Bank of England’s Daily Accounts of Books between 1870 and 1914 and

from The Bankers’ Almanac between 1918 and 1939.

To control for commodity prices in some specification I employ weekly wheat prices from

Brunt and Cannon (2013) between 1820 and 1914, the US Bureau of Labor Statistics Com-

modity Index between 1918 and 1939 and the Bloomberg Commodity Index after 1948.

Controls for overall risk and volatility are either original data from The Economist magazine

or taken from GFD.

• 1846-1914: average term spread between 3-months and sight bills on Amsterdam and

Paris; average bid-ask spread on bills of exchange on Paris and Amsterdam.

• 1918-2020: term spread between high-quality corporate bonds and overnight inter-

bank rate; average daily volume of the NYSE.

GDP-weights are calculated from Bolt and van Zanden (2020), while trade-weights are taken

from Dedinger and Girard (2017) before 1948 and the IMF-DOTS database afterward.



Chapter 5

Concluding Remarks and Research

Agenda

This thesis has presented three essays on currency unions and the international monetary

system in historical perspective.

In Chapter 2, I presented a historical natural experiment, exploiting the geopolitical shock

of the Italian unification. I provide for the first time a causal estimate of the common

currency effect on international trade. I find this effect to be both large, confirming in a

quasi-experimental setting the initial policy implications of Rose (2000), and significantly

smaller than the average effect found in the literature. I provide evidence that the study

bears at least some external validity. I show that transactions costs related to exchange-rates,

approximated by exchange-rate volatility, were remarkably similar in the period I examine

and the years where currency union variations occur in the dataset traditionally employed

by the literature. I also find my estimates to be consistent with the heterogeneous effects of

trade policies uncovered by Chen and Novy (2019).

The paper is based on an original dataset of bilateral trade for the pre-unitary Italian states,

spanning the years immediately before and after the unification. While, so far, I only

exploited the aggregate nominal bilateral flow dimension of the data, I was able to collect,
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for a smaller sample of years and ports, data on bilateral flows by merchandise, as well as

local prices.

This could open two avenues of future research. On the one hand, other dimensions of

the exogenous shock to transactions costs, including tariffs, could be explored in a similar

quasi-experimental set-up to the one I have presented. On the other hand, this dataset could

shed more lights on the welfare effects of the exogenous opening of the Southern Italian

states after 1861. In a similar vein to the work of Bernhofen and Brown (2005) on Japan

opening after the Meiji restoration, my data could investigate potential links between the

unification opening and the process of Italian regional divergence.

In Chapter 3, I revisited the optimum currency areas framework and its endogeneity, looking

at a wave of European monetary integration occurring in the third quarter of the 19th century

and encompassing the Italian and German unifications, the Latin and Scandinavian Unions

and the gold standard. I show that a simple empirical model, based on the operationalisation

of optimum currency areas criteria around symmetry of shocks with respect to anchor

countries, can predict well in advance the pairs of countries that will undergo protracted

monetary integration. The key exception is represented by the monetary arrangements

brought about by purely political processes, such as the Italian unification. I argue that the

results are consistent with the predictive power of the optimum currency area framework

and at odds with their endogeneity hypothesis put forward by Frankel and Rose (1998).

I then explore whether the endogenous adverse effects of monetary integration proposed by

Krugman (2001) are consistent with the patterns of regional divergence observed in Italy

after the unification. I find that pairs of Italian provinces experiencing an integration shock

observed a marked increase in the heterogeneity of their economic structure, compared

to already integrated pairs of provinces. I relate these findings to the asymmetric shock

experienced by Italian regions following the ”grain invasion” crisis in the late 19th century. I

argue that, in a no-unification counterfactual, the Italian South would have likely adopted

a looser exchange-rate regime during the agrarian crisis, similar to other Mediterranean

peripherals. The mechanisms of adjustment to such an asymmetric shock available within the
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Italian unions, might however have contributed to regional divergence in line with Krugman

(2001).

The paper offers some relevant historical analogies in the view of the current debates on

European monetary integration. First, it seems to vindicate the optimum currency area driven

approach to monetary integration of the British ”five tests” (Treasury, 2003), as opposed to

the hopes of ex-post optimality that underpinned the EMU process in the 1990s.

Second, my results imply that more attention should be paid to the endogenous effects of

integration on economic structures and, consequently, optimal monetary policy. The lessons

of Krugman (2001) are likely more relevant for levels of integration observable in national

markets, something the European integration process aspires to in the future. This warrants

further research on the evolving patterns of European specialisation from a monetary policy

perspective (Mongelli et al., 2016).

Third, I confirm the key lesson of historical monetary unions drawn by Bordo and Jonung

(1999), with political commitment being a key determinant of lasting currency arrangements.

Based on the long run patterns of Italian integration I would however qualify this lesson, by

noting that, while political integration can ensure the sustainability of a monetary union, it

is far from being a sufficient condition for its optimality.

Chapter 4 has quantified the rise and falls of global currencies and the changing structure

of the international monetary system over two centuries, focusing on foreign-exchange co-

movements. I show that the current dollar hegemony is a historical anomaly, particularly in

terms of the size and the persistence of its lead on any potential challengers. This contrasts

with the experience of the previous hegemon, the British sterling, which was regularly

challenged and, according to my findings, briefly overtaken several times during its tenure. I

document that, consistent with the research of Eichengreen et al. (2017), the dollar became

the dominant currency in the interwar period. Although its first overtaking of the sterling

was reversed in 1927, possibly owing to the concurrent Fed tightening, it overtook it again

at the eve of WWI. I also uncover a, previously overlooked, brief episode of French franc
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dominance that should be of interest as a historical analogy to current challengers of the

dollar primacy.

Overall, I find the level of competition in the international monetary system to be positively

correlated with global financial instability. The nature of this correlation is however unclear,

and several periods of high competition, particularly in the 19th century, are associated with

low levels of financial turbulence.

The new extensive dataset of long-run foreign-exchange returns I have compiled as part of

this work should open new research avenues on the economics of the international monetary

system and foreign-exchange market. First, I so far haven’t exploited the full potential offered

by the weekly frequency of the data. Future work should look at the exact timings of the

global currency discontinuities I uncover, focusing on the precise events surrounding them

and relating them to high-frequency correlates.

Second, the estimated annual weights I compiled in this work could provide the basis for

an empirical assessment of the correlates and determinants of anchor currency status. This

could directly inform the debate on currency internationalisation that has long been ongoing

in Europe (Portes and Rey, 1998; Pisani-Ferry and Posen, 2009; ECB, 2021) and has more

recently gained momentum in China (Eichengreen and Kawai, 2015; Eichengreen and Xia,

2019).

Third, future research should explore the correlation between global currency competition

and global financial instability I document, in light of recent theoretical work on the new

Triffin dilemma (Farhi and Maggiori, 2018) and the claim by Eichengreen (2019) that the

sign of this relationship is contingent on international policy cooperation.

Finally, the dataset could be exploited to study the long run characteristics of foreign-

exchange markets and, potentially, the long run patterns of some of the well-known inter-

national finance ”puzzles”, following a recent literature inaugurated by Accominotti et al.

(2019).
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Jordà, Òscar, Katharina Knoll, Dmitry Kuvshinov, Moritz Schularick, and Alan M Taylor,

“The rate of return on everything, 1870–2015,” The Quarterly Journal of Economics, 2019,

134 (3), 1225–1298.

, Moritz Schularick, and Alan M Taylor, “Macrofinancial history and the new business

cycle facts,” NBER macroeconomics annual, 2017, 31 (1), 213–263.
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