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Abstract

This dissertation consists of three chapters. In the first, I document advantageous

selection in loan amount in the largest peer-to-peer (P2P) lender in the United

States. By exploiting a natural experiment within the platform, I show that bor-

rowers who select larger loans are less likely to default. This selection is driven

by households who live in states with bankruptcy-friendly laws, where borrowers’

default costs are lower. Standard models where borrowers maximize their utility

cannot rationalize my results and make the opposite prediction. In a simple model

of household borrowing, I show that my results can be explained by the fact that

borrowers facing higher loan prices search more intensively for cheaper loans. This

effect is stronger for the safest borrowers, as they enjoy the greatest benefits from

the switching.

In the second chapter, co-authored with Angelo D’Andrea and Enrico Sette,

studies the effect of access to broadband internet on bank credit supply to non-

financial firms. We find that banks with branches in municipalities reached by fast

internet increase loan supply, both at the extensive and the intensive margin. We

document that the expansion of credit goes through two main channels: internal

efficiency and competition. To increase lending, fast internet also leads banks to ex-

pand their geographical markets and to make internal credit reallocation. Finally,

while broadband connection moves credit away from smaller municipalities, it still

benefits local economic growth as firms obtain more credit from branches located

in larger municipalities.

The third chapter, co-authored with Francesco Nicolai and Simona Risteska,

provides evidence of the disparity in the incidence of property taxes levied at dif-

ferent points in time. Housing demand is significantly less elastic with respect to

taxes deferred to the future relative to taxes levied at the moment of the purchase.

We attribute this difference to the lack of salience of future taxes at the moment
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of purchase. We provide directions on the optimal tax mix between salient and

nonsalient taxes with the help of a model.
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1. Advantageous Selection in Fintech Loans

MARCO PELOSI1

1.1 Introduction

The aftermath of the 2007-08 financial crisis saw the widespread birth and fast

rise of peer-to-peer (P2P) and marketplace lenders. As of 2018, fintech loans in

the United States accounted for 38% of outstanding balance of unsecured personal

loans.2 These platforms allow demand and supply of loans to meet directly, cutting

off traditional banks from their role as intermediaries.

Whether and when online marketplaces will disrupt conventional lenders’ busi-

ness model has been an open question since the emergence of credit marketplaces

in the early 2000s. Both anecdotal evidence and reports argue that these lenders are

attractive as they charge lower interest rates than traditional banks (Adams, 2018).

Such discount is possibly due to the near absence of physical and monitoring costs.

Indeed, cheaper loans are probably one of the main drivers of the surging popu-

larity of these platforms. For example, about 85% of loans issued through Lending

Club (henceforth, LC), the largest online marketplace lender in the United States,

are used to refinance other debt. Despite this popularity, we still know little about

individuals who switch from traditional credit markets and borrow through P2P

platforms. In particular, understanding the riskiness of people turning to online

lenders is crucial to learn how these compete with conventional banks.

Adverse selection is often assumed to be pervasive in credit markets, as shown

theoretically by Jaffee and Russell (1976) and Stiglitz and Weiss (1981) and docu-

1 I benefited from helpful comments by Dirk Jenter, Daniel Paravisini, Mike Burkart, Fabrizio
Core, Vicente Cuñat, David De-Meza, Zhongchen Hu, Francesco Nicolai, Martin Oehmke, Alberto
Pellicioli, Nunzia Saggiomo, Enrico Sette, Lorenzo Trimarchi, and seminar participants at LSE for
comments and suggestions. The opinions expressed do not necessarily reflect those of the Bank of
Italy, the Eurosystem or their staffs. All errors are my own.

2 https://newsroom.transunion.com/fintechs-continue-to-drive-personal-loans-to-record-
levels/
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mented by a large body of empirical work.3 Indeed, there is evidence that banks

set cyclical credit limits to reduce excessive borrowing from high-risk individuals

(Jambulapati and Stavins, 2014). This phenomenon is likely to be exacerbated in

markets with a debtor-friendly bankruptcy code, where it is harder for lenders to

seize borrowers’ assets. As a result, lenders in such markets will have to charge

higher interest rates to break even, and high interest rates discourage borrowing

by the safest borrowers.

Despite this evidence, in this paper, I show that advantageous selection in loan

amount may occur when a low-cost borrowing competitor enters a market char-

acterized by adverse selection. More specifically, I document that safe borrowers

take large loans in markets with better borrowers’ assets protection by bankruptcy

law. As this finding contrasts with the above theoretical predictions, I present a

model where advantageous selection arises because of the existing credit equilib-

rium conditions. Consumers that pay higher interest rates on their existing loans

put more effort into finding a cheaper lender. However, this is optimal only for

safer borrowers, as those who are more likely to default do not want to bear the

search and switching costs.

Measuring selection on loan size is empirically challenging. Using the uni-

verse of LC loans, I exploit the roll-out of larger loans by the platform as a quasi-

experiment to disentangle such selection. Analyzing the repayment of borrowers

who choose loans of different size might seem sufficient to measure selection on

loan amount. Yet, Karlan and Zinman (2009) and Hertzberg et al. (2018) argue that

to isolate empirically selection from the causal effect of contract terms, the lender

(or the econometrician) must compare the loan performance of different groups

of borrowers who choose an identical contract. Therefore, this especially requires

comparing the behavior of borrowers choosing loans of the same size. LC loan

menus consist of bundles of price, maturity, and amount. Thus, keeping the first

two fixed, comparing the behavior of borrowers who sort into the same size bucket

at different times allows me to isolate the effect of amount selection from that of

other contract characteristics.
3 For a literature review in the context of household finance see Zinman (2015)
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I apply this approach using the loan limit increase announced by LC in March

2016, from $35,000 to $40,000. I measure selection by comparing the default prob-

ability of borrowers choosing $35,000 before and after the availability of $40,000

loans (i.e., before and after the borrowers were selected on loan amount). Taking

the difference between borrowers who select identical contracts allows me to rule

out that different contractual terms (e.g., installments) cause differences in repay-

ment behavior. If borrowers’ composition was not time-varying, I would be able to

isolate borrowers selection from this simple difference. Yet, it is hard to argue that

this is the case, for example loans take-up could be seasonal.

Therefore, to account for changes over time in the composition of LC borrowers

I estimate a difference-in-differences exploiting the increase in the loan limit from

$35,000 to $40,000 in March 2016, using loan amounts between $20,000 and just

below $35,000 as counterfactual. In a nutshell, this test compares the default prob-

ability of borrowers choosing $35,000 before and after new and larger loans become

available, relative to the change in default rate for loans just below $35,000.

I find that selected borrowers are 1.9 percentage points more likely to default

than loans issued before the limit extension. This difference implies that borrowers

choosing loans larger than $35,000 after March 2016 are safer, hence the advanta-

geous selection. It is worth mentioning that since my sample does not include such

loans - as I do not have a counterfactual for larger loans - my estimate sets a lower

bound for the selection effect.

To study selection heterogeneity with respect to the prevailing interest rate in

traditional credit markets, I then focus on homestead exemption laws. These leg-

islations represent a form of insurance for borrowers who file for bankruptcy un-

der Chapter 7, and protect the equity in their primary residence up to the level

of exemption (Auclert et al., 2019; Indarte, 2019). Because these limits are highly

heterogeneous across states (e.g., the protection is unlimited in Florida and none

in Pennsylvania) and levels hardly change over time (Hynes et al., 2004), they pro-

vide a credible proxy for interest rates charged by banks. To this end, Severino and

Brown (2017) show that since banks bear higher costs when a borrower defaults in

states with greater protection, they also charge higher prices. However, this is not
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the case for LC, as I show that the platform does not price the state of residency.

Thus, I can analyze selection heterogeneity by running the same regression out-

lined above in samples with increasing levels of exemptions. I do not find any

evidence of selection in states with exemption level below the median. Instead, the

whole differential change in default probability comes from borrowers who live

in states with higher than median exemptions, where traditional banks are likely

to charge higher interest rates. In these states selected borrowers are 3 percentage

points more likely to default than the control group. These results are robust to

the sample considered. In another test I divide states into four groups, and I still

observe advantageous selection in the two groups with higher protection.

This evidence is counter-intuitive. Standard models of households borrowing

predict that when the default cost is low, as in states with high (or even unlimited)

homestead exemptions, selection on loan amount is adverse (de Meza et al., 2019).

Intuitively, if borrowers do not have to pay anything when they default (for exam-

ple, because their homes are not seized), the riskiest type finds it optimal to borrow

as much as possible. Yet, the above findings contrast this apparently simple predic-

tion, as risky borrowers in LC tend to ask for smaller loans precisely where default

costs are low.

To rationalize these results, in the last part of the paper I present a simple model

where households search for cheaper loans, and borrow to repay external debt and

minimize future cash flows. First, I show that borrowers switch to online lenders

as long as their interest rate is lower than traditional banks’ one, accounting for

switching fees. Then, I prove that the heterogeneity across states arises because of

search and switching costs, and credit conditions in conventional lending markets.

In fact, paying higher interest rates on outstanding loans leads borrowers living

in states with higher homestead exemptions to exert more effort in searching for

cheaper lenders. On top of that, those who have the greatest incentives to look

for lower prices are the safest individuals, as they enjoy the greatest benefits from

switching.

I present many tests that corroborate the predictions of the model. For example,

I show that the existing debt of LC borrowers is significantly lower in states with
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higher than median exemption, all else equal. While I cannot argue that this dif-

ference is causal, it hints that the alternative interest rate these households face is

higher. Most importantly, I show that households’ private information lies in their

default probability. LC data allows me to observe the time series of the FICO score

for borrowers with active loans. I show that, ceteris paribus, borrowers choosing

$35,000 loans in high exemption states after March 2016 face a bigger drop in their

credit score than loans in the control group, hinting that worse income shocks hit

them.

To date, there is little evidence on selection in online credit marketplaces. In

contrast with my results, Hertzberg et al. (2018) find adverse selection in longer-

term contracts using a similar menu extension.4 This finding may lead to the con-

clusion that these markets ultimately do not constitute creative destruction. In-

stead, they could be another threat to financial stability. The evidence I present

sheds new light on the mechanism underlying the move from traditional credit

markets of safe and reliable borrowers. My results are also relevant from an in-

vestor’s perspective, as they shed light on a potential source of alpha in consumer

loan portfolio investments.

The critical identification assumption to isolating selection from the menu ex-

tension is that any change in loan demand for borrowers with the same charac-

teristics does not differentially influence households borrowing $35,000 and other

amounts at the time of introduction of new menus (for example, due to shocks

to economic conditions or to credit supply of other lenders). If this was the case,

any difference in default probability would be due to shifts in the composition of

borrowers caused by reasons other than selection.

I back this assumption by showing that the switch from $35,000 occurs exactly

at the time of the introduction of new loans. Moreover, there is no evidence of

changes in loan demand around March 2016 that could specifically affect borrow-

ers at $35,000 compared to others. Finally, I include a rich set of borrowers’ char-

acteristics and contract fixed effects in all regressions to compare observationally

equivalent loans. These controls include the 4-points FICO score range, debt-to-

4 They use the introduction of 60-month maturity for $10,000-16,000 loans
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income ratio, state, loan amount bucket, and maturity. In most specifications, I also

control for borrowers’ default probability. To predict it, I estimate a random forest

algorithm that uses all relevant information on borrowers and contracts.

Related Literature

This paper mainly contributes to two strands of literature. First, it is related to the

growing literature on online unsecured consumer credit. Tang (2019) also uses LC

data to pose the question of whether P2P lenders are substitutes or complements

to traditional banks. With the same data, Hertzberg et al. (2018) study how lenders

can screen borrowers using maturity. Di Maggio and Yao (2020) use both online

and credit bureau data to show that Fintech borrowers gain market share by lend-

ing to risky borrowers first, and then turns to safer borrowers. Cespedes (2019)

analyzes interest rate sensitivity of LC borrowers and suboptimal behaviors. From

investors’ perspective, Vallee and Zeng (2019) argue that P2P platforms maximize

loan volume by trying to limit information asymmetries between sophisticated and

unsophisticated investors. Marketplace lenders have also attracted attention from

policy makers, as the work by Adams et al. (2017) on US consumer awareness in-

dicates. This work brings novel evidence on the intersection between traditional

credit markets and online platforms. While many of the previous studies focus on

selection on observable characteristics, I analyze borrowers’ loan selection based

on their unobserved default risk. Finally, I also show that online lenders are able to

attract the best borrowers where banks’ ex-ante losses given default are higher. To

this extent, it is possible to conclude that new platforms constitute a complement

to traditional banks.

Finally, this paper also contributes to a large literature on credit rationing and

selection. In their pioneering study, Jaffee and Russell (1976) and Stiglitz and Weiss

(1981) are the first to show how adverse selection leads to credit rationing. Since

then, a large literature has documented the impact of asymmetric information on

credit markets. Among these, De Meza and Webb (1987) show that asymmetric

information can instead lead to overinvestment. Moreover, their work on advanta-
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geous selection in insurance market (De Meza and Webb, 2001) is seminal, as they

show that selection can reverse once risk aversion is introduced. Einav and Finkel-

stein (2011) provide a great simple framework to think intuitively about both ad-

verse and advantageous selection in insurance market. While there a rich body of

empirical work on adverse selection (Ausubel, 1991; Dobbie and Skiba, 2013; Edel-

berg, 2003, 2004; Dobbie and Skiba, 2013; Stroebel, 2016), very few papers detect

advantageous selection in credit markets. With a structural model of loan demand

Einav et al. (2012) find advantageous selection into large loans in the auto loans

market. Yet, their findings are specific to secured loans. While this literature is

rich, my results not only constitute the first evidence of advantageous selection in

unsecured credit markets. They also show it is possible that the selection created

by incentives to look for better credit conditions prevails that induced by moral

hazard (for example, because of lower default costs).

The rest of the paper proceeds as follows. Section 2 describes the LC platform

and data, and homestead exemptions. Section 3 first delineates the main empirical

strategy to measure selection, then it shows main empirical results. Section 4 stud-

ies selection heterogeneity based on homestead exemptions. Section 5 presents the

theoretical model and tests its predictions. Section 6 concludes.

1.2 Setting

1.2.1 Lending Club

Lending Club is the largest peer-to-peer lender in the United States. Since its reg-

istration with the Security and Exchange Commission in 2008, it has funded over 4

million loans for a total value of $53.7 billion. As a comparison, the second biggest

P2P lender (Prosper) helped just below 1 million people borrowing $16 billion.

Households in all States (except Iowa) can apply for a loan, while all US residents

(except for Ohio’s) can invest either in the primary or the secondary market.

To apply for a loan, a prospective borrower has to insert the wished amount

and the loan purpose in LC’s homepage, as shown in Figure A.1. She then gives
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sufficient personal information (including the Social Security Number) to allow LC

to pull credit information from credit score agencies. LC applies a few eligibility

criteria to publish the loan on the platform, including a FICO score larger than

660, satisfactory debt-to-income ratio, a credit history of at least 36 months, and a

limited number of inquiries in the most recent months.5

Once a person is eligible for a loan, LC assigns her one of the 25 possible ini-

tial scores (from A1 to E5) according to a proprietary algorithm. After that, she

observes a menu of possible loan amounts with two different maturities: 36 and

60 months. The amount-maturity bundle chosen by the borrower puts her in one

of the 35 final rating scores (A1 to G5). To each of these final scores corresponds a

unique interest rate. Except for the smallest loans, the final price is a non-decreasing

function of amount and maturity. Finally, the loan is published on the platform,

where both peer households or big investors can participate in the loan funding.

During the sample period I use for this study, LC claimed that over 99% of loans

are funded. Indeed, in my data, all but two loans are fully funded. For this reason,

the whole analysis focuses on loan demand, thus ignoring the supply side of funds.

Most of LC earnings come from two sources. First, an origination fee is paid by

borrowers upfront. This means that once the loan is funded, applicants receive the

desired amount net of the fee. According to the platform’s website, such fee ranges

between 1-5% of the loan amount, depending on the above final rating. Second,

a service fee paid by investors who receive monthly payments from borrowers,

of approximately 1%. On top of these two standard fees, investors pay between

30-40% of any amount collected when a borrower stops repaying and the loan be-

comes charged off. In this case, LC ”makes a reasonable effort to recover the money

owed to investors”.6 In my sample, LC raises on average 11% of the residual debt.

1.2.2 The Increase in Maximum Loan

Before March 2016, it was possible to borrow any amount between $1,000 and

$35,000. In March 2016, without any previous announcement, LC increased the

5 http://www.snl.com/Cache/c33047201.html
6 https://www.lendingclub.com/investing/investor-education/interest-rates-and-fees
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maximum amount lent to $40,000 and published a blog post on its website. Bor-

rowers can ask for any amount in $25 intervals. It is clear from Figure A.2 that

the share of $35,000 loans issued goes down in response to the increase in the loan

limit. While the share peaks at 16% of issued loans in February 2016, it drops to

just above 11% by the end of the sample period.

1.2.3 Bankruptcy in the United States

Bankruptcy helps borrowers discharge or make a plan to repay their debts. Indi-

viduals in the United States can choose to file under three chapters of the Bankruptcy

Code: Chapter 7, Chapter 13, and Chapter 11. The first is the most bankruptcy-

friendly type, as it allows filers to keep some exempt property. Exemptions vary

state by state and can include real estate, various sources of income (e.g., wages,

pensions), and insurance. Households who file for bankruptcy under Chapter 13

must repay their lenders at least the amount they would reimburse under Chapter

7. To do so, they must propose a repayment plan that can last from three to five

years. Compared to Chapter 7, this plan allows borrowers to stop foreclosure pro-

ceedings and to keep their properties. Since in bankruptcy borrowers tend to have

a low level of non-exempt properties, 61 percent of filers opted for Chapter 7 in

2016. In 2016 alone, 458 thousand households filed for bankruptcy under Chapter

7, discharging a total of $138 billion.7

The Homestead Exemption

Of all debt relief tools, the homestead exemption is the most important, as it allows

borrowers to keep some of their equity in their primary residence. Also, it induces

the greatest cross-state variation in potential debt relief Auclert et al. (2019). Such

exemption is non-existent in New Jersey and Pennsylvania and unlimited in eight

states, including Texas and Florida. Table A.1 lists homestead exemptions for all

States. When a house owner files for bankruptcy under Chapter 7, her seizable

7 https://www.uscourts.gov/statistics-reports/bapcpa-report-2016
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assets can be determined according to the following rule:

Seizable Assets = Max{Home Equity− Homestead Exemption, 0}

Goodman (1993) and Skeel (2001) argue that states set the initial levels of exemp-

tions in the nineteenth century for reasons that are likely to be unrelated to their

current state of the credit market and personal bankruptcy. To support this view,

Figure A.3 maps the different levels of exemptions across all States. There is neither

a geographical nor an economic pattern in the variation of debt relief generosity.

Also, Auclert et al. (2019) and Hynes et al. (2004) note that the state variation has

been stable over time and that cross-state differences in exemption levels are per-

sistent. States mainly update their exemption levels based on inflation.

1.2.4 Data

The two main datasets I use come from LC’s website. The first contains informa-

tion on newly issued loans. Crucially for this study, each borrower LC publishes

the loan repayment status, terms - such as the loan amount, price, and maturity -

and some personal information. Such information includes the location (at state

and three-digit ZIP code levels), the employment status and tenure, the annual

salary, homeownership, plus a rich set of variables from the credit pull. Not only

can I observe the FICO score range, the debt-to-income ratio, but also the debt

outstanding on various lines of credit (e.g. revolving loans, installment debt), the

number of credit inquiries, and the number of delinquencies in the previous two

years.

The second dataset consists of the whole history of payments for each loan.

Because of the focus on charged-off loans, this dataset allows me to observe the

month of the default, the outstanding principal at the time of default, and the post-

charge off recovery.

I conduct the analysis using data downloaded in April 2019. I restrict the sam-

ple to loans issued between October 2015 and July 2016. This time interval con-

tains the date at which LC increased the maximum loan amount (March 2016),
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but also limits the length of the sample period to address the concerns raised by

Bertrand et al. (2004). Also, I only consider loans larger or equal to $20,000 to make

a meaningful comparison between loans of similar size. The final sample is made

of 119,747 loans.

Figure A.4 plots the distributions of loan amounts before and after the increase

in the loan limit. There are two interesting patterns. First, borrowers tend to choose

loans in round numbers, despite Cespedes (2019) shows that is a sub-optimal be-

havior because of the excessive interest paid. Second, people bunch strongly at

every multiple of $5,000. This effect is particularly evident at $35,000, where LC set

the initial loan limit. While such bunching persists after March 2016, it is clear that

there is a significant pool of borrowers applying for larger loans.

Table A.2 presents the summary statistics of loan and borrowers characteristics

of the 63,330 loans issued before March 2016. Panel A shows the characteristics of

loans. When borrowers have only loans up to $35,000 available, the average loan

amount is $26,143. The average APR is 12.96%, with a corresponding installment of

$740. At the take-up stage, borrowers self-report the purpose of the loan. Table A.3

shows that in my sample, 86% of borrowers use their funds to refinance another

debt, either in a credit card or other lines of credit. Only a smaller portion takes

a loan to make home improvements or to finance small businesses. Half of the

sample borrows at 60 months, which is the longest maturity available. Finally,

roughly 18% of loans in this period are in default - defined as being delinquent for

more than 120 days.

In Panel B, I present statistics about borrowers’ characteristics. LC only admits

prime borrowers to its platform. Indeed, the average FICO score is 700, and the

minimum score in the sample is 660. A share 19.45% of borrowers’ monthly income

is spent on repaying current debt. Their outstanding revolving balance is $29,413,

which represents 56.43% of the available line of credit. Almost three-quarters are

either on a mortgage or own a house.
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1.3 Measuring Advantageous Selection

1.3.1 Empirical Strategy

To document advantageous selection in loan amount, I exploit the increase in the

maximum loan size that occurred in March 2016. Figure A.5 helps visualizing the

research design. Given the bunching at the previous limit of $35,000, two groups of

people borrowed such amount before the extension. A first group actually wanted

to borrow $35,000, and therefore was not rationed to start with. Together with

these, some borrowers would have preferred to ask for a higher amount but were

capped by the loan limit.

The empirical strategy compares the default rate of observationally equivalent

households who borrow $35,000 before and after the increase in the loan limit (that

is, before and after they are selected on loan amount). After March 2016, borrowers

who would have been rationed without the limit extension can take up larger loans.

Because of that, I expect that those who still decide to borrow $35,000 would have

asked for the same amount under the old cap. Then, the difference in the default

probability around the extension captures the shift in the unobserved quality of

borrowers who choose $35,000 loans.

Given the very simple structure of Lending Club loans, the natural experiment

is surprisingly clean. Three possible outcomes can arise. Suppose risky borrow-

ers now choose larger loans and safe individuals keep asking for $35,000. In that

case, I will observe a decrease in the default rate at this threshold, therefore con-

cluding that the selection is adverse. Instead, the default rate will increase if risky

borrowers stay at the old limit and safe borrowers ask for larger loans, thus finding

advantageous selection. Finally, the no selection case arises if the default proba-

bility does not change, as risky and safe borrowers pick large loans once they are

available.

Crucially, nothing else moves when introducing new menus, neither the credit

model LC uses nor the interest rate for any rating. Also, given that nearly every

loan posted on the platform is funded I am able to rule out any supply effect, and
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conclude that the demand for loans drives all the variation in the quality of borrow-

ers. I consider a loan as in default if LC categorizes it as in Default or Charged Off.

According to LC’s website, a loan is in Default if a payment has been past due for

more than 120 days. It becomes Charged Off when investors should stop expecting

additional payments.

However, differences in the default probability of loans of the same size could

also be driven by time-varying unobserved factors. The composition of borrowers

could change over time due to external factors. If that was the case, disentangling

the effect of amount choice from other drivers would be infeasible. Therefore, I use

a difference-in-differences strategy that compares the default probabilities of other

loans on top of the above variation. The rationale for doing this is two-fold. First,

this variation captures the change in the quality of loans of similar size. Second,

it computes the difference in the default probability across borrowers who do not

apply for the largest possible loan. Therefore, these consumers picked their menus

without any constraint both before and after the extension.

Table A.4 summarizes observable characteristics of borrowers asking for $35,000

before and after the limit increase. Panel A already hints that the ex-post default

rate increases by two percentage points, suggesting that the selection may be ad-

vantageous. Borrowers characteristics in Panel B are similar in all respects, except

for the revolving balance in other accounts. Thus, it is possible to conclude that

some borrowers who asked for $35,000 before March 2016 would have asked more

to repay outside loans had the limit been higher.

The underlying identification assumption is that unobserved trends in loan de-

mand (e.g. economic conditions, meaningful events in LC competitors) do not af-

fect differentially borrowers who choose $35,000 and other bundles in March 2016.

Within this assumption, comparing the ex-post performance of borrowers in the

treated and control amounts allows me to disentangle the effect of the selection on

the amount that followed the increase in the loan limit.

A few factors are supporting this assumption. First, there is no reason to believe

that any shift in loan demand should affect differently borrowers choosing $35,000

and bundles just below the threshold in March 2016. Also, none of LC’s competi-
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tors made meaningful moves that shifted the composition of borrowers from one

platform to another (in line with LC, Prosper had the loan limit at $35,000 in March

2016 and increased it to $40,000 only in May 2018). LC did not change any of the

eligibility criteria, prices charged to borrowers, or its credit scoring algorithm in

March 2016. They made the news about newly available loans via a blog post at

the time of the introduction. It is impossible to find hints that the platform was

about to increase the limit through web searches, nor that users were demanding

such change.

Most importantly, I run an event study to provide more convincing evidence

that the shift in borrowers’ composition occurred precisely when LC introduced

new loans. Finally, using a rich set of time-varying fixed effects - including location,

FICO score among others - allows me to account for unobserved trends common to

borrowers facing the same economic conditions and with equal creditworthiness

at the time of take-up.

1.3.2 Take-up of Larger Loans

First, Figure A.2 shows a substantial decline in the take up of loans at the old loan

limit. While before March 2016 the average frequency was between 15% and 16%

of all loans in my sample, once larger amounts become available, it settles around

12%. The same trend can be seen in Figure A.4. Red bars represent the distribu-

tion of loans before the limit increase. Borrowers prefer round numbers, and in

particular in multiples of $5,000. Most importantly, the loan limit at $35,000 leads

to a strong bunching effect, as it includes people who would like to borrow more.

This effect is more clear once the platform introduces larger loans. Blue bars depict

the distribution of loans after March 2016. While the first observation remains true,

many borrowers choose newly available loans instead of those at the old limit, thus

making the bunching effect weaker.

Nevertheless, while the plots above suggest a weaker take-up of $35,000 loans,

take-up at other size bundles changes as well. Therefore, it is useful to verify that

the increase in loan limit corresponds a drop at the old cap, all else equal. To do
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that, I have to check whether similar borrowers are less likely to take $35,000 loans

once $40,000 loans are also offered in the menu. Therefore, I run the following

regression:

D35ilt = α + βPOSTt + γRatel + Θil + εilt (1.1)

where D35ilt is a dummy that equals one if the loan amount is $35,000, POSTt

is a time-dummy that turns on after March 2016, Ratel is the interest rate on the

loan. Finally, Θil is a rich set of fixed effects that includes maturity, state, 4-digit

range FICO score, employment status, home ownership, income bin, number of

delinquencies, debt-to-income ratio, and default probability fixed effects.

To construct the latter, I perform a random forest algorithm that produces a

default probability for each loan. Starting from October 2015, I estimate the proba-

bility of default using as training set all loans issued in the previous 12 months (i.e.,

starting in October 2014). Thereafter, and until the end of the sample (July 2016),

I also include all loans issued in the previous month. Finally, I categorize loans

in 20 buckets based on their default probability. The advantage of using machine

learning is dual. First of all, it allows me to control for non-linear determinants of

the default probability and to select the main variables that influence it. Second, it

is the best attempt to match what LC does to assign borrowers’ risk grades.

Results of the above regression are shown in Table A.5. The only difference

across the three columns is the sample used. In the regression in the first column, I

include all loans between $20,000 and $35,000. Individuals taking loans after March

2016 are 3.69 percentage points less likely to ask for $35,000 compared to equivalent

borrowers in months before. To better understand the effect, since 15% of people in

my sample borrow $35,000, it represents a drop of roughly 25%. In the second and

third columns I report the same regression results using different samples, $25,000-

$35,000 and $30,000-$35,000, respectively. They show similar patterns, with a drop

of loans at the old limit always larger than 17%. These effects survive the inclusion

of a rich set of fixed effects, including the default probability.

These conclusions allow strengthening the interpretation of the above graphs.

Some borrowers were rationed when the old limit was in place and would have
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borrowed more in the presence of larger loans available. Now it remains to estab-

lish whether safe or risky individuals prefer larger loans.

1.3.3 Evidence of Advantageous Selection

The most basic question of this paper is: does riskiness matter when choosing the

amount of a loan? If it does, which borrowers choose large loans? To document

such an effect, I run a difference-in-differences model to understand the unob-

served quality of borrowers who ask for $40,000. I define a loan as Treated if its

amount is exactly $35,000, then I estimate the following regression:

ylit = α + βDIDlt + Θlit + ε lit (1.2)

where ylit is the outcome variable, DIDlt is a dummy equal to one if loan l is

Treated after March 2016. The main coefficient of interest is β, the difference-in-

differences estimator. In the main specification, the outcome variable is a default

dummy. Therefore, β measures the change in the default rate of treated loans rel-

ative to loans in the control group. I include a granular set of fixed effects to com-

pare borrowers who can choose similar menus, have the same credit risk, and face

similar business cycles. As in the above regression, Θlit includes amount bin, de-

fault probability bin, maturity, state, employment status, home ownership, 4-digits

range FICO score, income bin, debt-to-income ratio bin, and number of delinquen-

cies (all except amount bin interacted with month) fixed effects. I remove the loan

interest rate as that results from borrowers’ choice, thus probably endogenous to

their privately known default probability.

1.3.4 Empirical Results

I report the main results of regression (1.2) using default as outcome variable in

Table A.6. The first column reports a difference-in-differences estimator of 2.33

percentage points. That is, selected borrowers are 2.33 percentage points relatively

more likely to default than those who pick smaller loans. The mechanism is de-

scribed above and depicted in Figure A.5. Once new loans are available, borrowers
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who take up loans larger than the old limit - but would have borrowed $35,000 had

new amounts not been offered - are less likely to default. This finding is evidence

of advantageous selection. The point estimate is statistically significant at the 1%

level, and it is robust across samples including different amount limits. Such effect

survives the inclusion of a granular set of fixed effects. These absorb any variation

in default common to all loans with the same maturity, of borrowers living in the

same state, with the same employment status, etc. In other words, one should inter-

pret this result keeping in mind that I am comparing loans with the same maturity

of observably equivalent borrowers.

The second column exhibits the same regression results after I include twenty

time-varying default probability bins in the set of controls. When added to the

aforementioned set of fixed effects, they allow me to study any difference in de-

fault probability not captured by a random forest algorithm. While slightly smaller,

the advantageous selection remains sizeable and strongly statistically significant.

The DID estimator suggests that new loans at the old loan limit are 1.9 percentage

points more likely to default when compared with other loans in the sample.

Lending Club data allows me to analyze these results more deeply. In fact,

not only can I study the effect of the extension on the extensive margin (i.e., default

probability), but also on the intensive margin. It could be the case that even though

the default probability increases, eventually the principal repaid does not change.

I test this hypothesis by using the share of initial loan eventually repaid as the out-

come variable of regression (1.2). Results are displayed in columns 3 and 4 of Table

A.6. The third column shows a DID estimator of -0.0139, meaning that selected

borrowers pay 1.39 percentage points less of their loan than other borrowers. This

effect is again strongly statistically significant. In column 4, where I add default

probability bin fixed effects, the point estimate drops (in absolute value) to -0.0122,

but it keeps its statistical significance.

These estimates are economically sizeable. Taking into account that the mass

of people who choose larger loans equals 25% of borrowers, the DID estimator

implies that individuals selecting large loans are 7.6 (1.9/25) percentage points less

likely to default than the average $35,000 borrower in my sample, who has an ex-
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post default probability of 19%. Thus, if the difference in default probability comes

only from borrowers choosing large loans, it follows that these are 40% less likely

to default.

Similarly, the estimate in column 4 implies that the share repaid by borrowers

choosing large loans is 4.9 (1.22/25) percentage points larger than those selecting

$35,000 loans. Since the average $35,000 borrower in my sample pays back 78%

of the initial loan, it means that larger loans pay 6.2% dollars more of their initial

debt. These calculations suggest that LC made a win-win choice. Not only it in-

troduced larger loans that led to more fees for the platforms, it also improved the

pool of borrowers sorting into these loans, arguably improving its reputation and

increasing ex-post returns for investors.

It is worth stressing that the change in loan performance found is due to equiv-

alent borrowers who would have most likely chosen $35,000, absent any change in

the platform rules. If the better performance of new loans was only driven by the

extensive margin - that is, borrowers who join the platform only once larger loans

become available - then I would not observe any differential change in the default

rate of already existing menus, as the average type who choose $35,000 would not

differ. Instead, comparing borrowers who choose always-available bundles before

and after the extension allows me to isolate the effect of selection into new bun-

dles of borrowers who would have been on the platform even without the limit

increase.

Finally, a possible explanation to the mechanism described above is that the se-

lection of borrowers changes across the whole distribution of loan amounts. Since

there is significant bunching at multiples of $5,000, it could be the case that once

new loans become available the composition of borrowers change at those bundles

as well. In order to rule out this possibility, I run regression in Equation (1.2) in the

sample of loans strictly smaller than $35,000, using $30,000 as the treated group. If

the above mechanism holds, the DID estimator should be statistically significant,

as the unobserved type of borrowers who choose that threshold after March 2016

changes relative to smaller loans.

I present evidence for this test in Table A.7. None of the two specifications
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shows a significant DID estimator for the $30,000 loan bundle, meaning that the

ex-post performance of loans strictly below $35,000 does not differentially change.

In turns, the selection effect I highlight is specific to loans at the old loan limit, and

due to new borrowers choosing new loans.

Supporting Identification Assumption

The above analysis can measure the selection on loan amount as long as other de-

terminants of borrowers’ creditworthiness do not affect differentially borrowers

taking $35,000 and those taking other amounts in March 2016. For example, it

could be the case that economic conditions (loan demand, meaningful changes at

LC alternatives) drive the choice of borrowers in the same way that the menu ex-

pansion does. If this was true, the DID estimator might be capturing effects not due

to the selection of borrowers into new loans. In order to rule out this possibility, I

run the regression in Equation (1.1) breaking POST into month dummies:

D35ilt = α +
5

∑
t=−5

βtEXPt + γRatel + Θil + εilt

In the alternative story, conditional on a rich set of fixed effects, I should ob-

serve a change in the probability of $35,000 take up before March 2016, and the

above selection would merely pick up a change in the composition of borrowers

due to external phenomena. Instead, under the assumption that the effects I show

in the previous section are due to the increase in the loan limit, I should observe a

shift from the $35,000 bundle precisely in March 2016. Each dot in Figure A.6 rep-

resents the point estimate of the dummy of the correspondent month in the above

regression, together with its 95% confidence interval. I drop the February 2016

dummy to make the comparison more meaningful.

Once I control for characteristics that lead borrowers to make their optimal

choice, there is no pre-trend in the unobserved probability of picking $35,000 loans.

Instead, there is a sizeable drop just after new loans become available, in March

2016. This plot supports the assumption that the increase in the maximum loan

limit induced some borrowers to apply for new loans, not other unobserved events.
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1.4 Understanding the Source of Selection

It is well known that debt relief generosity affects credit supply (Severino and

Brown, 2017) and bankruptcy behavior (Dobbie and Song, 2015; Indarte, 2019), but

their influence over the selection of borrowers has received limited attention from

scholars. Such selection is driven by the interest rate charged by traditional lenders.

In particular, Severino and Brown (2017) show that banks set higher interest rates

where homestead exemptions are larger, as they bear most of the default cost.

My analysis aims at studying whether (and how) the pool of borrowers switch-

ing to LC is affected by the price they face in conventional credit markets. I sub-

divide states into groups of equal size based on their homestead exemption level to

shed light on this issue. For example, when I form four groups, the least bankruptcy-

friendly group includes states with exemptions lower than $20,000. Instead, the

thirteen most generous states have an exemption at least as large as $250,000 (and

eight do not have any limit). As there is significant heterogeneity across groups,

estimating the regression in Equation (1.2) in these different samples allows me to

see how debt relief generosity leads borrowers to make different choices. As al-

ready pointed out, homestead exemption levels were set in the nineteenth century

(possibly not randomly) for reasons unlikely related to nowadays credit markets.

First, Table A.8 reports some relevant information about borrowers in two groups

of states defined as Low Exemption and High Exemption. The first comprises the 24

states with exemptions lower than the median $75,000, while all the remaining 27

are in the second (the two groups are not equally sized as there are five states with

median exemption). Before March 2016, individuals in both groups borrowed just

above $26,000 at a rate roughly equal to 13%. Consumers in High Exemption states

prefer shorter loans, which translates into a higher monthly installment. Most im-

portantly, the default rate is 18% in both states. The average borrower in both

groups has a 699 FICO score and a debt-to-income ratio just below 20%. Resi-

dents of high exemption states earn $5,000 larger incomes and are less indebted by

$3,000. Also, they are as likely to have been delinquent in the previous two years,

and more likely to rent their home rather than being on a mortgage.
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First of all, I check whether borrowers in the two groups of states differ in their

probability of choosing newly available loans. To test this, I estimate the following

difference-in-differences regression:

D35ilst = α + βDIDst + γRatel + Θlit + εilst (1.3)

where D35ilst is a dummy that equals one for $35,000 loans, while the dummy

DIDst turns on for loans in High Exemption states after March 2016. Remaining

variables are the usual controls: Ratel is the price of the loan, and Θlit is the above-

defined set of fixed-effect. The coefficient of interest is β, as it measures the differ-

ential take-up of $35,000 loans in the two groups of states after March 2016.

Results are reported in Table A.9. As in previous cases, the only difference

between the two columns is the inclusion of the default probability bin fixed ef-

fects. The difference-in-differences estimator is not statistically significant in both

columns. There is no differential take-up of larger loans after March 2016 between

the two groups of states. If this was the case, any heterogeneous selection across

states could have been related to different preferences for loan amount. Instead,

any selection in the analysis that follows has to be linked to the unobserved quali-

ties of borrowers.

As anticipated, the main test of this section consists in estimating the regression

in Equation (1.2) in different samples. First, I only consider two groups called Low

Exemption and High Exemption states. Second, I further split every sample in two,

forming four groups. Main results are reported in Table A.10 and Table A.11.

In the analysis reported in Table A.10, I split the sample into states whose home-

stead exemption is below and above the median $75,000. The first column sum-

marizes results in the Low Exemption group. Interestingly, the point estimate is

very close to zero and not statistically significant. This result means that in states

more hostile to bankruptcy filers the relative quality of selected borrowers does not

change. Thus, the average quality of borrowers choosing $35,000 and $40,000 after

March 2016 is the same.

The second column reports the opposite result. Here, the relative increase in de-
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fault probability amounts to 3 percentage points, suggesting that selected borrow-

ers are of poorer quality, as safer individuals prefer larger loans. The coefficient is

strongly statistically significant despite the richest set of fixed effects (which com-

prises default probability bins, interacted with months). Taking the two columns

together, it is clear that the effect seen above in Table A.6 is entirely driven by the

selection in more generous states.

Using the same back of the envelope calculations I used in the previous para-

graph, these estimates imply that, in states with high exemptions, borrowers choos-

ing large loans are 12.5 (3/25) percentage points less likely to default, compared to

$35,000 loans (whose average default probability is 19%). That is, in these states

switching borrowers who choose large loans are 65% less likely to default.

The previous results are not only true in the extensive margin, but also in the in-

tensive margin. In the third column, there is no evidence of a significant difference

between the share of the initial loan repaid by selected borrowers in states with

lower-than-median exemption. Instead, in the last column I show that the share re-

paid by selected borrowers in High Exemption is 1.78 percentage points lower than

other borrowers.

Finally, to deliver more convincing evidence, I split the above two samples fur-

ther. Table A.11 reports the results of the same regression, this time with four

samples with increasing levels of debt relief generosity. Column one reports the

results in states with the lowest level of exemptions, while the last sample consid-

ers the most generous states. Conclusions do not change. Borrowers’ quality in

states more hostile to bankruptcy filers does not show any differential change. In-

deed, difference-in-differences estimators in the first two columns are both not sta-

tistically significant. Instead, estimators in the third and fourth columns are both

strongly significant and sizeable, as they both show a 3 percentage points increase

in bankruptcy probability.

The last test I run is possibly the more convincing. As I have established that

there is no selection in states whose exemption is below the median, I can add

states to the sample one level of exemption at a time and observe any pattern in the

DID point estimate. I plot the observed point estimates, together with their 95%
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confidence intervals, in Figure A.7.

The first coefficient on the left is the same shown in the first column of Table

A.10. Indeed, it is very close to zero and not statistically significant. As I add

states to the sample, one level at a time, the DID estimator starts increasing while

still being not statistically significant. It shows any relevance when I add states

with homestead exemption at least equal to $165,500. And as I enrich the sam-

ple, it keeps being significant and with a higher magnitude. This trend is the sec-

ond interesting fact. Advantageous selection is almost monotonic in the debt relief

generosity. That is, the vast majority of safe borrowers who switch to LC live in

bankruptcy-friendly states and are, therefore, likely to face higher banks’ interest

rates.

1.5 A Simple Model of Debt Refinancing

The above empirical evidence is counter-intuitive. Banks tend to lower credit lim-

its avoid excessive borrowing by high-risk individuals (Jambulapati and Stavins,

2014). Similarly, standard models predict that low default costs (such as high

homestead exemptions) lead banks to set higher interest rates, which lead the way

to adverse selection. To reconcile my empirical findings with a theoretical pre-

dictions, my model has to consider i. the current equilibrium in credit markets

and ii. the reason why individuals borrow from LC. To this extent, I have already

shown in Table A.3 that more than 85% of LC borrowers use their loans to repay

existing debt. Interestingly, in Table A.12 I run the usual difference-in-differences

regression in Equation (1.2) in the sub-sample of borrowers who use LC loans for

purposes other than refinancing, and I do not find any evidence of selection. This

is true both when I consider the whole sample (column 1) and when I split the

sample in lower-than-median and higher-than-median exemption states (columns

2 and 3). Therefore, in my model, borrowers make an effort to search for lenders

charging lower interest rates. Once they find it, they decide how much to borrow

to minimize future cash flows.

Each household lives for one period. At the beginning of the period, she faces
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uncertainty over her disposable income (w). For simplicity, I assume this is ei-

ther positive (w) or equal to zero. Borrowers’ heterogeneity lies in their exogenous

probability of default (pi). She has an outstanding debt (k) she wishes to refinance.

Such debt expires in the next period and carries an interest rate rB. Each borrower

chooses how much effort (t) to exert to find a new lender. Given the effort, she

finds a cheaper lender with probability α(t), an increasing and concave function of

the effort. Yet, searching costs c(t), an increasing and convex function of the effort

exerted.

If she finds a lender (for example, LC), she chooses how much to borrow (d).

This debt has the same maturity as external debt, but she pays an interest rate

rLC. After a loan is funded, she pays an origination fee (δ) upfront. That is, this is

deducted from the money received from the lender. Therefore, each borrower actu-

ally gets d(1− δ). In the bad state of the world, she defaults on her LC and external

debt. The default cost is fixed (Θ), representing stigma, the impossibility of future

borrowing, etc. If she defaults, she only repays a share θ of the outstanding debt

with the new lender.8 Finally, households own a house of value H and, depending

on the states a household resides in, she is subject to a homestead exemption (e).

Household i maximizes her expected utility in the payment period. Denoting

with ULC and UB households’ utilities if they switch to LC or stick with traditional

bank, respectively, they are defined as follows:

E[ULC] = (1− pi)u(cLC
N ) + pi

(
u(cLC

D )−Θ
)

E[UB] = (1− pi)u(cB
N) + pi

(
u(cB

D)−Θ
) (1.4)

where u(c) is an increasing and concave function of consumption, and subscripts

N and D denote consumption in the non-default and default states, respectively.

Therefore, the final maximization problem looks as follows:

max
d,t
{α(t)E[ULC] + (1− α(t))E[UB]− c(t)} (1.5)

8 This is motivated by the fact that in case of default LC ”makes a reasonable effort to recover
the money owed to investors”. While it is true that traditional lenders could do the same, the
predictions of the model are not affected by the settlement borrowers negotiate with them.
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subject to the following budget constraints:

cLC
N = w− d(1 + rLC)− (k− d(1− δ)) (1 + rB) + H

= w + d [(1− δ)(1 + rB)− (1 + rLC)]− k(1 + rB) + H

cLC
D = min{e, H} − θd

cB
N = w− k(1 + rB) + H

cB
D = min{e, H}

(1.6)

When they do not default, borrowers consume their income w after repaying all

their debts to LC and traditional banks. Also, they consume their housing wealth.

In default, they enjoy their housing wealth only up to the exemption limit.

The first order condition with respect to d is then:

(1− pi)u′(cLC
N ) [(1− δ)(1 + rB)− (1 + rLC)] = piu′(cLC

D )θ (1.7)

The interpretation of this first order condition is very intuitive. Conditional on

finding LC and refinancing, borrowers have to equate the marginal benefit (the

savings on interests paid on their outstanding loans) with the marginal cost (the

marginal settlement in case of default). Moreover, the necessary condition for an

internal solution is that the interest rate savings must be positive, accounting for

entry fees. That is:

(1− δ)(1 + rB)− (1 + rLC) > 0

The first order condition with respect to t is:

α′(t)(E[ULC]−E[UB]) = c′(t) (1.8)

That is, the marginal gains from exerting effort (gain in expected utility) must equal

marginal costs. Moreover, the gain in expected utility over the status quo is a neces-

sary condition for exerting any effort.

It is this last FOC that allows me to interpret my empirical findings. As ex-

plained above, without searching for new lenders, borrowers pay rB on their bank

loans. In order to understand why the advantageous selection comes from states
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with higher exemption levels, it is necessary to analyze the equilibrium in tradi-

tional credit markets.

From a bank’s perspective, the expected loss in case of a borrower’s default is

higher when such borrower can keep a portion (or sometimes the entire) house of

residence. Therefore, it is optimal to set a higher price rB(e). Severino and Brown

(2017) note that risk-neutral banks’ break-even condition for a loan of size k is:

(1 + r f )k = Ẽ
[

min
{
(1 + rB(e))k, max{H − e, 0}

}]
(1.9)

With a constant left-hand side, as e increases banks must raise rB(e) to be remu-

nerated for risk-bearing. They also provide empirical evidence for this prediction.

They show that interest rates on unsecured credit tend to be higher in states with

higher debt relief generosity. They explain these findings with a high demand for

unsecured debt. Therefore, it is likely that LC borrowers face different outside op-

tions. In particular, LC borrowers living in states with high exemptions are likely

to face higher rB(e).

The assumption that LC’s interest rate rLC does not depend on the state of res-

idency seems strong, but the data back it. In the next section, I show that, while I

cannot access LC’s current credit scoring algorithm, I can exclude that the variation

in the interest rate charged is affected by the state of residence. Moreover, looking

at old versions of LC’s website through the Internet Archive’s Wayback Machine,

it is clear that when the algorithm was published, none of the criteria was about

the location of loan applicants.9

From the above logic, all else equal, the pool of individuals who are willing to

borrow from traditional banks will be different across states. It will be worse in

states with higher exemption because of the higher price. However, conditional

on borrowing (as every LC borrower has also external debt), it follows that the

safest borrower in high exemption states pays a higher premium over her sym-

metric information interest rate relative to an identical borrower in states with low

exemptions. Therefore, it is intuitive to conclude that safe borrowers in high states

9 https://web.archive.org/web/20121031160219/http://www.lendingclub.com/public/how-
we-set-interest-rates.action
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are more likely to look for better credit conditions elsewhere.

I can formalize this prediction by studying the sensitivity of the optimal effort

exerted with respect to the interest paid on borrowers’ current debt rB. By applying

the Implicit Function Theorem to the first order condition in Equation (1.8):

∂t∗

∂rB
= −

α′(t)(1− pi)
[
u′(cB

N)k− u′(cLC
N )(k− d(1− δ))

]
α′′(t)(E[ULC]−E[UB])− c′′(t)

(1.10)

If consumers’ consumption is higher when they switch to LC, which is always

true under the FOC in Equation (1.7), the numerator is positive. Moreover, from

the FOC in Equation (1.8), it must be the case that

E[ULC]−E[UB] > 0

Therefore, for a concave α(t) and a convex c(t), the above sensitivity is positive.

Accordingly, all else equal, borrowers that face higher interest rates are more likely

to exert more effort to find cheaper loans.

The positive selection arises from the fact that borrowers have to pay a search

and a switching cost to save on their interest payments. Intuitively, for someone

that is sure to default there is no reason to search for cheaper loans. Formally,

taking the sensitivity of the optimal effort with respect to default probability yields

the following:

∂t∗

∂pi
= −

α′(t)
[
u(cB

N)− u(cLC
N )
]

α′′(t)(E[ULC]−E[UB])− c′′(t)
(1.11)

As in the previous case, if consumption in the non-default state is higher when

switching to LC, this derivative is negative. That is, keeping everything constant, a

riskier borrower exerts a lower effort to find a cheaper lender. Thus, they are more

likely to find themselves at the stage of choosing the loan amount, conditional on

finding LC.



CHAPTER 1. ADVANTAGEOUS SELECTION IN FINTECH LOANS 42

1.5.1 Testing Model Predictions

The data and the setting largely justify the assumptions I make in this model. First,

I assume LC’s interest rate rLC does not depend on the state of residence. This

pricing model is arguably suboptimal from LC’s perspective. By charging higher

prices, they could be able to make up for higher expected losses given default. In

Figure A.8 I plot the R-squared of eight regressions of the same dependent variable

(interest rate), on a richer and richer set of controls. Once I add states to previous

controls (in Model 7), there is no gain in the explained variance of rLC, thus hinting

that borrowers do not pay different rates based on where they live.

It could also be that LC is simply pricing loans wrongly. In this case, borrow-

ers in states with a high exemption are implicitly subsidized by those in more

bankruptcy-hostile states. Yet, if this were true, I would also observe different post

charge-off recovery, namely lower settlements in more generous states.

First, in Table A.13 I rule out mispricing by LC. In the first column, I report the

result of a regression of the post charge-off recovery on a High Exemption Dummy

and a rich set of controls. Similar borrowers do not settle for a different payment in

the two groups of states, leading to the conclusion that the typical LC’s borrower

should not expect to be shielded against the platform’s attempt to be repaid de-

pending on her residency. The same conclusion follows from the second column.

Here I use the percentage of the outstanding debt recovered, and it does not seem

advantageous to live in states with higher exemption.

While I cannot directly observe the outside options that LC borrowers face (i.e.,

the interest rate on their outstanding loans), I can test whether they have differ-

ent debt stocks before applying for a loan on LC. By assuming an inverse relation

between loan demand and price, observing differential indebtedness would imply

that interest rates faced are also different. Absent any difference in the rate charged

by banks and in the exemption level, identical borrowers should not have different

loan demand. If one allows the exemption to vary, keeping rate fixed, it should be

optimal to borrow more in more generous states. Then, observing lower debt stock

in High Exemption states could be evidence of the fact that banks mitigate excess
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borrowing by charging higher prices.

I test this hypothesis by running a regression of several debt classifications -

the total outstanding debt (excluding mortgages), the installment loans balance,

and the revolving balance - on a High Exemption Dummy, controlling for a large set

of observable characteristics. I only use loans issued before March 2016 to avoid

overlap with new menus offered, but results are robust when using an extended

sample.

Results are reported in Table A.14. The dummy of interest is always negative

and strongly significant, except the third column on revolving debt. In particular,

the first column shows that households applying to LC living in generous states

have $1,947 lower total debt stock than identical borrowers in other states. While I

cannot perfectly disentangle the price effect from other confounding factors, such

a differential take-up is evidence of a different interest rate faced.

Similarly, the second column shows results of the identical regression using the

balance in installment loans (e.g., auto loans) as the dependent variable. As in the

previous case, the coefficient on the exemption dummy is negative and strongly

statistically significant. Borrowers in states with high exemption have $1,565 lower

debt to be paid in installments, suggesting that also in this case households may

face differential banks’ rates. Only in the last column, using revolving debt balance

as dependent variable, such dummy is not significant. All in all, given the above

discussion about exemption level, bank rates, and loan demand, this evidence is

suggestive of different prices faced by borrowers depending on the exemption they

are subject to.

In the model, the nature of private information is the probability of realization

of the bad state of the world. More realistically, borrowers’ private information

stems in their future ability to repay their debt. One measure of such ability is the

FICO score. LC distributes a Payments dataset that contains the time series of all

payments made, together with the FICO score at the time of each payment date. I

construct a new variable:

∆FICO = FICOissue − FICOlast
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to study how borrowers’ credit score evolves over the life of the loan. Then, I run

the regression in Equation (1.2) using the above variable as the outcome. If it is

the case that borrowers have private information about their future income shocks,

these are likely to appear in worse FICO scores. Results are in Table A.15.

The first column of table A.15 shows the results using the entire sample. As the

model predicts, selected borrowers have a FICO score decline at least 2.8 points

higher than other borrowers. This point estimates are statistically significant at the

1% level. Interestingly, the average LC borrower sees her FICO score decreasing

over the relationship with the platform. Yet, this evidence confirms that borrowers

at the old limit deal with worse income shocks and thus are more likely to default.

The second and the third columns show the estimates of the identical regres-

sion, but this time dividing states above and below the median exemption. This

evidence corroborates the fact that it is only in High Exemption states that LC mem-

bers display private information about their future income shocks. The DID es-

timator in the second column, which only includes less generous states, does not

show any relative difference in the FICO score of borrowers treated and in the con-

trol group. Instead, in the third column, when I only look at individuals in states

above the median exemption, the DID estimator shows a relative decline of 3.3

scores for $35,000 loans, compared to other size bundles. Therefore, it is exactly in

these states that private information leads borrowers to choose different loan size

choices.

To provide further evidence on the private information underlying size choice,

it is useful to look at the performance of $40,000 loans. If it is the case that borrow-

ers choosing the new maximum are less likely to be exposed to negative income

and creditworthiness shocks, then in turns, their ex-post default probability should

be lower than borrowers choosing $35,000. It turns out that the default probability

of $40,000 loans issued after March 2016 is roughly 11%, against 20.5% at $35,000.

Yet, characteristics of borrowers choosing these two bundles could be different.

Thus, it is more convincing to test this hypothesis using the regression in Equa-

tion (1.2), this time including newly available loans in the sample. It is important

to point out that I am not perfectly able to measure selection for new loans, as I do
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not have a proper counterfactual for these borrowers. Therefore, it is possible that

the results are affected by individuals who applied for a loan only because $40,000

was available, and would not have signed up before March 2016. Although this is

not likely to have happened, as they had the alternative to ask for a smaller loan, I

cannot test this assumption. With this potential caveat in mind, I report evidence

for this prediction in Table A.16

The estimates in the first column use the entire sample. The DID estimator

shows a relative increase in default probability of selected borrowers by 2.31 per-

centage points compared to other loan sizes. It is statistically significant at the

1% level. To understand how the default probability of borrowers choosing new

loans compares to the treated group, it is useful to compare this point estimate

with its equivalent in the second column of Table A.6. In both cases, the regression

compares identical borrowers choosing different loan amounts before and after the

maximum amount increase. Table A.16 only adds loans larger than $35,000 in the

sample. Thus, the only reason why the last point estimate is 0.42 percentage points

larger than its parallel in Table A.6 is that the relative performance of selected loans

is even worse when compared to larger ones.

The second and the third columns of Table A.16 display the results of the identi-

cal regression in states with low and high exemptions. I do this to verify that safer

borrowers choose large loans especially in states where the interest rate differential

is higher. If this is the case, I should not observe any relative difference with the

results in Table A.10 in states with lower than the median exemption. It is only in

more generous states that borrowers choose loan size based on their private infor-

mation. Therefore, my model implies that large loans are less likely to default than

smaller loans only in the second group of states.

Results confirm this thesis. The second column, which focuses on less generous

states, does not show any differential performance of selected loans. This is the

same result I show in the first column of Table A.10. On the contrary, the DID

estimator in the third column is significant at the 1% level and suggests a relative

increase in default probability of selected borrowers of 3.5 percentage points. To

complement this analysis, this point estimate is 0.5 percentage points higher than
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its equivalent in Table A.10. This difference implies that once new loans are added

to the sample the performance of borrowers choosing the old limit is even worse,

indicating that large borrowers have a lower default probability.

1.6 Conclusion

The growing literature on fintech lending still lacks evidence on how borrowers

choose marketplace lenders based on their private information. In this paper, I

document advantageous selection in loan amount in the context of the online un-

secured credit market. In particular, I show that safer borrowers choose large loans

in bankruptcy-friendly states. In the theoretical model, I argue that this is because

the main gain from switching to online markets to refinance debt is represented

by interest rate savings. Under asymmetric information, traditional lenders set

higher prices where exemptions are more generous, which lead to adverse selec-

tion. Therefore, when a low-cost competitor enters the market, the safest borrow-

ers have the highest incentives to refinance their loans. Instead, risky borrowers

are not willing to bear the costs and stay with their current lenders.

This work is the first to document empirically advantageous selection in unse-

cured loans. It is relevant as it shows how fintech lenders can beat conventional

banks in attracting safe borrowers by offering simple contracts and sizeable price

savings. It is important for policymakers to investigate which borrowers switch to

less regulated online lenders, and why. In fact, as the market share of these players

grows, so does the share of borrowers that are not subject to standard regulation.

Understanding these incentives is crucial to limit (and possibly govern) their im-

pact on financial stability.



2. Broadband and Bank Intermediation

ANGELO D’ANDREA, MARCO PELOSI AND ENRICO SETTE1

2.1 Introduction

The arrival of fast internet has been one of the most disruptive innovations in his-

tory and as such, it had a substantial impact on economic activity. The availabil-

ity of a massive amount of information, together with the ability to communicate

them quickly, transformed the size and the operations of many industries. As an

information-intensive business, banking was particularly prone to this transforma-

tion.

When information flows are limited, banks face higher information asymme-

tries, communication costs, and more severe agency problems (Leland and Pyle,

1977). Innovation in information technology, from hardware such as computers

and phones, to software such as credit scoring and client profitability programs,

mitigates these frictions and can play a crucial role in shaping banking activity

(Mishkin and Strahan, 1999). As proof of this, banks have long relied on cutting-

edge technologies to deliver innovative products, streamline loan making pro-

cesses and improve their back-office efficiency (Frame et al., 2018).

Despite its relevance, and the importance of the banking industry for the econ-

omy (Levine, 1997), the evidence on the effects of the arrival of fast internet on the

activity of banks, in particular lending, is scant.2 A key reason for this is the lack of

high quality administrative data and of an identification strategy to deal with the

endogeneity of the introduction of internet.3

1 We benefited from helpful comments from Francesco Decarolis, Marco di Maggio, Nicola Gen-
naioli, Nicola Limodio, Daniel Paravisini, Nicolas Serrano-Velarde, Fabiano Schivardi, Emanuele
Tarantino and seminar participants at Bocconi University and the Bank of Italy.

2 D’Andrea and Limodio (2019) is an exception. They focus on the effects of high-speed internet
in Africa, and show that fast internet favored new financial technologies in the interbank market,
thus alleviating banks’ liquidity risk and promoting lending to the private sector.

3 By contrast, a large literature studies the effects on the banking industry of regulatory reforms
(Bertrand et al., 2007), removals of barriers to entry (Cetorelli and Strahan, 2006), shocks of various

47
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This paper studies the effect of access to broadband internet on bank credit to

non-financial firms, and it sheds light on the mechanisms behind this effect. We

focus on supply and show that fast internet affects banks’ organizational design,

with effects on productivity, market geography and local banking competition. We

resort to a unique granular dataset from Italy, that includes detailed information

on the dates of broadband internet arrival and on the geographical location of the

necessary infrastructure. This information is matched with loan level data from

the comprehensive Italian credit register and with other administrative details on

the location of bank branches and on banks’ assets, liabilities, and employees. We

observe these data between 1998 and 2008, that are the years marking the expan-

sion of broadband internet in Italy, and perform an econometric analysis based on

instrumental variables (IV).

Measuring the impact of access to broadband on credit is challenging. Since

high speed internet is not randomly assigned to municipalities, bank credit could

be affected by hidden factors other than (but related to) broadband connection.

To deal with this source of endogeneity, we use an instrumental variable strategy

and leverage the position of the municipality in the pre-existing voice telecom-

munications (telephone) infrastructure, to instrument for broadband availability

(Campante et al., 2018).

As fast internet services in Italy could only be offered in municipalities con-

nected to high-order telecommunication exchanges via optic fiber, we use the dis-

tance between the municipality centroid and these exchange infrastructures (a proxy

for the required investment to connect the municipality with the fiber) as a source

of variation for the availability of high-speed internet (Ciapanna and Sabbatini,

2008). Because the pre-existing telecommunication network was not randomly

distributed, our instrumental variable relies on the interaction between the above

mentioned distance and a dummy variable for the period after broadband internet

became available. Our identification assumption is that, whatever correlation ex-

isted between the distance and relevant municipality characteristics, this did not

nature (financial, real, natural disasters), institutional quality, and even the role of culture and eth-
nicity (Caprio et al., 2007; Grosjean, 2011; Calomiris and Carlson, 2016; Pascali, 2016; Fisman et al.,
2017; D’Acunto et al., 2019).
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change at the time of the introduction of broadband for reasons other than broad-

band itself. Results from our 2SLS estimates shed light on the causal effect of fast

internet on bank credit.

The latter is an equilibrium outcome, that takes into account both demand and

supply. The effect of internet on credit demand has been only indirectly docu-

mented in the literature, by focusing on firm’s productivity (Akerman et al., 2015).

On the other hand, and although there is consensus that information technologies

have revolutionized the way lending is conducted by traditional banks (He et al.,

2021), the evidence on the effects of fast internet on banks’ internal activity and

their organizational design remains relatively scant. For that reason, in this paper

we are mostly interested in how broadband internet affects bank credit supply.

The granularity and the structure of our data help us isolating credit supply

from other counfounding factors. Similar to Khwaja and Mian (2008), in the most

demanding specification we exploit the panel structure of the data and the diffu-

sion of multiple bank relationships in Italy (Gobbi and Sette, 2014) to compare the

amounts of credit extended to firms that have relationships with banks in munici-

palities served differently by broadband. In this way, we are able to isolate credit

supply from demand, and we can exclude that total credit variation is driven by

firm-specific needs (which in turn may be affected by broadband availability). We

use high dimensional fixed-effect regressions that control for time-varying firms’

loan demand and for features specific to the firm-bank-municipality relationship.

Finally, we add bank-year fixed effects to control for time-varying credit variation

that originate from bank-specific policies.

Italy represents an ideal laboratory for our analysis. First, the long history of hu-

man settlement in the country allowed for the existence of several relatively small

municipalities located at short distance from one another, often separated by ge-

ographical barriers (rivers, lakes, mountains). This creates large variation in the

distribution of the infrastructure needed to bring broadband to different munici-

palities, which often have a very similar level of economic activity and develop-

ment and are just a few miles away. Second, Italy in our sample period did not

experience an especially fast growth in credit, nor it experienced a housing bubble,
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contrary for example to the US, UK, Ireland or Spain. Third, Italy is a developed

economy, mostly bank dependent, with an economic structure similar to that of

other major countries. Finally, Italy has very granular administrative micro-data

that are crucial to implement our identification strategy.

The main findings from our empirical analysis can be summarized as follows.

We find a positive and statistically significant effect of broadband internet on

the extensive and the intensive margin of the credit relationship. Going from zero

to high broadband coverage is associated with an increase in the number of loans

issued by banks of 12% (0.08 of a standard deviation, s.d.), and an increase in the

amount of credit granted of 28% (0.13 of a s.d.).4 Then, we find a negative and

statistically significant effect of broadband on the price of bank credit. Moving

from zero to high coverage of high-speed internet is associated with a decrease in

the average interest rate of 30 b.p. (0.18 of a s.d.). This result is ex-ante not-obvious,

and leads us to deeply investigate the effects of broadband on bank credit supply.

When restricting the analysis on credit supply by controlling for firm-level demand

for credit, we find that branches in municipalities reached by fast internet expand

their amount of credit 19% more than other branches (0.14 of a s.d.).

To qualify the effect of broadband internet on bank credit, we focus on credit

supply and study how banks’ productivity, geographical scope and local competi-

tion are affected by fast internet. As far as the first is concerned, we show that the

lending efficiency of banks, measured by banks’ labor productivity and credit qual-

ity, increases as a consequence of broadband availability. Internet helps increasing

credit extended per employee by 24%. Standard models suggest that a surge in

loan supply may lead to a worse quality distribution (Berger and Udell, 2004; Foos

et al., 2010). If anything, in our setting we find that credit quality improves, as the

share of non-performing loans (NPLs) per bank decreases. These findings are in

line with Petersen and Rajan (2002) and Berger (2003), who argue that richer hard

information and more efficient back-office technology helps both ex-ante screening

and ex-post monitoring.

4 ”High” broadband coverage means at least 75% of the population in the municipality con-
nected to fast internet.
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Moreover, the geographical reach of banks widens. Banks operating in munici-

palities reached by fast internet expand their markets beyond standard geographi-

cal borders, which typically coincide with provinces. In fact, we find that they are

more likely to originate loans outside the province where they are located. In addi-

tion, the physical distance between banks’ municipality and borrowers increases,

too. These results are consistent with the view that improved screening and mon-

itoring, together with a reduction in communication costs, allow banks to reduce

the dis-economies of distance (Berger, 2003; Felici and Pagnini, 2008).

Finally, municipalities reached by fast internet experience a rise in banking com-

petition. This is confirmed by the increase in the number of available bank brands

in the municipality, together with the dynamics of standard proxies of competi-

tion. The concentration ratio of the top 5 and top 3 banks decreases, as well as

the Herfindahl–Hirschman index (HHI) of deposits. Consistently, we find that in-

creased competition pushes down loan prices (in line with Hauswald and Marquez

(2003); Vives and Ye (2021)).

The arrival of fast internet has additional effects on banks and borrowers. To

this extent, we find that banks tend to implement internal credit reallocation across

municipalities, with new loans managed by larger, more distant branches. In the

test using granular data, we show that broadband internet does not have any effect

on credit supply from branches located in small municipalities.5 Indeed, banks also

tend to open new branches in places reached by fast internet, but not when these

places are small. Access to high-speed internet creates digital highways that carry

bank credit from connected peripheries to the center, i.e. from smaller municipal-

ities connected to broadband towards bigger municipalities. Yet, this local credit

desertification is not accompanied by slower economic growth. Broadband access

boosts GDP per capita both in bigger and smaller municipalities, showing off the

virtues of the credit flows that broadband contributes to create.

Our results are robust to several robustness checks, most notably, different mea-

sures of broadband coverage and the inclusion of several control variables at the

5 We define a municipality as small if its population is below the in-sample median of 4,639
inhabitants.
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municipality level, that aim to control for municipality time trends. We also run

placebo IV specifications for the years before fast internet was available, and simu-

late internet availability as if we were in the post broadband period. Reassuringly,

we find no impact of broadband internet on bank credit.

This paper builds and extends on different strands of the literature. It con-

tributes to the broad literature on the effects of new telecommunication infrastruc-

tures on the economy (Roller and Waverman, 2001; Forman et al., 2009; Czernich

et al., 2011; Kolko, 2012; Akerman et al., 2015; Pascali, 2017; DeStefano et al., 2018;

Donaldson, 2018; Steinwender, 2018; Hjort and Poulsen, 2019). In this respect,

it is one of the few that concentrate on the role of ICTs on banking. D’Andrea

and Limodio (2019) exploit the staggered arrival of fiber-optic submarine cables in

Africa and show that high-speed internet lifts banking. They highlight one possible

mechanism behind this effect that is related with more efficient interbank markets.

Lin et al. (2021) study China in the late 19th century and show that the telegraph

significantly expanded banks’ branch networks. This paper adds to the existing

literature by focusing on a specific technology, broadband internet, and a specific

instrument, enhanced bank credit to firms, and by showing the channels through

which it operates.

The paper also contributes to the literature on information technology and bank-

ing, by showing the effects of broadband internet on bank lending and on banks’

organizational design. Hauswald and Marquez (2003) provide a theoretical frame-

work on the effects of new information technologies on loan prices and competi-

tion. They show that the advent of new information technologies generates am-

biguous effects depending on whether these technologies are easily available to

all competitors rather than being of exclusive use to some of them. Using simi-

lar arguments, Vives and Ye (2021) show that IT progress involves an increase in

competition intensity when it weakens the influence of bank-borrower distance on

monitoring costs. Petersen and Rajan (2002) and Berger (2003) provide intuitions

and empirical evidence on the effects of new technologies on the distance between

lenders and borrowers. New technologies allow financial intermediaries to substi-

tute soft information with hard information, thus increasing the distance between
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borrowers and lenders. Related to this topic, Felici and Pagnini (2008) find that

the geographical reach of entry decisions increases for those banks that resort more

to information and communication technologies, and that the latter has important

pro-competitive effects. On a similar vein, Degryse and Ongena (2005) and Keil

and Ongena (2020) show the effects of technologies on bank organizational struc-

ture, with a particular emphasis on de-branching. In a recent paper, Ahnert et al.

(2021) show that job creation by young firms in the US is stronger in counties that

are more exposed to IT-intensive banks. The paper is also close to the literature on

internet banking and bank performance (DeYoung, 2005; Ciciretti et al., 2009) and

that of information technology and financial stability (Pierri and Timmer, 2020).

Finally, the paper builds a bridge between the traditional literature on technol-

ogy and banking and the fast growing literature on FinTech (De Roure et al., 2016;

Buchak et al., 2018; Tang, 2019; Braggion et al., 2020; Di Maggio and Yao, 2020),

which documents the economic effects of state of the art financial technologies.

To conclude, our paper contributes to the large literature on information in fi-

nancial intermediation (Leland and Pyle, 1977; Campbell and Kracaw, 1980). Stiglitz

and Weiss (1992) show that despite the richer strategy space available to lenders,

market equilibria can be characterized by credit rationing if information asymme-

tries are relevant. New technologies such as credit scoring (Einav et al., 2013), fax

machines, or internet can help reduce these information asymmetries and improve

bank lending (Liberti et al., 2016; Liberti and Petersen, 2019).

The rest of the paper is organized as follows. Section 2 presents the institutional

background in Italy. Section 3 describes our data. Section 4 presents the empirical

specifications and the identification strategy. Section 5 shows the main results with

robustness checks. Section 6 elucidates the mechanisms behind our findings. Sec-

tion 7 discusses the effects of new digital highways on bank credit. Finally, Section

8 concludes.
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2.2 Institutional Background

Italy represents an ideal laboratory for our analysis. First, the long history of hu-

man settlement in the country allowed for the existence of several relatively small

municipalities located at short distance from one another, often separated by ge-

ographical barriers (rivers, lakes, mountains). This creates large variation in the

distribution of the infrastructure needed to bring broadband to different munici-

palities, which often have a very similar level of economic activity and develop-

ment and are just a few miles away. Second, Italy in our sample period did not

experience an especially fast growth in credit, nor it experienced a housing bubble,

contrary for example to the US, UK, Ireland or Spain. Third, Italy is a developed

economy, mostly bank dependent, with an economic structure similar to that of

other major countries. Finally, Italy has very granular administrative micro-data

that are crucial to implement our identification strategy.

2.2.1 Broadband Internet

Broadband internet connection in Italy has been traditionally provided through

asymmetric digital subscriber lines (ADSL). ADSL technology is a data communi-

cations technology that enables faster data transmission than a conventional voice-

band modem, and it was introduced by the Italian telecommunications incumbent

operator, Telecom Italia, in 1999. The development of the ADSL infrastructure was

relatively slow in the first years. By the end of 2000, only 117 out of 8,100 Ital-

ian municipalities had access to the new technology. Instead, it sped up sensibly

during the subsequent years. By the end of 2005, about half of all municipalities

owned an ADSL line, accounting for approximately 86% of the population. Fig-

ure B.1 reports the time series of broadband adoption in terms of the number of

municipalities with ADSL access, between 2000 and 2008. Given the low access

and penetration rates until 2001, we consider this as the last “pre-broadband” year

throughout our analysis.

ADSL technology relies on information transmission over conventional copper
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phone wires. Henceforth, ADSL access depends crucially on the user’s position

in the pre-existing voice telecommunications infrastructure. Technically, the voice

telecommunications infrastructure consists of three levels: the Line Stage (LS), the

Urban Group Stage (UGS), and the Transit Group Stage (TGS). The LS is the last

structure where all the providers connect with their equipment, after which the fa-

mous last mile that reaches the end-users begins. In Italy, the 10,500 LSs are linked

to one of the 628 UGS, which are connected to one of the 65 TGS. To complete the

physical architecture of the network, some TGSs are tied to the three international

gateways (Milan, Rome, and Palermo), which allow for international communica-

tions.

Two parameters are of specific importance for ADSL deployment and perfor-

mance. The first is the distance between the end user’s premises and the closest

telecommunication exchange (the LS), known as the “local loop”. If the length of

the local loop is above a certain threshold, the ADSL connection cannot be imple-

mented through traditional copper wires, but it needs fiber optic cables. The sec-

ond is the distance between the LS and the closest higher-order telecommunication

exchange (the UGS). Independently from the length of the local loop, for ADSL to

be available, the connection between the LS and the UGS must be through fiber

optic cables. In Italy, the length of the local loop has not constituted a limiting fac-

tor for the development of the broadband infrastructure. Since the local loop was

a key element in the voice telecommunications network, its length was generally

short and distribution capillary. Instead, the distance between the LS and the UGS,

which was irrelevant for voice communication purposes, has become the primary

determinant of the investment needed to provide ADSL to a given area and, conse-

quently, of the timing of ADSL adoption (Ciapanna and Sabbatini, 2008). The latter

is behind the choice of our instrumental variable.

To build our instrument, we exploit the fact that the 628 UGSs were inherited

from the pre-existing voice telecommunication system, so their location was deter-

mined long before the advent of the internet.6 As a consequence, the position of

6 The network of physical infrastructures needed to provide voice telephony services to the Ital-
ian citizens was built in the post World War II period, between 1945 and 1960.
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the telecommunication infrastructures was not influenced by the ADSL technology

(Impiglia et al., 2004; AGCOM, 2011). Our IV builds on the assumption that ceteris

paribus, the closer a municipality happened to be to a UGS when the ADSL be-

came available, the more likely that municipality had access to high-speed internet

earlier in the ADSL diffusion process.

2.2.2 The Italian Bank Credit Market

During the twenty years between 1980 and 2000, the Italian financial industry has

changed substantially, modernizing its operations and performance. Following

the implementation of the Second Banking Coordination Directive, Italy enacted

a comprehensive banking law (”Testo Unico Bancario”) in 1993, which drastically

reduced government ownership of banks. The share of assets in the hands of banks

owned by central and local government or foundations accounted for 12%, from

the 18% in 1998 and the 58% in 1990, (ABI, 2001). Under the joint effect of deregula-

tion and technological changes, the system became much more ”market-oriented”,

and substantial advances occurred in terms of the quantity, productivity and prices

of banking services and the diversification, depth and efficiency of the markets

(of Italy, 2003; Angelini and Cetorelli, 2003).

In the same period, the Italian banking system has undergone substantial re-

structuring. At the end of 2000, there were more than 800 banks, one-third of

which were part of a banking group. The reorganization of the banking system

took place mainly by ways of mergers and acquisitions, increasing the overall de-

gree of concentration. The five largest groups in Italy held more than 50% of total

banking assets, up from 35% in 1996. In this regard, Italy lined up with other Eu-

ropean economies. However, the extension of individual banks’ branch networks

and numerous competitors in the same markets heightened competition. A se-

ries of standard indicators confirms that the increasing concentration of the Italian

credit system has come within a framework of intensifying competition.

The branch network at the beginning of the 2000s was also very dense. At the

end of 2000, there was one branch for every 2,100 inhabitants (ABI, 2001), which
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means that about four-fifths of the population could choose between (at least) three

banks in their town of residence. Similarly, the ATM network was very capil-

lary, with 31,750 ATMs (more than one every 2,000 inhabitants) and POS terminals

widespread, about 570,800 (more than one every 110 inhabitants).

The Italian financial system is mostly bank-dependent. In 2000, deposits and

money market fund shares were equivalent to 87% of GDP. Loans accounted for

about one-third of non-financial companies’ outstanding liabilities, and this share

was fast growing. Considering the average annual flows over the period 1998-2000,

loans accounted for 55% of the total increase in firms’ liabilities. The majority of

these loans were granted by resident banks (of Italy, 2003).

Throughout the 2000s, Italian banks have supported the increasing demand for

credit by non-financial firms through loosened supply conditions. Firm leverage

has increased conspicuously between 2000 and 2007, moving from 34% to 39%. The

available evidence (see Bugamelli et al. (2018) for a detailed review) suggests that

the Italian banking system has sustained productivity growth before the great fi-

nancial crisis by supporting firm-level innovation and exporting and by improving

the allocation of capital across firms. These dynamics have been similar in other

major European countries.

2.3 Data

Our final dataset combines information from several sources. It includes details on

ADSL coverage and the infrastructural characteristics of the Italian municipalities

between 2004 and 2008. It pairs these information with matched firm-bank data re-

lated to the period 1998-2008. We have information on the amount of credit granted

by bank b to firm f, and the specific features of the credit relationship (loan type,

presence of collateral, interest rate). Then, we also use data on the location and the

opening and closing of bank branches during the period of analysis, together with

data on bank employees and bank deposits. Finally, we gather information on the

balance sheets of Italian non-financial incorporated firms.

Data on ADSL coverage are from the “Osservatorio Banda Larga”, backed by
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the Italian Ministry of Telecommunications (Campante et al., 2018). The data in-

clude information on the percentage of households with access to ADSL-based ser-

vices, for each municipality and year between 2005 and 2008, on an asymmetric

six-point scale: 0%, 1%–50%, 51%–75%, 76%–85%, 86%–95%, and above 95%. No

data are available for years prior to 2005. We view 2002 as the first year the ADSL

technology became available (as discussed in the previous section). Hence, for

years prior to 2002, we consider the percentage of households with access to ADSL

equal to zero. We then use information from the Annual reports of the Italian Com-

munications Authority (AGCOM) to retrieve data for 2004, whereas we treat 2002

and 2003 as missing.

Throughout the analysis, we use the asymmetric six-point-scale variable as our

baseline measure of broadband internet access. However, in robustness checks

we also experiment with alternative measures. First, we create dummy variables

for good access (which takes value 1 if broadband access is above 50%) and some

access (1 if broadband access is above 0%) to broadband. These measures facilitate

the interpretation of the coefficients, as they do not rely on the asymmetric scale.

Second, we define a proxy for good internet as the number of years since at least

50% of households in a municipality have had access to the ADSL. The latter has

the advantage to provide a dynamic to the broadband effect but comes with the

disadvantage of considering 2004 as the first year of ADSL adoption, introducing

some noise in the first years of the sample.

Figure B.2 reports the distribution of access to broadband across Italian munici-

palities in 2004, the first year of data availability, and 2008, the last year considered

in our sample, with darker colors indicating high or full access. The figure docu-

ments the rapid diffusion of high-speed internet throughout the country.

Data on ADSL coverage are complemented with those on the infrastructural

features of the internet technology. In particular, we collect information on the

number and geographical location of LSs and UGSs. Then, we compute the geodesic

distance between the centroid of each municipality and the closest UGS and use

this variable, interacted with a dummy post-2001, to instrument access to the broad-
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band.7

Data on matched firm-bank relationships are from the Italian Credit Register

(CR) held by the Bank of Italy. The CR contains information on the universe of

loans and guarantees banks and financial companies issued to their customers

above 30,000 euros (75,000 euros before 2008). For each credit relationship, we

observe data on the bank and the firm involved, the total amount granted, the

amount utilized, the composition of the credit (three loan types are distinguished:

credit lines, term loans, loans backed by receivables), its status (performing or not)

and the timing of the relationship. Moreover, we also observe the municipality of

the branch that the borrower selects as the reference for the management of the

credit relationship. This feature is essential as it allows to observe the bank’s loca-

tion with which the borrower interacts. It also allows us to match data on the loans

issued to a firm by banks in different municipalities, with information on internet

access in each municipality.

Data on interest rates are from Taxia, which is part of the CR. While a subset of

the CR, it provides detailed information on interest rates covering more than 80%

of total bank lending (Rodano et al., 2013). Such data include the rates charged on

outstanding loans (distinguished into credit lines, term loans, and loans backed by

receivables) and newly issued term loans.

Data on bank deposits and bank employees are from the Supervisory Reports

that banks submit to the Bank of Italy, the banking supervisor of the country, during

our sample period.

Data on bank branches are from the Bank of Italy ”Lista succursali”. For each

bank branch, we observe its name, bank identifier, group to which it belongs (when

relevant), location, and period of activity (initial and closing date).

We match data at the bank-level using the unique bank identifier.

Data on firm balance sheets are from the firm register collected by CERVED

Group. These data provide balance sheets and income statements for the universe

of incorporated firms in Italy from 1998-2008. Firms not covered are mainly small

7 Data on the location of LSs and UGSs have been kindly provided by Francesco Sobbrio and are
used in Campante et al. (2018).
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firms (sole proprietorship or small household producers). Throughout our analy-

sis, our sample includes all the firms covered by the CERVED database. We match

these data with the credit data using the unique firm tax identifier.

Finally, we collect information on the local economic activity and the social

background of different areas by using publicly available data from the Bank of

Italy, the Italian national statistical institute (ISTAT), and the Ministry of Economy

and Finance (MEF).

Table B.1 reports summary statistics associated with our final sample. Panel A

refers to data at the municipality level and shows municipalities geographical dis-

tribution (North, Center, South), as well as statistics on access to broadband (Internet)

and the ADSL underlying infrastructure (the number of LSs and their average dis-

tance from the municipality; the number of UGSs and their average distance from

the municipality). Panel B refers to data at the bank-municipality level that we

use as our baseline setting throughout the analysis. It shows the number of loans

issued by a bank in a given municipality, the amount of credit granted, and the

average interest rate charged. Finally, panel C refers to loan-level data and reports

statistics on (granted) loan amounts.

2.4 Empirical Strategy

We test the effects of banks’ broadband availability on several outcomes, at the

bank-level, at the loan (bank-firm relationship) level, and the municipality level.

The existing literature provides some guidance on what could be the effect of

broadband internet on bank credit. First, we expect credit outcomes, both the ex-

tensive (loans issued) and the intensive (amount of credit granted) margin, to be

positively related to broadband (Petersen and Rajan, 2002; Berger, 2003). The effect

of high-speed internet on interest rates, instead, is a priori ambiguous. Following

the framework by Hauswald and Marquez (2003), the effect of new information

technologies on credit price is negative (an increase in interest rates) when the in-

formational advantage of the intermediary that gathers information leads to less

competition in the credit market. On the contrary, the effect is positive (a decrease
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in interest rates) when access to information makes data much more widely and

readily available to all competitors. In this case, an improvement in IT generates

spillover effects that erode informational advantages and serve to level the playing

field, with a consequent reduction of interest rates.

To estimate the intention-to-treat (ITT) effect of the increased access to broad-

band internet, we rely on the following specification:

Y(r)bmt = ν + βBroadbandmt + γX(r)bmt + fixed effects + ε(r)bmt (2.1)

where subscripts r, b, m, and t indicate, respectively, relationship, bank, munic-

ipality and year (r or b depending on whether the specification refers to credit re-

lationship characteristics or aggregate bank characteristics); Y is the outcome vari-

able; Broadband represents the percentage of households that have access to the

ADSL in the municipality of the branch, based on the asymmetric six-point scale

described in the previous section; X includes time-varying controls at the relation-

ship or bank level; fixed effects are different sets of dummies depending on the

outcome variable. The latter may include time (year), branch municipality, and

bank-municipality of the branch fixed effects. Furthermore, in the regressions at

the loan level, we saturate the model with the inclusion of bank-year, firm-year,

and firm-bank-municipality of the branch fixed effects, in order to isolate the effect

of broadband internet on credit supply.8 We estimate equation (1) with standard

errors clustered at the municipality level.

Our main outcome variables are the following. In the regressions aggregated at

the bank level: i. the (log) number of loans issued by bank b, in municipality m, at

time t, which measures the effect of broadband internet on the extensive margin of

bank credit; ii. the total (log) amount of credit granted by bank b, in municipality

m, at time t, which measures the intensive and the extensive margin combined; iii.

the average interest rate charged by bank b in municipality m, which proxies for

the price of credit.9 In the regressions at the bank-firm relationship level, when we

8 Notice that this is finer than firm-bank fixed effects, since it focuses on the relationship between
the firm and the bank in a specific municipality.

9 In the main analysis, we use a weighted average of bank’s interest rates, where credit is not
distinguished between different loan types (term loans, loans backed by receivables, credit lines)
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turn on credit supply: i. the (log) amount of credit commitments by bank b to firm

f , at time t, which evaluates the effect of broadband on the intensive margin of the

credit relationship.

Next, we further explore the mechanisms through which broadband internet

affects lending (section 6). We keep the same econometric specification at the bank

level and focus on different outcome variables. We use indicators of bank pro-

ductivity and credit quality to test the effect of broadband internet on the lending

efficiency of the bank. We also study measures of distance and location of the bor-

rowers to test for the geography of the loans once broadband internet is available.

Then, we look at outcomes at the municipality level to test for local competition.

In that regard, we concentrate on the number of local competitors and standard

measures of market concentration. Finally, we use a mix of the above-mentioned

specifications to provide evidence on the reallocation effects of broadband internet

and the associated real effects.

A major concern with the estimates of a model in which we regress bank credit

features on access to ADSL is that broadband availability is unlikely to be randomly

allocated across municipalities, potentially generating a bias in the estimates of

model parameters (Comin and Hobijn, 2004). We use an instrumental variable

approach that exploits exogenous variation in broadband adoption across different

geographical areas to deal with this concern.

We take advantage of the geographical distribution of ADSL physical infras-

tructures and leverage differences across Italian municipalities in the distance be-

tween a municipality and the closest UGS, where the latter represents a key deter-

minant of the cost of supplying ADSL services. The underlying assumption is that

the distance to the closest UGS affects the pattern of ADSL roll-out, with munici-

palities located farther away from UGSs getting access to broadband internet later

on, ceteris paribus.

Even though the presence and the location of the UGSs precedes the devel-

opment (and even the existence) of broadband in Italy, the spatial distribution

of UGSs is itself non-random. To address this issue, we exploit the panel struc-

and weights depend on the amount of firms’ utilized credit for each loan type.
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ture of the data and add bank-municipality (or more granular, i.e., firm-bank-

municipality) fixed effects to our specifications. Then, to account for potential time-

varying confoundings, we interact the distance of a municipality to the closest UGS

with a dummy for the post-2001 period (i.e., after the introduction of high-speed

internet). The latter constitutes our instrument to ADSL coverage.

The main identifying assumption behind our IV is that whatever correlation

existed between the distance to the closest UGS and relevant municipality char-

acteristics, this did not change at the time of the introduction of the ADSL in the

municipality. Indeed, we identify the effect of the change in the impact of distance

on the outcomes of interest, under the assumption that any change in that impact

occurs solely because of the availability of broadband internet (Campante et al.,

2018).10

Hence, our econometric model relies on the following two-stage specification:

Broadbandmt = ρ+ δDistanceUGSm× Post2001+ωX(r)bmt +fixed effects+ ξt + ε(r)bmt

(2.2)

Y(r)bmt = ν + β ̂Broadbandmt + γX(r)bmt + fixed effects + φt + ε(r)bmt (2.3)

where Distance UGS is the (time invariant) distance of the bank’s municipality

centroid to the closest high-order telecommunication exchange (UGS), and we in-

teract this variable with a dummy Post2001, that takes value 1 for the years after

2001, and zero otherwise.11 We estimate equation (3) via two-stages least squares

(2SLS) regressions.

Table B.2, reports first stage estimates as presented in equation (2). Column 1

refers to our baseline measure of ADSL coverage. Columns 2 and 3 refer to the

dummies good access and some access, which are equal to 1 if at least 50% or more

than 0% of households have access to the internet, respectively. Finally, column 4

focuses on the years since good internet (the number of years since at least 50% of the

population has ADSL access). As we can see from the table, coefficients are nega-
10 In the appendix, table B.17, we provide a balance table that compares mean values of geograph-

ical and socioeconomic indicators for municipalities below and above the median of distance from
the closest UGS.

11 This approach is similar to that in Paravisini et al. (2015), Campante et al. (2018), Manacorda
and Tesei (2020) and Guriev et al. (2021).
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tive and statistically significant, in line with our underlying hypothesis. Moreover,

F-statistics are generally high and well above the rule of thumb thresholds.

2.5 Results

This section shows the main results on the effects of broadband internet on bank

credit in Italy. We first present motivating evidence using a difference-in-differences

(DiD) setting. Next, we implement our preferred empirical strategy and show esti-

mates from the instrumental variable (IV) analysis.

2.5.1 Motivating Evidence

To gain intuition, before implementing the two-stage specification as in equations

(2) and (3), we run a standard DiD event study on the (log) number of loans and

the (log) amount of credit granted by Italian banks.

We simulate a DiD setting and divide the sample into two groups. Treated

banks are those in municipalities where at least 50% of the households were con-

nected to the ADSL in 2006. Control banks are those in municipalities where ADSL

was unavailable in 2006 or solely to a restricted share of the households. Then, we

consider 2001 as the baseline year (in line with the main analysis) and show the

heterogeneous effects of broadband internet at the extensive and intensive margin

of bank credit.

Figure B.3 displays estimated event study coefficients, together with the cor-

responding 95% confidence interval. The top panel focuses on the number of

loans. We consider the semi-dynamic regression proposed by Borusyak and Jaravel

(2017), and drop the farthest (negative) relative year from the event, in addition to

the baseline category.12 First, we do not find evidence of pre-trends, meaning that

the two groups of banks are on a parallel trend before the arrival of high-speed

internet. Second, the treatment dynamics show the positive and statistically signif-

icant effect of broadband on bank credit. The effect of fast internet takes one year to

12 Borusyak and Jaravel (2017) show that this is the minimum number of restrictions for point
identification.
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materialize and then monotonically increases, with a long-term effect amounting

to roughly a 9% increase in the number of loans issued. The bottom panel focuses

on the amount of credit extended. While standard errors are somewhat larger, the

event study points to similar results. Treated and control banks are on a parallel

trend before the treatment, and fast internet is associated with more credit.

Overall, these preliminary findings indicate a positive relationship between ac-

cess to broadband internet and credit granted by banks.

2.5.2 The Effects of Broadband on Bank Credit

We now implement the baseline two-stage specification on our main dependent

variables, following equations (2) and (3).

We first aggregate data at the bank-municipality-year level and focus on the ex-

tensive margin (the number of loans issued by banks to non-financial firms) and the

intensive margin (the amount of credit issued) of bank credit. Results are shown

in Table B.3. Columns 1 and 2 report the basic OLS estimates. The coefficients as-

sociated with broadband access are positive and statistically significant, indicating

that the advent of high-speed internet is associated with more credit granted by

banks. Interestingly, OLS coefficients are lower than the average treatment effect

from the event study in section 5.1. As regards the extensive margin, the coefficient

broadband is 0.007 (meaning that moving from zero to full broadband increases the

number of loans granted by 3.9%), while the corresponding mean effect implied by

the event study is around 6.7%.13

This difference may signal the short-term bias of the two-way fixed effects es-

timator when treatment effects take time to materialize.14 In order to test this hy-

pothesis, we follow De Chaisemartin and d’Haultfoeuille (2020) and compute the

weights associated with the OLS estimates. Results are reported in Table B.4. In

line with our hypothesis, more than 60% of the OLS weights are associated with

13 Computed on the semi-dynamic model that also excludes 2002 and 2003, for which broadband
data are missing in our dataset. Notice that estimates from a standard event study considering the
first year of ADSL access provide a mean effect of 7%.

14 Borusyak and Jaravel (2017) show that the OLS coefficient from two-way fixed effects staggered
DiD is a weighted average of the OLS coefficients. When treatment effects are heterogeneous over
time, those weights are higher for low values of the relative time from the event and may even
become negative in the long run.
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the first years after the treatment, and weights are strongly decreasing over time.15

Next, we instrument broadband access with the interaction between distance

to the closest UGS and the post-2001 dummy and consider this as our preferred

specification.16 Columns 3 and 4 show the main results. We find a positive and

statistically significant effect of broadband internet on bank credit. The effect is

larger than in the basic OLS specification: moving from zero to high broadband

coverage is associated with an increase in the number of loans issued of 12% (0.08 of

a s.d.) and an increase in the amount of credit granted of 28% (0.13 of a s.d.).17 This

result is qualitatively in line with Liberti et al. (2016) that show an improvement in

the allocation of credit when more and better information is available.

Then, we test the effects of having access to broadband internet on the price

of bank credit. We aggregate data at the bank-municipality-year level and run a

specification similar to equations (1) and (3). Results, shown in Table B.5, indicate

that the average effect of high-speed internet on interest rates is negative and sta-

tistically significant. Passing from zero to high ADSL coverage is associated with

a decrease in the average interest rate of 30 b.p. (0.18 of a s.d.).18 The latter is in

line with the theoretical argument by Hauswald and Marquez (2003) that, being

broadband internet a general purpose information technology whose benefits are

widely and easily available among bank competitors, the spillover effects from in-

formation dissemination dominate the negative effects from informational rents.19

15 The downward bias of the OLS coefficient could also have different sources. First, coverage
might be related to unobservable municipality characteristics associated with higher credit. Second,
it could be related to the coarseness of the measure of broadband access, especially at the bottom,
where going from 1% to 49% access would be entirely missed and yet have the strongest impact (if
diminishing returns to broadband are present).

16 Importantly, when we compute the weights for the reduced form regression of Y on our instru-
ment, we find equal weights. Results are reported in Table B.4.

17 ”High” broadband coverage means a value of internet equal to 3 (at least 75% of the population
connected). The latter is also the interquartile range of ADSL coverage for municipalities included
in our sample during the period of broadband availability.

18 This accounts for a reduction of 5% in the average rate, that is in line with Brown and Goolsbee
(2002) which find that the growth of the internet has reduced term life prices by 8–15 percent.

19 Schenone (2010) finds evidence of these spillover effects in initial public offerings (IPOs), using
the Securities Data Company (SDC) dataset by Thomson Reuters.
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2.5.3 The Supply Channel

The findings in the previous section represent equilibrium outcomes. Indeed, the

effect of broadband internet on bank credit results from two forces acting simul-

taneously: credit demand (firms that ask for credit) and credit supply (banks that

offer credit).

The effect of fast internet on credit demand has been indirectly investigated in

the literature by studying firm productivity (Akerman et al., 2015; DeStefano et al.,

2018). Although there is consensus on the fact that banks use cutting-edge tech-

nologies to deliver innovative products, streamline loan-making processes, and im-

prove back-office efficiency (He et al., 2021), evidence on the direct effect of broad-

band on banks’ productivity is relatively scant.20 Moreover, the fact that lending

increases while interest rates go down is difficult to reconcile with a pure demand-

side story.

In this paper, we further contribute to the existing literature by isolating the

component of the total effect of broadband on bank credit due to credit supply.

We perform this exercise in Table B.6, where we exploit the granularity of our

dataset to further characterize the effect of broadband on the intensive margin of

the credit relationship. We use loan-level data and leverage variation within firm-

bank (Ali Choudhary and Limodio, 2021).21 Columns 1 and 3 report OLS and

2SLS estimates related to this specification. Passing from zero to high broadband

coverage is associated with an increase in the amount of credit granted by bank b

to firm f of 41% (0.28 of a s.d).

Next, following Khwaja and Mian (2008), we saturate the model with the inclu-

sion of firm by year fixed effects that capture the component of the total effect that

is related to demand. Importantly, we also add bank-time fixed effects to attenu-

ate the concern that the (exogenous) arrival of broadband internet simultaneously

20 In the appendix, figures B.5 and B.6, we report descriptive statistics on the % growth of the use
of web technologies within bank branches, during the period 2001-2007. These statistics, obtained
from the Economic Analysis of the Italian Banking Association (ABI), suggest a sensible increase in
the use of web technologies in the back office activities of banks during the examined period.

21 These specifications at the firm-bank-municipality-year level always include controls for the
loan (one-year lagged) share of revolving loans of the firm, and the loan share of extended credit of
the issuing bank
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affects both the supply and the demand for credit. Finally, this specification also in-

cludes firm-bank-municipality of the branch fixed effects to capture time-invariant

characteristics of the credit relationship and possible confounders related to the

specialization of different bank branches.22

Estimates are reported in columns 2 and 4 and refer to the effect of broadband

internet on credit supply. As we can see from the table, almost half of the total

effect is a pure supply-side effect.23 Going from zero to high broadband coverage

is associated with an increase in bank credit supply of 19% (0.14 of a s.d.).

2.5.4 Robustness

We subject our main results to several robustness checks.

First, we verify that our instrument passes the Angrist and Imbens (1995) in-

strument’s monotonicity test. By instrumenting our endogenous variable (Dmt,

Z=[0,1]) with the distance to the closest UGS interacted with the dummy post-2001

(Zmt), we are implicitly assuming that the effect of distance on access to broadband

is monotone, that is, either Dhigh
mt ≥ Dlow

mt or Dhigh
mt ≤ Dlow

mt , ∀mt. The assump-

tion is not verifiable, but has testable implications on the CDFs of internet for mu-

nicipalities close or far from the UGS, that is, they should never cross. In fact, if

Dhigh
mt ≥ Dlow

mt with probability 1, then Pr(Dhigh ≥ j) ≥ Pr(Dlow ≥ j), ∀j ∈ supp D

(Decarolis and Rovigatti). Figure B.7 plots the CDFs of internet for banks close to

the UGS (blue solid line) and far from the UGS (red solid line).24 Since the two

CDFs never cross, the instrument passes the test.

Second, our basic identification assumption would be violated if there are un-

derlying trends affecting the outcomes of interest that correlate with our instru-

ment. To control for these confounding factors, we augment our specifications

in equations (2) and (3) with several economic and socio-demographic munici-

pal characteristics available from the 2001 Census, interacted with a second-order

22 Notice that this specification is more demanding than that used in Paravisini et al. (2015) as we
observe the municipality of the specific branch that manages the loan.

23 These results always have to be interpreted with the caveat that the variation used in these
specifications is that of firms that borrow from multiple banks.

24 Notice that, for this exercise, we use a dummy variable below/above the median of UGS dis-
tance to proxy for our instrument (that is a continuous variable).
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polynomial-time trend. In this way, we control flexibly for the possibility of differ-

ential time trends. The baseline group of controls includes the natural logarithm of

the total population, elderly population, the number of private firms operating in

the municipality, the number of employees, the distance from the provincial cap-

ital.25 Table B.18 reports the estimates related to the extensive and the intensive

margin of bank credit. All the coefficients keep the same sign as in the baseline

specification, and they remain statistically significant at standard levels. Further-

more, the magnitudes are not sensibly affected by the inclusion of these control

variables.

Next, we test the robustness of the main results by using different measures of

ADSL coverage. Table B.19 focuses on the extensive margin of the credit relation-

ship. In column 1, we report our baseline IV estimate for reference. In column 2,

we use Years Since Good Internet and find a similarly positive effect. One more year

of good internet is associated with an increase of 6.3% in the number of loans. Con-

sidering an average of four years of good internet, the total effect of broadband on

credit is an increase of 25%. In this case, OLS and IV estimates get much closer to

one another, showing the importance of considering the treatment effect dynamic

in our analysis. In columns 3 and 4, we consider two alternative dummy variables:

good access and some access. The coefficients are close in magnitude to our baseline

Broadband measure, although they slightly vary between each other.

In Table B.20, we address the possibility that our results are picking up some un-

derlying trend in credit that happens to be correlated with the diffusion of broad-

band. We run placebo IV specifications for the years from 1998 to 2003, assuming

that the level of ADSL access in 2006 was already present in 2001 (and the following

years). Reassuringly, we see no impact of this fictitious introduction of broadband

internet, supporting the view that pre-existing trends do not drive our findings.

25 Population is the only variable for which a yearly time series is available.
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2.6 Mechanisms

Results so far show that the arrival of broadband internet leads to an expansion of

bank credit. This materializes on the extensive margin (number of loans granted),

on the intensive margin, and on the price of credit issued by banks (interest rates

go down). Moreover, part of the total effect is due to factors independent of credit

demand, as we have seen that loan amounts are affected by access to broadband,

which also controls for firm-specific time-varying unobservables. In what follows,

we further explore the channels through which all these effects take place.

2.6.1 Lending Efficiency

It is often argued that IT advances play a substantial role in boosting productiv-

ity (Draca et al., 2007). It is thus essential to test whether bank lending efficiency

increases as a consequence of broadband internet availability.

We measure bank lending efficiency using two different indicators. First, loans

per bank employee, which is a measure of the bank’s labor productivity. Second,

the share of non-performing loans (NPLs), which proxies banks’ credit quality.

Petersen and Rajan (2002) suggest that new technologies allow banks to col-

lect more hard information about borrowers, enabling them to change the nature

of lending from an emphasis on strict ex-ante screening and costly ex-post moni-

toring, to fine-tuned screening and frequent ex-post monitoring. Similarly, Berger

(2003) documents the increase in profit productivity due to improvements in ”back-

office” technologies, as well as consumer benefits from new ”front-office” tech-

nologies. Since high-speed internet enhances screening and monitoring, we ex-

pect the effect of broadband on productivity to be positive and significant. On the

other hand, the effect of broadband on credit quality is a priori ambiguous. Since

marginal borrowers are generally worse than incumbent customers, credit quality

could worsen as a consequence of credit expansion. However, hard information

on borrowers becomes richer and timely once new technologies are available. Im-

proved screening and monitoring activities can thus offset the negative effect of
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credit growth.

Table B.7 shows the results. Columns 1 and 3 show that bank’s access to broad-

band internet has a positive effect on its labor productivity, measured as the amount

of extended credit per bank employee. Going from zero to high broadband cover-

age is associated with an increase in credit per employee of 24%. On the other

hand, columns 2 and 4 show that high-speed internet is associated with a slight

decrease in the share of NPLs, meaning that credit quality, on average, improves

with the expansion of credit.26

Taken together, these two findings support the thesis that banks’ overall lending

efficiency sensibly increases after the introduction of broadband internet.27

2.6.2 Banks’ Geographical Reach

Lending is traditionally a ”local” business, and the distance between lenders and

borrowers is a crucial factor shaping credit relationships, especially those that in-

volve SMEs (Degryse and Ongena, 2005). However, Petersen and Rajan (2002) sug-

gest that technology helps break the “tyranny of distance”. By improving screening

and monitoring activities of banks, new technologies allow for increasing capital

intensity of lending and thus lending to more distant borrowers. Along the same

lines, Berger (2003) shows that technological progress facilitates the geographic

expansion of banking organizations by reducing distance-related dis-economies.

New services created by technological progress with higher value added, tradi-

tional banking services delivered more efficiently, bank monitoring and the control

of risk exposures at longer distances and lower costs, and reduced managerial dis-

economies of distance all contribute to ease the way banks find and finance new

clients.

On the other hand, Wilhelm (2001) argues that advances in communication

technology and increased capacity for information do not imply greater exchange

26 The latter is in line with Pierri and Timmer (2020), which study the implications of IT in banking
for financial stability. The authors find that pre-crisis IT adoption that was higher by one standard
deviation led to 10% fewer NPLs during the 2007–2008 financial crisis.

27 Casolaro and Gobbi (2007) find that banks adopting IT capital intensive techniques are more
efficient and interpret the latter as evidence of a catching-up effect consistent with the usual pattern
of diffusion of new technologies.
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of information inside the bank. This is due to the limited incentives for loan offi-

cers to transfer information on which they hold monopoly power. Similarly, ad-

vances in communication technology may not lead to more exchange of informa-

tion between firms and banks (Bhattacharya and Chiesa, 1995) and between differ-

ent banks (Padilla and Pagano, 1997). In this regard, technological developments

may have no effects on the distance between lenders and borrowers.28

To address these critical issues, we look at the effects of broadband internet on

the geography of the credit relationship by focusing on new loans originated by

Italian banks during the period of our analysis.29 We define a dummy variable

for the loan being originated outside the province of the branch (Diff. Province) to

measure the effect of broadband internet on the geographical borders (the market)

within which the bank operates.30 Then, we create a direct measure of the distance

between lenders and borrowers by computing the geodesic distance between the

centroid of the municipality of the branch that manages the loan and the exact

location of the firm.

Estimates from model (3), aggregated at the bank-municipality-year, are re-

ported in Table B.8. Columns 1 and 3 refer to the share of new loans originated

out of the province of the branch. Columns 2 and 4 refer to the inverse hyperbolic

sine of the geodesic distance between the municipality of the branch and the firm.

The table shows that access to high-speed internet increases the probability that the

bank extends credit outside its province. At the same time, broadband internet is

associated with firm-bank relationships exhibiting longer distances.31 Findings are

in line with the literature and document the shrinking effects of new information

technologies on the distance between lenders and borrowers (Petersen and Rajan,

2002; Berger, 2003; Felici and Pagnini, 2008).

28 See also Degryse and Ongena (2005) for empirical evidence on the static nature of the relation-
ship between firms and banks in Belgium, between 1973 and 1997.

29 To substantiate our hypothesis that broadband reduces communication costs and increases
”proximity”, in Table B.21 of the appendix, we preliminary show that broadband access is posi-
tively associated with the share of loans granted to firms connected themselves to broadband.

30 In Italy, before the advent of fast internet, provinces defined the borders of bank credit markets
(Crawford et al., 2018).

31 In Table B.22 of the appendix we propose the same exercise at the firm level, where we can
control for firm fixed effects (that capture time-invariant firm characteristics). As we can see, results
are qualitatively in line with those just presented.
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These results also suggest that broadband internet can trigger a re-definition

of local credit markets, with all the consequences for agents involved in the credit

relationship and for regulatory and supervisory authorities.

2.6.3 Competition

The expansion of credit following the arrival of broadband internet may be driven

by tougher local competition. Hauswald and Marquez (2003) find that when the

information gap between banks becomes smaller, because of ICT diffusion, there is

a softening of the winner’s curse that leads to an increase in the intensity of bank

competition. Similarly, Vives and Ye (2021) find that when IT progress involves a

weakening in the influence of bank-borrower distance on monitoring costs, then

banks’ competition intensity increases. Finally, Felici and Pagnini (2008) show that

new communication and information technologies have significant pro-competitive

effects in local banking markets. By increasing the geographical reach of bank entry

decisions, these new technologies augment local credit market contestability.

The effects of broadband internet, and more efficient information technologies

in general, on banking competition, is an interesting question in itself. We explore

this question in what follows, focusing on two measures of competition: the num-

ber of (physical) bank competitors in the municipality; and measures of concentra-

tion of the local credit market.

Vesala (2000) shows that loan mark-ups were decreasing in Finland, in lock-step

with the rapid development of the internet. On the other hand, Gropp et al. (2009)

find only a small increase in contestability in the European loan markets despite

the impressive technological advances experienced in many countries.

Our results on the effects of broadband on local competition are shown in Table

B.9 and Table B.10. In Table B.9, the main dependent variable is the (log) number

of bank competitors in a municipality. Estimates from Table B.9 show a significant

increase in local competition.32 Indeed, the number of banks competing in the

market increases when the municipality is reached by fast internet.

In Table B.10, the main dependent variables are standard indicators of concen-

32 Competition within the municipality.
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tration of the local (municipality) credit market: the concentration ratio of the top

5 and 3 banks, and the Herfindahl–Hirschman Index (HHI), computed using data

on bank deposits.33 As we can see from the table, all the coefficients are negative

and statistically significant at the 99% level.

Overall, high-speed internet is associated with an increase in competition in the

local credit markets. Results are in line with Frame et al. (2018) on the effects of

new technologies on banking.

2.7 Extensions: Digital Highways, Credit, and the Real

Effects of Broadband

In this section, we present additional results associated with the arrival of broad-

band internet on the activity of banks, with a focus on credit allocation and the

spatial distribution of the effects.

2.7.1 Credit Reallocation

An extension that helps characterize our main results relates to the effects of access

to broadband internet on credit allocation. The expansion of credit documented

in the previous sections may coincide with an enlargement of the set of borrowers

served by the banking industry. Otherwise, it can result from an increased amount

of credit granted to borrowers that already benefited from banking services. The

latter is particularly likely to occur in the case of credit flows from branches of the

same bank, where transaction and operating costs are relatively lower (Cetorelli

and Goldberg, 2012a,b).

We analyze these possibilities in Table B.11. Columns 1 and 3 test whether new

loans originated by banks reached by fast internet are issued to firms already hav-

ing a credit relationship. Columns 2 and 4 focus on new loans originated towards

firms that already have a credit relationship with the same bank (in a different mu-

nicipality). Results show that banks connected to high-speed internet have a higher

33 As robustness, we replicate the same estimates by computing standard indicators of competi-
tion using data on extended credit. Results are similar to those in Table B.10.
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probability of granting a loan to firms out of the credit market before. Moreover,

they also have a higher probability of serving firms with a relationship with the

same bank.

These findings provide evidence on the complementary effects of broadband

on bank credit allocation. First, access to broadband internet determines an expan-

sion in the set of borrowers served. Second, it allows banks to implement internal

capital reallocation.

2.7.2 The Spatial Distribution of the Effects: Does Broadband In-

ternet Create Banking Deserts?

The previous sections show that fast internet leads banks to expand their geograph-

ical reach (outside of their province) and reallocate part of their credit within their

internal organization. These dynamics may lead to a movement away from small

municipalities, typically in the countryside, towards larger municipalities.

Physical infrastructures as highways and railroads, for example, are known to

have affected the spatial allocation of economic activities. The direction of their

effects has been heterogeneous between rural and urban areas, the periphery and

the center, places crossed by the facility and adjacent areas (Rephann and Isserman,

1994; Chandra and Thompson, 2000; Baum-Snow, 2007; Michaels, 2008; Atack et al.,

2010; Banerjee et al., 2012; Duranton and Turner, 2012; Donaldson, 2018). Digital

infrastructures, sharing some of the underlying features, may have similar effects.

To explore this issue, in this section, we focus on the heterogeneity that distin-

guishes between small and bigger municipalities and show the existence of poten-

tial winners and losers from the process of broadband diffusion (Akerman et al.,

2015). This heterogeneity is of particular interest because it assesses whether tech-

nological progress can determine credit desertification and, eventually, local eco-

nomic stagnation. Furthermore, it is relevant in the political economy literature as

the internet has been identified as a potential driver of polarization of the political

spectrum and behind the recent rise of populist parties.

Table B.12 replicates the analysis in Table B.6 for small municipalities. We ex-
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ploit the granularity of our dataset and test the effect of broadband internet on

the intensive margin of the credit relationship. We use loan-level data and lever-

age variation within firm-bank. Columns 1 and 3 report OLS and 2SLS estimates

related to this specification. Then, we follow Khwaja and Mian (2008) and concen-

trate on the supply of loans by saturating the model with the inclusion of firm-year

fixed effects, which capture demand-side confounders. The coefficients associated

with this specification are reported in columns 2 and 4 and isolate the effect of

broadband internet on credit supply. As we can see from the table, there seems to

be no effect of fast internet on the amount of credit granted to non-financial firms

in small municipalities.34

In the appendix, tables B.24 to B.28, we also replicate the analysis on the mech-

anisms behind our results and show that for banks in small municipalities: lend-

ing efficiency goes down (in particular, productivity goes down), competition in-

creases, and banks do not react in terms of loans geographical expansion and credit

reallocation.35

The test in Table B.12 highlights how broadband does not have any positive

effect on credit supply for branches located in small municipalities. In this section,

we argue that a reshaping can explain part of this null effect in the markets served

by banks in different municipalities.

As we have argued in the introduction, broadband internet is a multi-dimensional

information technology that reduces information asymmetries, communication costs,

and agency problems in the banking industry. To work properly and activate a

cheaper and timely communication channel between lenders and borrowers, both

agents need to be connected. One possible explanation behind the null effect of

broadband on credit in small municipalities is that firms in such places get access

to larger credit markets. Firms in small municipalities reached by fast internet may

become the ”easiest target” for banks in bigger municipalities connected to broad-

34 In Table B.23 of the appendix, we report the results based on the specification on interest rates.
Our results show that access to broadband internet is associated with an increase in the price of
credit (contrary to the specification that refers to the entire sample). The increase in the average rate
in small municipalities connected to high-speed internet can be explained, in part, by the nature
of the credit relationships that remain anchored in those municipalities. These credit relationships
usually rely on soft information and are less sensitive to credit price (Ioannidou and Ongena, 2010).

35 Even if some of the IV coefficients are not statistically significant at standard levels.
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band. As a result, they can exploit this situation to borrow a larger amount of

money from outside the municipality and rip better credit prices.

We test this hypothesis in Table B.13. Columns 1 and 2 report OLS and IV es-

timates where the dependent variable is a dummy equal to one when the loan is

from a bank in a bigger municipality to a firm in a small municipality, out of the

province of the bank, and connected to fast internet.

The results from Table B.13 provide supporting evidence that improved lender-

borrower communication increases the probability of credit relationship formation.

Firms in small municipalities reached by fast internet face new (and broader) in-

vestment opportunities and reallocate part of their borrowing out of the munici-

pality towards banks that operate in larger cities (which offer higher amounts of

credit, at a lower cost). Consequently, both borrowers in small municipalities and

banks in bigger municipalities benefit from the arrival of broadband internet. The

former, as they face higher credit supply at a lower price. The latter can reach bor-

rowers that were previously out of their market and can expand their customer

base.

This phenomenon of credit centralization has the potential to create local bank-

ing deserts. In the same direction, it is interesting to analyze whether banks react to

the new technological advancements with a change in their geographical location.

We investigate this aspect by looking at the evolution of bank branches.

Italy was in a phase of sensible expansion of the number of branches since the

beginning of the 90s. Figure B.4 provides evidence in this direction. Furthermore,

although we are used to associate informatization with de-branching, following the

idea that automatic lending diminishes the value of geographical proximity and so

the relevance of local branch presence (Kroszner and Strahan, 1999; Berger and

DeYoung, 2001; Petersen and Rajan, 2002), the substitution of a brick-and-mortar

model with a click-and-mortar model of banking is a very recent phenomenon.36

36 The latter is probably due to the limited diffusion of smartphones and software allowing for
sufficient cyber-security, until recent times. Different studies have attempted to measure the impact
of technology on branching empirically. Degryse and Ongena (2004) argue that new technologies
may have only a limited impact on branch presence because of the importance of bank branch
proximity for customers. Keil and Ongena (2020) show that broadband and mobile internet access
explain well the recent de-branching of banks at the country level, but not that at the US county or
bank branch level.
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Therefore, during the period of our analysis, the choice that Italian banks faced was

not whether to open or close branches but rather whether and where to open new

branches.

In Table B.14 we test the (heterogeneous) effects of having broadband internet

on the number of branches in a municipality. Columns 1 and 3 refer to the whole

sample, and columns 2 and 4 focus on the sample of small municipalities. Results

from the table show that banks tend to increase their branch presence in places

reached by broadband, where they can exploit the potential of fast internet. How-

ever, this does not happen in small municipalities, in which the effect of broadband

is null. Indeed, we consider the latter as another sign of credit centralization from

the perspective of the bank.

To conclude our analysis, we check whether these developments, credit flows

towards bigger municipalities that lead to local credit desertification, are accompa-

nied by economic underdevelopment in small areas.

Table B.15 and Table B.16 replicate the analysis in equations (2) and (3), where

the dependent variables are: the natural logarithm of population, the natural loga-

rithm of income, and the natural logarithm of income per capita in the municipal-

ity.37 Table B.15 accounts for the entire sample. Table B.16 focuses on the restricted

sample of small municipalities. As we can see from the tables, the effect of broad-

band internet on the real economy is generally positive and more pronounced in

small municipalities. Even if not conclusive, these findings suggest that new credit

flows allowed by high-speed internet are the expression of broader investment op-

portunities and alleviated financial frictions, rather than bank desertification fol-

lowed by local economic underdevelopment.

2.8 Conclusion

In this research, we provide empirical evidence on the effects of broadband internet

on bank credit to non-financial firms. To address this point, we combine data on

37 Data on income are from the publicly available dataset of the Italian Ministry of Economy and
Finance (MEF). The time series starts in 2000, meaning that we have no information for the period
1998-1999.
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access to the ADSL technology in Italy with firm-bank matched data from the Bank

of Italy. We follow 901 banks in 5271 municipalities, during the period 1998-2008,

and show the effects of broadband at the extensive and at the intensive margin of

the credit relationship and on credit price.

Our quasi-experimental design relies on the staggered adoption of the ADSL

technology across Italian municipalities and an instrumental variable strategy that

exploits the municipality’s position in the pre-existing voice telecommunications

infrastructure.

To explore our research question, we implement two-stages least squares analy-

sis and focus on the effects of broadband on credit by isolating the effects on credit

supply, on interest rates, and the underlying mechanisms that elucidate our main

results.

Our findings highlight that high-speed internet fosters bank credit towards

non-financial firms. The total amount of credit increases with broadband avail-

ability, while the average interest rate goes down. Many channels contribute to

this aggregate effect. The internal efficiency of banks goes up as a consequence

of broadband access. Banks reached by fast internet expand their markets and

increase the distance towards their borrowers. At the same time, local competi-

tion increases, as reflected by the growth in the number of physical branches and

competitors and by standard indicators of competition. Finally, banks connected

to broadband internet tend to reach new borrowers and implement internal credit

reallocation.

The effect of broadband, however, is heterogeneous. Access to high-speed inter-

net creates digital highways that carry bank credit from the periphery to the center

(i.e., from small municipalities to bigger municipalities). Nevertheless, credit de-

sertification in small municipalities does not lead to economic underdevelopment,

showing off the virtues of the credit flows generated by internet technologies.

Overall, our results are consistent with high-speed internet promoting bank

credit and creating new credit opportunities for non-financial firms.

To conclude, our paper directly speaks to policymakers as we document the

multifaceted effects of investments in new hi-tech infrastructures. The latter can
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serve as a guide for the introduction of future technologies, as the ultra-high-speed

internet and the 5G mobile technology. Moreover, the issue of the effects of tech-

nological innovation on the operativity and the structure of the banking system is

of utmost importance for central banks, both as monetary policy authorities (since

it involves banks’ lending activity) and as micro and macroprudential supervisors

(since it involves banks’ risk profiling).



3. Living on the Edge: the Salience of

Property Taxes in the UK Housing Market

FRANCESCO NICOLAI, MARCO PELOSI AND SIMONA RISTESKA1

3.1 Introduction

A standard tenet of economic theory is that the statutory incidence of taxes is ir-

relevant to their economic incidence.2 It should also be the case that whether a tax

is paid at the moment of transaction or later is irrelevant to its incidence, as long

as we consider the time value of money and the riskiness of the cash flows. By

looking at the UK residential property market, this paper shows that this is not the

case and that deferred taxes have a markedly lower incidence compared to taxes

paid at the time of decision-making.

Together with France, the United Kingdom is one of the few countries receiving

a sizeable fraction of revenues from property taxes, amounting to about 4.3% of

GDP or more than £84 billion in 2016 (European Commission, 2018). The two main

taxes levied on domestic properties are the Stamp Duty Land Tax and the council

tax. The former is a tax levied on the transaction value of land and any buildings

and structures thereon. The fact that its statutory incidence falls on the buyer, who

is required to pay the tax liability to the HM Revenue and Customs within very few

weeks from the completion of the transaction, and the fact that the tax represents

a lump sum ranging between 1% and 7% of the property value are features that

make the stamp duty tax particularly salient at the moment of purchase. The latter,

1 We are grateful to Vicente Cuñat, Daniel Ferreira, Dirk Jenter, Christian Julliard, Daniel Par-
avisini, Andrea Tamoni, Michela Verardo and the participants at the LSE PhD seminar for the useful
comments on the paper. We thank Vittorio Raoul Tavolaro for invaluable research assistance. The
paper contains HM Land Registry data © Crown copyright and database right 2019. The data is
licensed under the Open Government Licence v3.0. 1. We thank the University of Glasgow - Ur-
ban Big Data Centre for providing Zoopla property data. Zoopla Limited, © 2019. Zoopla Limited.
Economic and Social Research Council. Zoopla Property Data, 2019 [data collection]. University of
Glasgow - Urban Big Data Centre.

2 Kotlikoff and Summers (1987) provide a detailed review of classical theory on tax incidence.
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which will be the focus of the present paper, is a tax levied by the local government

on a yearly basis.

The council tax is levied on the resident, as opposed to the house owner, and

is based on the property value in 1991. While the council tax is extremely salient

when it needs to be paid, we will show that this is not the case when properties are

purchased even though, in present value terms, it is similar to or even larger than

the stamp duty tax.

By using the geographical discontinuity at the border of different local authori-

ties in the London area, we can estimate the incidence of the council tax on property

prices and contrast it with the incidence of the stamp duty tax estimated, among

others, by Best and Kleven (2018). We rely on two empirical strategies. First, we di-

vide the area of London into a grid of squares of equal size. We then limit our sam-

ple to squares that contain similar properties sold in the same year in two different

councils, and assign a fixed effect to each square of the grid, so that we can estimate

the council tax incidence using within-square regressions. For a sufficiently small

square, our identification assumption is that the only difference between the two

properties is the associated council tax.3

The second identification approach uses a matching estimator. In this case, we

restrict the sample to dwellings whose distance to the nearest border is lower than

500 meters. For each house, to find the closest match on the opposite side of a

border, we rely on the Euclidean distance between the two houses’ features and on

a linear model (that uses the same features) to estimate the model-implied prices.

In both cases, we choose as a match the property with the lowest Euclidean distance

or with the smallest difference between the linear model-implied prices. Finally,

similar to the previous approach, we run within-pair regressions to compute the

incidence of the council tax.

The London area is particularly suitable for the estimation because of the sharp

nature of the council borders and the large dispersion in council tax rates across

Boroughs. For instance, Figure C.1 depicts a road at the border of the Borough of

Westminster and the Borough of Kensington and Chelsea. As can be seen from the

3 The smallest square has a 200 meters side length.
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picture, the houses on both sides of the street are otherwise identical except for the

fact that they pay quite a different council tax amounts: the ones on the left pay

£2, 279 per year in council tax while those on the right pay £1, 421 per year.

Suppose we discount the future payments as a perpetuity at a rate of 4%, similar

to the mortgage rates observed in the sample. In that case, the difference between

the two present values amounts to £21, 450 (about $28, 000). The tax differentials

become even more significant once we consider the fact that many London Bor-

oughs share services, such as waste management, and that many other amenities,

such as access to parks, schooling, and religious facilities, are not strictly limited

to residents of a given Borough. In Section 3.4 we show that the price of similar

properties on opposite sides of a border does not adjust for differentials in council

tax amounts.

By employing the above estimators, we establish that the council tax incidence

is never statistically negative. We then proceed in Section 3.5 to set up a model

where down payment-constrained households purchase a house and pay two sets

of taxes: a lump sum stamp duty tax levied at the moment of purchase and a pe-

riodic council tax. We move on to perform a Bayesian analysis in Section 3.5.1

where we provide a posterior range for council tax incidence using priors that are

economically motivated by our rational model.

In all these estimates, the incidence of council tax on property prices is too low

relative to existing estimates of the incidence of other property taxes, even after

accounting for the time value of money and the fact that discount rates might be

larger because of borrowing constraints. These findings can be rationalised in a

model where agents neglect taxes levied in the future.

We show in Section 3.5.2 that then a trade-off between the two types of taxes

arises: the stamp duty tax is distortionary because agents are liquidity constrained;

on the other hand, the council tax leads agents to over-consume the housing good

and, therefore, distorts their consumption choices by reducing available income.

As a result, we demonstrate that the Government can optimally tune the two taxes

to minimize distortions for a given level of revenue.

The present paper adds to the burgeoning literature on behavioral public fi-
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nance and the salience of taxes (or the lack thereof). Chetty et al. (2009) is the first

paper to empirically estimate how salience differences can alter economic agents’

behavior. They intervene in a grocery store to modify the salience of sales taxes and

show that the incidence on buyers is largely reduced when taxes are made entirely

salient. In a second experiment, they compare the effect of excises taxes, which

are included in posted prices, and sales taxes, which are not explicitly included,

on alcohol demand and again show that tax salience plays an important role in

consumer behavior.

The setting in the present paper is quite similar to the second experiment in

Chetty et al. (2009), given that the stamp duty tax is paid upfront while the council

tax is deferred and thus less salient. For policy reasons, however, the question

of property taxes is of greater importance because of the large amounts of money

involved and the fact that it is very difficult for agents to learn since buying a new

property is typically a once-in-a-lifetime event.

Following Chetty et al. (2009), other papers have also explored the question of

tax salience. For instance, Feldman and Ruffle (2015) and Feldman et al. (2018) have

replicated the findings in laboratory experiments, while Finkelstein (2009) similarly

shows that the introduction of electronic toll payments raises toll expenditures.

Taubinsky and Rees-Jones (2018) further explore the topic by showing a significant

variation in how agents react to tax salience and investigate policy implications.

The present paper is also similar to Allcott (2011) who demonstrates a similar

bias in the automobile market. Namely, car buyers fail to correctly price in the

future energy cost at the time of purchase. As in Allcott (2011), our conclusions also

rely on the choice of an appropriate discount factor. We show in Section 3.5.1 that

the bias persists even after allowing for large discount rates. In a similar vein, using

Norwegian data, Agarwal and Karapetyan (2016) explore the effect of non-salient

debt features on households’ purchasing decisions and show that they do not fully

factor in the added cost. The authors show that the mispricing was eliminated once

these features became fully salient.

Finally, the paper extends the literature on property taxes; among others, we

use the results of Besley et al. (2014) and, in particular, Best and Kleven (2018) to
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compare our estimates of the council tax incidence with their stamp duty incidence

estimates to highlight the lack of salience of the former.

The rest of the paper is organized as follows: Section 3.2 describes the data and

the institutional setting; Section 3.3 gives evidence of the geographical distribution

of council taxes and points out that this can significantly bias our estimates if not

appropriately taken care of, before proceeding with the details of our identification

strategies; Section 3.4 presents the empirical estimates of the council tax incidence;

Section 3.5 develops a stylized model to help interpret the findings and show that

the estimated incidence is too low to be consistent with fully-salient taxes, and ex-

plores some policy implications; and finally, Section 3.6 summarises and concludes

the paper.

3.2 Data

To estimate the incidence of council tax, we need access to data on property charac-

teristics and house prices, as well as council taxes paid. Data on house transaction

prices are readily available from the HM Land Registry website. This dataset con-

tains information about all residential properties transacted in England and Wales

from 1995 that have been sold for full market value.4 The dataset comprises of

the price paid, the transaction date, and, most importantly, the house address, al-

lowing us to pinpoint the exact location of every property. Additionally, the data

provide us with information on the property type, which can be one of five pos-

sible categories (a detached, semi-detached, or terraced house, a flat/maisonette,

and other), the age of the property (classified into old or new to distinguish be-

tween newly built properties and already established buildings) and the duration

of tenure, i.e., whether the property is under freehold or leasehold.5

Since we would ideally like to compare properties as similar to each other as

possible, we need more information on property characteristics. For this purpose,

4 Data excluded from the dataset include commercial transactions, property transactions that
have not been lodged in with HM Land Registry, and transactions made below market value. For
more details on the property sales not included in the dataset, the reader can visit the HM Land
Registry website: https://www.gov.uk/guidance/about-the-price-paid-data.

5 Note that leases of seven years or less are not recorded in the dataset.
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we use two additional datasets: the Zoopla Property data and Domestic Energy

Performance Certificates.

Zoopla has collected the Zoopla Property data, one of the UK’s leading providers

of property data for consumers and property professionals, giving free access to in-

formation on 27,000,000 property records and up to 1,000,000 property listings and

15 years of sold prices data.6

The dataset covers the period between 1st January 2010 and 31st March 2019 for

Great Britain (England, Wales, Scotland) properties. The dataset contains details on

characteristics such as property location, property type, whether the property has

been categorized as residential or commercial, number of bedrooms, number of

floors, number of bathrooms, number of receptions, and whether the property is

listed for sale or rent.7 In addition, we also have access to the asking price for both

rents and sales. However, we use the more accurate transaction price from the HM

Land Registry dataset.

The second source of house characteristics comes from the Ministry of Hous-

ing, Communities, and Local Government. One can access the Energy Performance

Certificates (EPC) for domestic and non-domestic buildings on their website. For

domestic properties, before 2008, certificates could be lodged on a voluntary ba-

sis. From 2008 onwards, however, it has become mandatory for accredited energy

assessors to lodge the energy certificates. Consequently, the data coverage drasti-

cally improves around that time, as does our ability to match these data with the

price paid data. More specifically, the matching rate jumps from about 50 percent

to over 90 percent around 2008. The dataset contains information on the location,

property type, total floor area, number of storeys, number of rooms, floor level,

6 The access to the dataset has been kindly provided by the University of Glasgow - Urban Big
Data Centre. Access to the dataset for research purposes can be obtained directly through the Urban
Big Data Centre. Zoopla has collected the data. Zoopla Limited, © 2019. Zoopla Limited. Economic
and Social Research Council. Zoopla Property Data, 2019 [data collection]. University of Glasgow -
Urban Big Data Centre.

7 Property types include: barn conversion, block of flats, bungalow, business park, chalet,
château, cottage, country house, detached bungalow, detached house, end terrace house, eques-
trian property, farm, farmhouse, finca, flat, hotel/guest house, houseboat, industrial, land,
leisure/hospitality, light industrial, link-detached house, lodge, longère, maisonette, mews house,
mobile/park home, office, parking/garage, pub/bar, restaurant/cafe, retail premises, riad, semi-
detached bungalow, semi-detached house, studio, terraced bungalow, terraced house, townhouse,
unknown, villa and warehouse. We keep only properties categorized as residential and listed for
sale.
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and height, along with many indicators of energy efficiency and quality of glazed

surfaces. The final piece of data needed to conduct our analysis is related to council

tax data; in the following section, we will describe in more detail the functioning

of this property tax and the relevant data.

3.2.1 Council Tax

The taxation of properties in the United Kingdom is peculiar compared to other

OECD countries, representing a rather large source of both central Government

and local authorities revenues. The three main taxes levied on properties are the

council tax, business rates, and stamp duty taxes.

Council taxes are levied on each occupier rather than the owner of domestic

properties. The tax is one of the few levies in Great Britain being both set and

collected by local authorities (Boroughs in the case of London), and it represents

one of their primary sources of revenue (around one-third of total revenue), the

other sources being commercial property taxes (business rates) and transfers from

the central Government. The tax is based on a classification in eight bands (A-H)

based on the property’s value as established by the Valuation Office in 1991; newly

built properties are assigned to a band after having their current value converted

into the value of a comparable property in 1991.

Each London Borough is responsible for setting the annual tax amount to be

paid by a property in band D every year; the amount to be paid by other bands is

automatically set as a ratio to the amount for band D.8 Bands C and D represent

the largest fraction of dwellings (about 50 percent of the total), but there is varia-

tion across Boroughs with central properties being skewed towards higher valued

bands compared to properties in outer Boroughs. Figure C.2 shows the time se-

ries of the council tax payable per band per Borough. Each panel in the figure

depicts the amount payable by different bands showing that, by construction, the

tax moves in locksteps across bands. More interestingly, it should be noted that

there is a wide dispersion in amounts payable across Boroughs, even though the

8 The ratios are constant across Boroughs and are as follows: band A 6/9, band B 7/9, band C
8/9, band D 1, band E 10/9, band F 13/9, band G 15/9, band H 2.
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ranking across different local authorities remains almost constant with the only ex-

ception being the Borough of Hammersmith and Fulham where taxes have been

slashed starting from the late 2000s. After a marked increase in council tax rates

in the early 2000s, the freeze mandated by the central Government after the 2008

financial crisis is visible in the time series; since 2011, taxes can be raised only by a

centrally set amount unless a local referendum allows the authority to do so.

We will show in Section 3.3.1 that the geographical distribution of council tax

rates is not random and could severely bias any estimate of incidence, given that

central (and pricier) Boroughs tend to set lower council tax rates. This is mainly

because central Boroughs tend to have larger fraction of properties in higher bands;

for instance, the Borough of Kensington and Chelsea raises more than fifty percent

of its revenues from bands G and H, while Barking and Dagenham raise less than

five percent from such bands.

We obtain information on council tax band assignment from the website of the

Valuation Office Agency, which provides data on the complete address and the

council tax band for each property in Great Britain. The average amount to be paid

in each London Borough by each band in the period 1999-2018 is obtained from the

London Datastore managed by the Greater London Authority.

In the following section, we provide some descriptive statistics of the data we

have mentioned so far.

3.2.2 Descriptive Statistics

Figure C.3 shows the distribution of transaction prices for domestic properties in

London, truncated to exclude extremely high property prices, which are, however,

included in the analysis. The data consist of 889,925 observations between 1999 and

2018, for which property characteristics and council tax information is available.

We confirm that the distribution is highly skewed, with the average and median

property values being £366, 528 and £250, 000, respectively.

It is immediately obvious that there is a large degree of bunching in prices,

as noted, for instance, in Best and Kleven (2018). The bunching mainly happens
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just before stamp duty notches, which allows Best and Kleven (2018) to estimate

the local incidence of this tax. Figure C.4, for instance, shows the large extent of

bunching at the threshold of £250, 000 (upper panel) and £500, 000 (lower panel)

where the stamp duty tax jumps from 1% to 3% and from 3% to 4%, respectively.

Best and Kleven (2018) estimate a rather large incidence of stamp duty tax

on property prices and argue in favor of evidence of rather strict borrowing con-

straints; we will use their estimates to inform our analysis of the incidence of the

council tax, allowing us to disentangle how much of the incidence is due to bor-

rowing constraints (or the lack thereof) and how much is attributable to pure time

discount.

Figure C.5 shows the distribution of house prices per band. The vertical red

lines depict the median price within each band. As one should expect, higher

bands tend to have houses with higher average prices, although there is a large

dispersion within bands. This is because prices have increased significantly over

the past twenty years, especially for more central and higher-banded properties.

This makes it essential that we compare only transactions occurring in close peri-

ods. Moreover, one should notice that the number of properties belonging to bands

C and D dominates the rest, as previously mentioned.

In Figures C.6, C.7, C.8, C.9 and C.10 we show that there is a wide dispersion

of transaction prices based on house characteristics such as property type, number

of rooms, property age and duration. There is a disproportionate amount of flats

in our sample, which we see as an advantage in our estimation, as flats are much

more likely to be similar to each other relative to other property types. Detached

houses are the most expensive, with a median price of £525, 000, followed by semi-

detached houses (£319, 950) and terraced houses (£270, 000), and finally, flats are the

cheapest category (£195, 000). Naturally, the house price is increasing in the num-

ber of rooms, with the median value of each additional room being about £40, 000

in the full sample. Newly-built properties represent a minority in our sample and

trade at a small discount relative to established buildings. This is due to the geo-

graphic distribution of the housing stock in London, where older properties tend

to be in the more sought-after central areas. However, there is some heterogene-
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ity when we look at the year of construction: properties built before 1949 sold at

a median of £287, 000 close to those built after 2003 (£275, 000), while properties

built in the period 1950-1982 and 1983-2002 were sold at lower prices (£215, 000

and £200, 000, respectively). This pattern can be explained by differences in type

and location across groups. Finally, it can be noted that properties under freehold

ownership have a higher median price (£305, 000) compared to leasehold proper-

ties (£195, 000).

After having described the data, we next proceed to the discussion of our em-

pirical strategy in the next section.

3.3 Empirical Strategy

3.3.1 Evidence of Selection

The main issue that arises when estimating the incidence of council taxes is that

the cross-sectional distribution of council tax amounts across Boroughs strongly

correlates with other characteristics that affect house prices.

To see this, Figure C.11 shows a map of the distribution of Band D council tax

amounts payable for each London Borough along with the respective distribution

of house prices. Panel C.11a shows the distribution of council taxes in 2000, where

taxes increase moving from yellow to red; Panel C.11b the distribution of house

prices in the same year, where prices increase moving from light blue to brown.

Panel C.11c shows the distribution of council taxes in 2018, while panel C.11d

shows the distribution of house prices in the same year.

It is visually striking that councils with lower taxes tend to have higher house

prices. For instance, the City of Westminster had the lowest Band D council tax

in 2000 (£375.17) and the second highest average house price (£357, 925), after the

Borough of Kensington and Chelsea (£726, 908) which had the fourth lowest coun-

cil tax (£623.38). In 2018 the same holds true, with the City of Westminster having

the lowest council tax (£710.50) and the second highest average price (£1, 612, 231),

after Kensington and Chelsea (£3, 040, 547), which had the fifth lowest council tax



CHAPTER 3. THE SALIENCE OF PROPERTY TAXES 91

(£1, 139.41).

In general, it is clear from the map that Boroughs that lie further from the cen-

ter tend to have higher council taxes and lower prices, while the more central Bor-

oughs tend to exhibit the opposite pattern. To confirm the intuition obtained from

Figure C.11, we can run a naı̈ve regression of house prices on house characteristics

and council tax payable without controlling for the geographical location of the

property, i.e.:

pidbt = βτdbt + δbt + ζ ′xidbt + εidbt (3.1)

where pidbt is the price of house i in Borough d, band b at time t; τdbt is the council

tax amount for a house in Borough d, band b at time t; δbt are year-band fixed

effects; and xidbt are controls which include the property size measured in squared

meters, number of rooms, property type, age, duration and month which controls

for seasonality in the housing market (Ngai and Tenreyro, 2014).

Table C.1 reports the results of regression (3.1); the first column provides the

baseline result where month and year-band fixed effects are included to remove

the mechanical correlation between increasing property prices and taxes over time

and the fact that moving from band A to band H goes hand in hand with higher

house prices. If we took this evidence at face value, we would conclude that the

incidence of council tax is extremely large and statistically significant, with a point

estimate of −231.2.

To give intuition, using a discount rate of r = 4% (similar to the risk-free rate

observed in sample) this would roughly imply that an extra £1 in present value of

taxes would lead to a drop in prices of r × β = 4%× 231.2 = £9.25. It is obvious

that this figure is only the artifact of the negative correlation between the value

of properties and the average tax within councils, as observed in Figure C.11. Ex-

tremely negative coefficients are obtained in columns (2), (3), and (4), where we

control for the property size, the number of rooms, property type, whether the

property is newly-built, and whether it is a leasehold. The smallest of these co-

efficients in absolute value, i.e., −228.7 in column (3), would imply an incidence

of r × β = 4%× 228.7 = £9.15 which is still unreasonably high. Table C.2 shows
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similar estimates when we include all the variables available as controls.

To further corroborate the negative correlation between property prices and

council taxes due geographical selection, we provide the results of the following

two-step estimation. First, we regress house prices on characteristics to obtain he-

donic residuals:

pidbt = ζ ′xidbt + εidbt (3.2)

For each Borough, band, year, we compute the median residual price εmed
dbt and pro-

ceed to regress it on council tax amount payable including year-band fixed effects:

εmed
dbt = βτdbt + δbt + ηdbt (3.3)

The results are reported in Table C.3. The vector of predictors xidbt in first-stage

hedonic regression includes month fixed effects in column (1); month, property

size, number of rooms in column (2); month, property size, number of rooms and

property type in column (3); and month, property size, number of rooms, property

type and indicators for whether the property is newly-built and a leashold in col-

umn (4). Similarly, Table C.4 reports results when the dependent variable in the

second stage is the average hedonic residual ε̄dbt per Borough, band, year, i.e.:

ε̄dbt = βτdbt + δbt + ηdbt (3.4)

Both tables confirm the previous finding that Boroughs with higher house values

tend to impose lower council tax bills: the coefficients are negative and statistically

significant, ranging from −183.6 to −368.4.

The results provided so far imply that special care needs to be taken before

using the geographical variation in council taxes to estimate their incidence on

house prices. For this reason, in our identification strategy, we will compare only

houses that lie extremely close, i.e., no more than 500 meters and mainly closer than

200 meters, to the border between two adjacent Boroughs to disentangle the actual

incidence of the tax from the geographical distribution of taxes across Boroughs.

Throughout the rest of the paper, the reader should remember that the geo-
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graphical distribution of council taxes entails that any estimated incidence will be,

at most, an upper bound for the true incidence. This is because if buyers value

certain characteristics upon purchasing a house, these should be capitalized in the

house price, which, in this case, acts almost like a sufficient statistic for their value;

the results of Figure C.11 and Tables C.1-C.4 signal that houses with more highly

valued characteristics (and higher prices) tend to be located in Boroughs with lower

taxes, thus inflating any estimate of tax incidence.

A second and more subtle reason why we can only estimate an upper bound

for the incidence has to do with our identification strategy. By comparing similar

dwellings on opposite sides of a border, we implicitly assume that the buyer al-

ways has an outside option during the price bargaining process. As a result, the

buyer would be much more elastic than an otherwise identical buyer involved in

purchasing a house located in the heart of a Borough where there is no outside

option in terms of council tax.

We will show in Section 3.5 that the seller will bear the whole incidence of the

tax at the border, while that will not necessarily be the case at an interior point.

In general, even in the absence of perfect substitutes across council borders, it is

reasonable to conjecture that the incidence will still be much larger at the border

compared to the council center, where the agent would have to move long distance

to pay a different council tax rate.

In the next section, we will describe the identification strategies that will al-

low us to estimate the incidence of council taxes as precisely as possible given the

present setting, bearing in mind that any attempt is likely to result in an over-

estimation of the true incidence.

3.3.2 Identification Strategies

We use two different identification strategies to measure an upper bound of the

incidence of council tax on property prices: regressions grids and a matching algo-

rithm.
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Regression Grids

The first strategy compares houses in close proximity by dividing the area of Lon-

don in a grid and assigning a fixed effect to each square in the grid. By doing so, we

are de-facto comparing two houses that are otherwise identical but lie on opposite

sides of a given border between two Boroughs.

Figure C.12 graphically depicts our first approach. Panel C.12a shows a grid of

squares with equal sizes superposed on a map of London. Panel C.12b shows a

more detailed picture of the Boroughs in the center.9

We then select the squares with two houses that are sold in the same year, in the

same council tax band and lie on opposite sides of the border; Panel C.12b displays

in blue examples of such squares. It can be noticed that we discard observations

for which the border is located on the Thames River bank. To avoid relying on an

arbitrary division, we have used three different grids. Namely, one grid divides

the area in 50× 50 squares, another divides it in 100× 100 squares, and, finally, the

last grid is a 150× 150 one. These squares have side lengths of approximately 800

meters, 400 meters, and 250 meters, respectively. While the maximal possible dis-

tance between houses can be inferred as
√

2× square side length, we have decided

to remove observations that were more than 500 meters far from the border.

Figure C.13 shows the distribution of distances to the border for our different

specifications. As mentioned, no house lies more than 500 meters from the border,

and most observations are about 200 meters away from the closest border. As we

refine our grids by subdividing into a larger number of squares, we can see that we

lose observations in the 200 meters-500 meters range; this will reduce our power

significantly, but it will ensure that we compare houses that are indeed in very close

proximity.

Our strategy consists of running within square regressions whereby we com-

pare houses that are sold in the same year and in the same council tax band, specif-

ically:

pibgdt = βτbdt + δbgt + ζ ′xibgdt + εibgdt (3.5)

9 The three main Boroughs depicted in the picture are, starting from left, Hammersmith and
Fulham, Kensington and Chelsea, and the City of Westminster.
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where pibgdt is the price of house i, in council tax band b, grid square g, Borough

d, and year t; τbdt is the council tax amount for band b, Borough d in year t; and

xibgdt are house-specific controls. The presence of the band-grid square-year fixed

effects δbgt guarantees that the regression compares houses that are in the same

square, same council tax band, and are sold in the same year, implying that our

identification assumption is that they systematically differ only due to the amount

of council tax paid, after partialling out the effect of house characteristics that we

add to increase our precision.

It should be noticed that, as mentioned above, better Boroughs, i.e., Boroughs

with higher average prices, tend to have lower council taxes, implying that - if we

leave some hidden characteristic out of our regression - the estimate of β is most

likely going to overstate the true incidence. To give an example, while highly un-

likely given the sharp nature of the borders, one could argue that there is a name

tag value of living in certain Boroughs over others. For instance, a house in West-

minster commands a premium over a similar house on the other side of the border

in Brent. The fact that Westminster has a lower tax compared to Brent implies that

we will overestimate the incidence of the tax because of the name tag value of liv-

ing in Westminster. In general, to reverse this bias and claim that the true incidence

might be higher than the one we estimate, the reader should think of some hidden

characteristic that systematically causes people to prefer living in a Borough with

worse amenities compared to a Borough with better ones.

The following section will present our second identification strategy, which re-

lies on a matching estimator rather than grid squares fixed effects.

Matching Estimator

Our second identification approach consists of the pairwise matching of houses on

opposite sides of a given border. To find the closest match, we need to define a

distance: in what follows, we rely on a Euclidean distance and a distance based on

a linear model. Under the first one, we restrict the possible matches to be: no more

than 500 meters away from each other, sold in the same year, in the same council

tax band, and to both be either old or newly-built and freehold or leasehold prop-
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erties. For each property we then choose the closest match as the one minimising

the Euclidean distance d(i, j) =
√

∑K
k=1(xik − xjk)2, where i is the original property,

j indexes the possible matches on the other side of the border, xik are house i char-

acteristics and xjk are house j characteristics. We then run within-pair regressions:

pibdt = βτbdt + δij + ζ ′xibdt + εibdt (3.6)

where δij are ij-pair dummies and xibdt are house i-specific features. The second

choice of distance is based on a linear pricing model:

pit = α + β′xit + εit (3.7)

where xit similarly contains house-specific characteristics as above. We then com-

pute the model-predicted price p̂it = α̂ + β̂′xit. As before, we restrict the pairing

to houses sold in the same year, band, old/new, and leasehold/freehold categories

and no further than 500 meters from each other. For each property i we pick the

closest match j as the one that minimises the following distance: d(i, j) = | p̂it− p̂jt|.

To estimate the incidence, we run within pair-regressions as in equation (3.6) where

the δij dummies are determined according to the new matching algorithm. As in

Section 3.3.2 the identification will be valid as long as the only systematic differ-

ence within pairs is the amount of council tax. As previously explained, any other

omitted variable will likely lead us to estimate an upper bound for the incidence,

given the geographical distribution of council taxes.

3.4 Results

3.4.1 Grid Estimator

Table C.5 presents the results of the grid regressions described in Section 3.3.2

where we have used a 50× 50 grid and included band-grid square ID-year fixed

effects to compare the effect of council taxes on properties in the same band, sold

in the same year, located in the same grid square but on opposite sides of a bor-
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der as in Equation (3.5). The controls we include are as follows: column (1) uses

month fixed effects to control for housing market seasonality; column (2) adds the

number of rooms fixed effects and controls for property size; column (3) also adds

property type fixed effects, and; column (4) includes an indicator for newly-built

and leasehold properties. These will be our default specifications throughout the

rest of the paper.

In all columns, the coefficient on council taxes is statistically indistinguishable

from zero and always with the wrong sign. The lack of significance cannot be at-

tributed to a lack of statistical power in the regressions, given that other control

variables are always strongly statistically significant. For instance, the effect of one

additional squared meter ranges between £4, 537 and £4, 627, newly-built proper-

ties command a premium of about £33, 400, and freehold properties sell for £76, 000

more relative to leaseholds.

The same conclusion can be drawn from Table C.6 where we expand the regres-

sions to include all available house price predictors, showing that even relatively

minor characteristics such as the number of lighting outlets or the presence of fire-

places in the property have a significant effect on prices.

Table C.7 displays the grid regression results for grids of different sizes: column

(1) uses a grid that divides the London area into 50× 50 squares, column (2) 100×

100, and column (3) 150 × 150. This might help to alleviate concerns that grids

made of large squares might be comparing houses rather distant from each other.

The specification is otherwise the same as the one in column (4) of Table C.5. The

coefficient on council tax remains statistically insignificant, and the point estimate

varies from positive to negative across columns: this is precisely what we should

expect when a regressor has no effect on the outcome variable and simply reacts to

the noise in the sample. The fact that the R-squared is very high (between 77% and

83%) and that all other coefficients are precisely estimated confirms our previous

finding that the incidence of the council tax is indistinguishable from zero.

In Table C.8 we augment the regressions by adding all additional house charac-

teristics: the coefficient on council tax ranges from -11.8 to 75.4 and is never statis-

tically lower than zero.
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To make sure that the confounding effect of the stamp duty notches does not

play a role in our estimation results, Table C.9 presents the results of the grid

regressions when we remove the two main stamp duty notches at £250, 000 and

£500, 000. Column (1) excludes only the first notch, column (2) the second, and

column (3) removes both. The results are virtually unchanged, with the incidence

still being statistically insignificant, small in magnitude, and always displaying the

wrong sign. As previously mentioned, the large R-squared and the fact that the

remaining coefficients are precisely estimated guarantees that this is not due to a

lack of power.

Finally, Tables C.10 and C.11 provide estimates of council tax incidence using a

similar two-step approach as in Tables C.3 and C.4, i.e., by first obtaining residual

hedonic prices as follows:

pibdgt = ζ ′xibdgt + εibdgt (3.8)

and subsequently regressing the median or average hedonic residuals for each Bor-

ough, band, grid square and year on council tax amounts:

εmed
bdgt = βτbdt + δbgt + ηbdgt (3.9)

ε̄bdgt = βτbdt + δbgt + ηbdgt (3.10)

where δbgt are band-grid square-year fixed effects included to ensure that we are

comparing values of houses in the same council tax band, sold in the same year,

and located in the same square of the grid. As usual, we restrict the analysis to grid

squares with at least two houses located on different sides of a border and present

the four standard specifications. The results confirm the previous finding: both the

median and average hedonic residuals are not decreasing in the council tax amount

paid, suggesting that the incidence of this tax on house prices is not different from

zero.

In the following section, we will supplement the evidence by presenting results

using our second identification strategy.
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3.4.2 Matching Estimator

Tables C.12, C.13 and C.14 show the results of our second estimation approach

where we explicitly match similar dwellings on opposite sides of a border as de-

scribed in Section 3.3.2. As previously mentioned, all the results are obtained using

housing pairs on opposite sides of a border no more than 500 meters apart, sold

in the same year, in the same council tax band, and which are both either old or

newly-built and leasehold or freehold properties.

Table C.12 displays the results where closest pairs have been determined by

minimising the Euclidean distance d(i, j) =
√

∑K
k=1(xik − xjk)2, where the vectors

xi and xj consist of property size and number of rooms in columns (1) and (2), and

also energy cost in columns (3) and (4). All the variables have been standardized to

be comparable. This procedure leads to 57,612 and 57,323 observations of property

pairs with 71,578 and 71,656 unique transactions in columns (1)-(2) and (3)-(4), re-

spectively.10 After obtaining the pairs, we run the regression specified in Equation

(3.6). The presence of δij pair fixed effects amounts to regressing the difference in

prices of matched houses on the difference in council tax paid, controlling for other

property characteristics along which the matched properties may differ.

Consistent with the results obtained with the grid estimator, none of the coef-

ficients on council tax is statistically significantly negative. As pointed out before,

this result is not attributable to a lack of statistical power. For instance, the coeffi-

cient on size is highly statistically significant and has the same order of magnitude

as the ones obtained with the earlier estimator.11

Table C.13 confirms these findings under linear matching algorithm where pairs

have been chosen by minimising the distance d(i, j) = | p̂it − p̂jt|, where the pre-

dicted prices p̂it and p̂jt have been obtained from a linear model as in Equation

(3.7). As before, columns (1) and (2) match properties based on size and number of

rooms, while columns (3) and (4) add energy cost.

10 Notice that any given transaction can be the closest match for more than one property. We
cluster standard errors at the transaction ID level to take care of this redundancy.

11 Notice that, compared to the default specifications used in Tables C.1, C.5, C.7 and C.9, the
indicators for newly-built and leasehold properties have been dropped given that properties have
been constrained to be identical along these dimensions.
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Finally, Table C.14 presents the last set of results for the linear model where

we have allowed each property to be paired with more than one similar prop-

erty on the other side of the border, as long as the absolute difference in pre-

dicted prices is less than 30% of the largest predicted price, namely: | p̂it − p̂jt| <

0.3×max{ p̂it, p̂jt}. While the point estimates range between -5.24 and -8.19, none

of the coefficients is statistically different from zero as in all previous specifications.

We will shed more light on the interpretation of these and the previous results in

Section 3.5.1.

The empirical findings above demonstrate that council tax differences never

significantly explain house price differences. Moreover, while the absence of evi-

dence, namely the fact that agents seem insensitive to taxes that are postponed to

the future, does not directly imply evidence of absence, many point estimates are

positive and hence with the wrong sign. Bearing these estimates in mind, in the

next section we develop a simple model that will allow us to propose a plausible

explanation for the above results. We then calibrate the model using a Bayesian

approach informed by all of the above estimates and briefly discuss policy impli-

cations.

3.5 Model

In what follows, we present a simple multi-period model of housing-consumption

choice to calibrate the above results. We begin with the optimisation problem of an

agent who chooses at time t = 0 an infinite stream of consumption {ct}∞
t=0 and a

composite housing good h:

max
{{ct,dt}∞

t=0,h,1{A},1{B}}
U({ct}∞

t=0, h) = c0 +
∞

∑
t=1

βtu(ct) +
∞

∑
t=0

βt log(h) (3.11)

s.t. c0 + h(pA01{A} + pB01{B} + τS) ≤ w0 + d0 (3.12)

ct + h(τAt1{A} + τBt1{B}) + dt−1(1 + r) ≤ wt + dt t = 1, 2, 3, ... (3.13)
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dt ≤ αh(pAt1{A} + pBt1{B}) t = 0, 1, 2... (3.14)

For simplicity, we choose the agent’s utility to be time-separable and separable

in consumption and housing. The utility function is quasi-linear in c0 to eliminate

income effects, as is standard practice in the public finance literature. For tractabil-

ity and to separate the impact of stamp duty and council tax, the agent purchases

the housing good only once at t = 0. There are two Boroughs, A and B, with ex-

ogenously chosen and potentially different council tax rates. We assume that there

is an equal supply of housing in both Boroughs.12

Equation (3.12) is the first-period budget constraint: the agent spends his initial

endowment w0 on consumption c0 and the after-tax cost of his housing demand h.

When he buys a house, the agent pays the pre-tax price pi0, i = A, B, and, in addi-

tion, he also needs to pay the stamp duty tax τS hereby assumed to be proportional

to the quality-adjusted level of housing demand. If his total demand exceeds his

initial endowment, the agent can borrow additional funds d0 for one period at the

risk-free rate. The budget constraints for all subsequent periods are identical and

given by Equation (3.13): from time t = 1 onwards, the agent will need to spend

his endowment wt on his optimal consumption choice ct and pay the council tax

that corresponds to the Borough where he chose to locate τit, i = A, B. He will

also need to repay his short-term debt from the previous period, including inter-

est dt−1(1 + r), and will be allowed to borrow again at the same terms to balance

his budget constraint. Finally, the last constraint in Equation (3.14) is the financ-

ing constraint: the agent cannot borrow more than a fraction α of the pre-tax cost

of his housing demand. This can potentially generate a very large incidence for

the stamp duty tax since the lump sum nature of this tax will tighten the leverage

constraint.
12 This assumption is crucial, and de-facto eliminates the potential for a differential elasticity of

supply with respect to council taxes at the border. We consider this assumption quite reasonable,
given that the vast majority of the housing stock in London had been constructed well before the
introduction of this tax in the early 90s, as shown in Figures C.8 and C.9.



CHAPTER 3. THE SALIENCE OF PROPERTY TAXES 102

The Lagrangian for the above problem can be written as:

L =U({ct}∞
t=0, h)− λ0(c0 + h(pB0 + τS)− w0 − d0)−

∞

∑
t=1

λt(ct + hτBt + dt−1(1 + r)− wt − dt)−
∞

∑
t=0

µt(dt−

αhpBt)− h1{A}

[
λ0(pA0 − pB0) +

∞

∑
t=1

λt(τAt − τBt)− α
∞

∑
t=0

µt(pAt − pBt)

]
(3.15)

where we have used the fact that 1{B} = 1− 1{A}. Notice that the Lagrangian is

monotone in the choice of Borough 1{A}, therefore, the choice of where to locate

can be separated from the consumption and housing-quality choices.

The agent chooses to live in Borough A if:

pA0 − pB0 ≤ −
∞

∑
t=1

λt

λ0
(τAt − τBt) + α

∞

∑
t=0

µt

λ0
(pAt − pBt) (3.16)

i.e., if the price differential between the same-quality house in Boroughs A and B

more than compensates for the present value of the difference in future council tax

payments and the collateral value of the house.

In equilibrium, markets clear if Equation (3.16) holds with equality which, from

now onwards, we assume to be the case. Assuming that the agent is indifferent

between living in Boroughs A and B, we proceed by suppressing the Borough sub-

scripts and denote the house price as pt and the council tax as τt.

The first-order conditions for an interior solution are:

1 = λ0 (3.17)

βtu′(ct) = λt ∀t = 1, 2, 3, ... (3.18)

−λt + λt+1(1 + r) + µt = 0 ∀t = 0, 1, 2, ... (3.19)
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h−1

(1− β)
= λ0(p0 − α

µ0

λ0
p0 + τS) +

∞

∑
t=0

λt+1τt+1 −
∞

∑
t=0

λt+2
µt+1

λt+2
αpt+1 (3.20)

Combining the first-order conditions for consumption and for the optimal debt

choice, we obtain the following Euler equation:

λt+1

λt
= β

u′(ct+1)

u′(ct)
=

1
1 + r + µt

λt+1

(3.21)

The above Euler equation implies that the agent’s discount factor is equal to

the inverse of the risk-free rate and a liquidity premium µt
λt+1

, arising from the fact

that the house has some collateral value. In order to simplify the exposition, we

assume that in equilibrium the liquidity premium is constant and equal to µt
λt+1

= k,

that house prices grow at a constant rate g, i.e., pit = pi0(1 + g)t, and council tax

amounts grow at a constant rate g̃, i.e., τit = τi1(1 + g̃)t−1.

Re-arranging Equations (3.16), (3.20) and (3.21), we obtain the final no-arbitrage

condition and housing demand:

(pA0 − pB0)

(
1− αk

r + k− g

)
= −(τA1 − τB1)

1
r + k− g̃

(3.22)

h−1

(1− β)
= p0

(
1− αk

r + k− g

)
+ τS +

τ1

r + k− g̃
(3.23)

The first equation is the equilibrium condition of how house prices should be-

have across Boroughs: the house price differential, after having taken into account

the collateral value αk
r+k−g , needs to match (the negative of) the present value of the

council tax differential. The second equation states that the agent’s marginal utility

of housing is equal to the house price inclusive of (the present value of) all taxes

and collateral value.

It is important to note that the no-arbitrage condition (3.22) in general gives a

different incidence compared to the one obtained from the housing demand (3.23).

This is because the former holds only at the border between two Boroughs where

the outside option, i.e., the option to buy an otherwise identical house on the other
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side of the border, implies that the supply bears the whole burden of the tax. In

particular, from Equation (3.22) we obtain an incidence of:

dp0

dτ1
= − 1

r + k− g̃
× r + k− g

r + (1− α)k− g
(3.24)

On the other hand, for both houses on the border as well as houses in the

middle of a given Borough we can define the optimal demand from Equation

(3.23) as D(p0, τ1, τS) = h∗(p0, τ1, τS). Equating with the optimal supply, S(p0) =

D(p0, τ1, τS), and after total differentiation we obtain the standard formula for the

incidence:
dp0

dτ1
= −

∂D
∂τ1

∂D
∂p0
− ∂S

∂p0

= − 1
r + k− g̃

× 1
r+(1−α)k−g

r+k−g + η̃S

(3.25)

where η̃S = ∂S
∂p0

p0
S

p0

(
1− αk

r+k−g

)
+τS+

τ1
r+k−g̃

p0
= ηS

p0

(
1− αk

r+k−g

)
+τS+

τ1
r+k−g̃

p0
is a slightly modi-

fied version of the supply elasticity ηS that takes into account the price inclusive of

taxes and collateral value. In general, we have that:

1
r+(1−α)k−g

r+k−g + η̃S

≤ r + k− g
r + (1− α)k− g

(3.26)

implying that the incidence at the border between Boroughs is an upper bound for

the true council tax incidence as long as the modified elasticity of supply is non-

negative, i.e., η̃S ≥ 0. Notice that the modified elasticity of supply η̃S is positive as

long as the true elasticity of supply ηS is positive.

3.5.1 Calibration

The model in the previous section allows us to better interpret the empirical results

of Section 3.4. By using Equations (3.22), (3.23) and (3.24) we get:

dp0

dτ1
=

dp0

dτS
× 1

r + k− g̃
(3.27)

i.e., the incidence of the council tax can be interpreted as the present value of the

sum of the incidence of the stamp duty tax discounted at the liquidity-adjusted cost
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of capital r + k with growth rate g̃.13

In what follows we are going to use the results in Tables C.5 - C.14 and pro-

vide some further direction on how to interpret them. We treat each estimate as a

separate model m.

Conditional on the model being true and given a common prior distribution

p(βτ|m) = p(βτ) about the true incidence of council tax and the likelihood function

of the data p(y|βτ, m) we can use Bayes’ rule to express the posterior distribution

for the incidence under each model m as:

p(βτ|y, m) =
p(y|βτ, m)× p(βτ)∫

p(y|βτ, m)× p(βτ)dβτ
(3.28)

We then proceed to obtain the model-averaged posterior distribution as:

p(βτ|y) = ∑
m

p(βτ|y, m)p(m|y) (3.29)

The computational burden of Equation (3.29) is significant, therefore, we proceed

with the simplifying assumptions described in Appendix C.4. We always start from

a normally-distributed prior βτ ∼ N (bτ, σ2
τ) and likelihood function which leads to

a normal posterior. As detailed in Appendix C.4 the mean of the prior is chosen by

calibrating the parameters g, g̃, r and α based on historical data and matching the

stamp duty incidence to results in Best and Kleven (2018). For robustness we also

vary the precision of the prior and provide results for five different specifications:

p(βτ) = N (−150, 502), N (−100, 502), N (−50, 502), N (−150, 752), N (−50, 252).

Figure C.15 plots the model-averaged density of the posterior distribution for

the council tax incidence. Panel (a) displays the posterior density for a constant

standard deviation of the prior of 50, while (b) for a standard deviation equal to

half the prior mean. It can be noted that the shape of the posterior is similar across

specifications and that it displays a significant shift of mass toward zero. Table C.15

provides the quantiles, the mode, and the mean of the posterior distribution of the

incidence.

The median posterior incidence ranges between -22.87 and -2.17, well below
13 This assumes that η̃S = 0, i.e., that the housing supply is fixed in the short term.
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the median implied by the model calibration, which has informed the prior. The

last column reports the ratio between the two, giving the implied attenuation bias

displayed by agents. Given the model parameters, the price reaction to council

taxes is between 4% and 37% of what the price reaction to the stamp duty tax would

imply from agents who fully perceive the tax.

The results above become striking once coupled with the extent to which house

buyers react to stamp duty taxes. When buyers are liquidity-constrained, their

effective discount rates become large, and, therefore, one might be tempted to at-

tribute the previous evidence solely to extreme discounting of future cash flows. If

we are willing to take this view, we would have to assume discount rates ranging

between 23.4% and 231.9% to fit the posterior estimates of the council tax incidence.

Moreover, it should be noted that every estimate of the council tax incidence is

conditioned on an estimate of the stamp duty incidence, i.e., the discount rate is

not a free parameter in the calibration. To put it differently, changing the discount

rate to match a reasonable incidence for the council tax would lead to an incidence

of the stamp duty tax that is inconsistent with current estimates in the literature.

The fact that the incidence of the stamp duty is large but not extreme implies that

the liquidity premium cannot be the only source of the low council tax incidence.

Third, in our estimation, we have used relatively concentrated priors around

the model-informed incidence; had we allowed the likelihood to dominate by as-

signing diffuse priors, we would have obtained much lower estimates compared

to the conservative ones we have provided so far.

One way to explain these findings is by hypothesizing that, when buying their

properties, agents discount tax payments that happen in the future disproportion-

ately compared to those that occur concurrently with the purchase. It is difficult to

argue that this might be due to uncertainty associated with council tax payments,

given that differences in council tax amounts across Boroughs are very smooth and

predictable, as shown in Figure C.2.

This leaves us with another plausible alternative explanation: agents fail to fully

internalize the (difference in) council tax payments across Boroughs upon purchas-

ing a property, either because this is much less salient compared to the stamp duty
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tax or because they fail to appreciate the magnitude of its present value.14

Notice also that the results so far suggest that there is somebody who is not

taking the council tax differentials into account in a fully-rational way, but this

does not need to be the house buyer: our previous analysis goes through even if the

buyer is fully aware of the tax and hopes to shift its incidence onto the subsequent

buyer, or the renter in the case of buy-to-let property transactions.15

Motivated by these findings, we are going to explore some policy implications

in the following section.

3.5.2 Implications for Tax Policy

Given the results in the previous section, it seems reasonable to argue that agents

fail to fully perceive deferred taxes. As a result, we propose a modified version of

the model above that allows for non-fully salient taxes.

We extend our analysis to properties that are potentially far from the border

and, therefore, allow the elasticity of supply ηS to be non-zero. Recall that the

incidence estimates coming from the border in Section 3.4 are an upper bound for

the incidence in the middle of Boroughs. For simplicity, let us assume we are in an

equilibrium where the leverage constraint (3.14) is binding, i.e., dt = αhpt. If we

multiply each of the constraints (3.12) and (3.13) by 1
(1+r+k)t and add them together,

we obtain the following consolidated budget constraint:

c0 +
c1

(1 + r + k)
+

c2

(1 + r + k)2 + ... + p̃h = w0 +
w1

(1 + r + k)
+ ... = I (3.30)

where p̃ = p0

(
1− αk

r+k−g

)
+ τS +

τ1
r+k−g̃ is the tax-inclusive house price. For sim-

plicity of exposition, define p = p0

(
1− αk

r+k−g

)
and τ = τ1

r+k−g̃ , so that we can

14 It is also possible that the tax is fully salient to agents, but due to mental accounting, they fail
to integrate its present value into the house price they are willing to pay. Other explanations could
be related to search costs and cognitive costs. For a property in band D worth, say, £300, 000, the
stamp duty tax in 2018 would amount to £9, 000. If the buyer could choose whether to buy the
property in the Borough of Camden or the Borough of Westminster, the difference in council tax
would amount to about £778 in 2018, which, in present value using a discount rate of 4%, would be
equal to £19, 450, more than twice the value of the stamp duty tax.

15 Note that we have largely interpreted the results as evidence of overpricing. Another possibil-
ity is that the properties on the low council tax side of borders are relatively underpriced, and it is,
therefore, sellers who fail to incorporate the tax discount into their ask price.
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rewrite p̃ = p + τS + τ. Following Chetty et al. (2009), Farhi and Gabaix (2020) and

Goldin (2015), we assume that the agent misperceives taxes with attenuation factor

γ, i.e., he solves the following maximisation problem:

max
{{ct}∞

t=0,h}
U({ct}∞

t=0, h) = c0 + log(h) +
∞

∑
t=1

βt (u(ct) + log(h)) (3.31)

s.t.

c0 +
c1

(1 + r + k)
+

c2

(1 + r + k)2 + ... + p̃γh = w0 +
w1

(1 + r + k)
+ ... = I (3.32)

where the perceived house price is:

p̃γ = p + τS + γτ, γ ∈ [0, 1] (3.33)

Recall from the previous section that the attenuation factor for the council tax

implied by the data ranges between 0.04 and 0.37. Notice that while the agent per-

ceives the above budget constraint, he has to satisfy the actual budget constraint

(3.30) given by the rational model. As pointed out in Reck (2016), it is crucial to

decide what choice variable will bear the burden of adjustment. Given our as-

sumption about the quasi-linear utility function in first-period consumption c0, it

is natural to let c0 be the shock absorber. This choice amounts to assuming the

following train of events: 1) the agent misperceives the council tax he will have to

pay going forward and, as a result, buys ”too much” quality-adjusted housing; 2)

following this, he realizes that the actual amount of taxes he will have to pay is

beyond his budget; 3) consequently, the agent adjusts his consumption in the first

period keeping everything else constant.

Denoting the observed demands as ĉ0, ĉt, ĥ, and the optimal demands absent

any behavioural frictions as c∗0 , c∗t , h∗, we have the following first-order conditions:

ĉt = [u′]−1
(

1
(β(1 + r + k))t

)
= c∗t (3.34)

ĥ = [(1− β) p̃γ]
−1 6= [(1− β) p̃]−1 = h∗ (3.35)
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ĉ0 = I −
∞

∑
t=1

ĉt

(1 + r + k)t − ĥ p̃ 6= c∗0 (3.36)

As previously mentioned, the optimality condition for future consumption re-

mains as before. However, Equation (3.35) shows that the agent will demand ”too

much” housing because the perceived price p̃γ is lower than the true price p̃, as

long as γ < 1. As a result, because of quasi-linearity in the utility function, ĉ0 will

adjust to absorb the reduced available income.

The previous discussion highlights that misperception of the house price will

affect both consumption and housing demand, albeit in opposite directions. This

implies that a benevolent social planner needs to carefully balance the two distor-

tions when setting the optimal tax policy.

To see this more formally, let us adopt the approach of Goldin (2015) and as-

sume that the Government will choose the optimal (property) tax combination

to raise a fixed amount of revenue and maximize the buyer’s utility.16 For con-

venience, define the present value of council tax revenue from the Government’s

point of view, discounted at the risk-free rate, as τ̃ = τ1
r−g̃ .

The total revenue raised from a given buyer is:

R = (τS + τ̃)h =

(
τS + τ

r + k− g̃
r− g̃

)
h (3.37)

The second equality of the above equation shows that the Government discounts

the revenue raised through council taxes at a lower rate than agents due to the

presence of borrowing constraints. The Government can twick the two taxes to

maintain revenue-neutrality. In particular, a revenue-neutral tax change will be

such that:

[
h +

(
τS + τ

r + k− g̃
r− g̃

)
∂h
∂τS

]
∆τS = −

[
r + k− g̃

r− g̃
h +

(
τS + τ

r + k− g̃
r− g̃

)
∂h
∂τ

]
∆τ

(3.38)

This implies that the change in stamp duty per unit change in council tax needed

16 In what follows, we will abstract from analyzing the effect on the utility of the seller.
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to maintain revenue-neutrality will be:

∆τS

∆τ
= −

r+k−g̃
r−g̃ h +

(
τS + τ

r+k−g̃
r−g̃

)
∂h
∂τ

h +
(

τS + τ
r+k−g̃

r−g̃

)
∂h
∂τS

= −
r+k−g̃

r−g̃ h +
(

τS + τ
r+k−g̃

r−g̃

)
θτ

∂h
∂p

h +
(

τS + τ
r+k−g̃

r−g̃

)
θτS

∂h
∂p

(3.39)

where θτS =
∂h

∂τS
∂h
∂p

and θτ =
∂h
∂τ
∂h
∂p

tell us how responsive the demand is with respect

to taxes relative to pre-tax prices. From Equations (3.33) and (3.35) we infer that

θτS = 1 and θτ = γ in our model. The indirect utility function for an inattentive

agent will be:

V(p, τS, τ) = I −
∞

∑
t=1

ĉt

(1 + r + k)t − ĥ(p + τS + τ) +
∞

∑
t=1

βtu(ĉt) +
log(ĥ)
(1− β)

(3.40)

where ĉt = [u′]−1
(

1
(β(1+r+k))t

)
and ĥ = ĥ(p, τS, τ) = [(1− β)(p + τS + γτ)]−1

from the agent’s first-order conditions. Differentiate the indirect utility function

above to obtain:

dV
dτ

= −ĥ
(

dp
dτ

+
∂τS

∂τ
+ 1
)
+

[
∂U
∂h
− (p + τS + τ)

] [
dp
dτ

+ θτS

∂τS

∂τ
+ θτ

]
∂ĥ
∂p

(3.41)

where dp
dτ = ∂p

∂τ + ∂p
∂τS

∂τS
∂τ is the total incidence of the council tax after having taken

into account the shift in stamp duty to guarantee revenue neutrality.

As in Goldin (2015), the change in welfare can be decomposed into four com-

ponents: the first part, i.e., −ĥ
(

dp
dτ + ∂τS

∂τ + 1
)

measures the direct welfare effect of

a tax shift due to the alleviation of the borrowing constraint; the second part, i.e.,[
∂U
∂h − (p + τS + τ)

]
is the behavioural wedge and it represents the difference be-

tween perceived and actual prices; the third component, i.e.,
[

dp
dτ + θτS

∂τS
∂τ + θτ

]
is

equal to the change in prices as perceived by the agent; and the fourth component,

i.e., ∂ĥ
∂p is the impact of a change in prices on demand for housing.

With no bias, i.e., when γ = 1 the perceived price is equal to the actual price

and the envelope theorem ensures that the second component above is equal to

zero. As a consequence, the optimal tax policy will depend on the sign of the first

term.17 If this is positive, it is optimal for the government to set τS = 0, if negative,

17 Notice that ∂τS
∂τ < −1 because r + k − g̃ > r − g̃, θτ < θτS and ∂h

∂p < 0. The above assumes
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τS = R. It is easy to show that when γ = 1 this term is unambiguously positive as

long as ηS > 0. The Government will then choose a zero stamp duty tax in order

to alleviate the agent’s liquidity constraint.

In the presence of biases, however, there is a trade-off between the two ineffi-

ciencies: 1) the liquidity constraint and differences in salience make increasing the

stamp duty tax less efficient than raising the council tax; 2) on the other hand, rais-

ing the council tax causes a shift in demand away from c0 which in our example is

the shock absorber. In the extreme case when there are no liquidity constraints, it

is optimal to impose no council tax. Otherwise, the problem of the social planner

will be to choose the optimal combination of stamp duty and council tax to jointly

solve the following two equations:

ĥ
(

τS + τ
r + k− g̃

r− g̃

)
= R (3.42)

dV
dτ

= 0 (3.43)

Figure C.16 reports the optimal mix of taxes computed for a house worth £430, 000,

which is the median value of properties in band D in 2017. The property pays a

stamp duty of £11, 500, and we assume that it pays a yearly council tax of £1, 419.73,

the in-sample median amount in the corresponding band and year.

The figures confirm the above intuition. The upper panel shows how the opti-

mal combination varies as a function of the discount rate r + k, while the bottom

panel varies the attenuation parameter γ. From Figure C.16a we can see that when

the liquidity premium is zero, the optimal policy is to levy only the stamp duty

tax. For a small liquidity premium, there is an optimal mix that includes posi-

tive amounts of both taxes. However, the borrowing constraints become dominant

fairly quickly and make it optimal to set a zero stamp duty tax.

Figure C.16b, on the other hand, focuses on the effect of salience. Even when

the council tax is entirely non-salient, i.e., γ = 0, it is still optimal to raise a little

that r+k−g̃
r−g̃ h +

(
τS + τ

r+k−g̃
r−g̃

)
∂h
∂τ > 0 and h +

(
τS + τ

r+k−g̃
r−g̃

)
∂h
∂τS

> 0, i.e., the Government is on the

upward sloping part of the Laffer curve. The term ∂p
∂τ + ∂p

∂τS

∂τS
∂τ will usually be positive since agents

react less to a decrease in council tax relative to a revenue-neutral increase in the stamp duty.
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over 20% of revenue through it. As the tax becomes more salient, its distortionary

effect on c0 decreases. Therefore, its proportion should increase up to the point

where it becomes the only form of taxation for γ greater than 0.25. It should be

noted, however, that this assumes that tax policy changes do not affect any of the

parameters. In practice, changing the tax mix can change the inattention parameter

γ.

3.6 Conclusions

This paper has studied the incidence of property taxes in the UK housing mar-

ket. Using a geographical discontinuity approach, exploiting the considerable dif-

ference in council tax rates across London Boroughs, we have shown that agents

significantly underreact to council taxes.

Our empirical estimates of council tax incidence on house prices are never sig-

nificantly negative, and this lack of significance cannot be attributed to a lack of

statistical power. This is in sharp contrast to the large stamp duty incidence es-

timated by Best and Kleven (2018) and suggests that agents do not pay sufficient

attention to taxes deferred to the future or possibly point to evidence of very large

search frictions or other cognitive costs.

In Section 3.5.2, we have touched upon the policy implications of our findings.

However, one should be aware of issues arising when manipulating tax rates given

that there is no guarantee that policy changes are not followed by changes in tax

salience and, therefore, behavior. The analysis in this paper relies on data from the

residential property market. However, it can also be extended to other domains of

tax policy.

One general takeaway from the present work is that transaction taxes, such

as the stamp duty tax, have a large incidence on transaction prices. In contrast,

deferred taxes, such as the council tax, have a lower effect on prices but potentially

a higher impact on consumption choices. This implies that the optimal mix of taxes

may be some combination of the two. The analysis can be extended, for instance, to

financial securities where the fact that a transaction tax might be very distortionary
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does not imply that it is optimal to raise revenues only through capital gains or

dividend taxes.18

The findings in the paper keep open the question of the nature of the chan-

nels through which inattentive households correct their mistakes and adjust their

consumption policies once neglected taxes materialize. Access to disaggregated

expenditure data could help shed light on this matter: this can be done by analyz-

ing differences in consumption responses at the border between Boroughs, which

we should expect to arise whenever agents fail to optimally account for tax dif-

ferences and are forced to adjust their expenditures ex-post to meet their budget

constraints.

18 While the capital gains tax is a transaction tax, the fact that it is borne by the seller of the asset
suggests that agents could still underreact to it as it is a deferred tax and, therefore, less salient
compared to a tax charged at the moment of purchase like the stamp duty tax.
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A. Appendix to Advantageous Selection in

Fintech Loans

A.1 Tables

Table A.1: Homestead exemptions by State

State Homestead Exemption State Homestead Exemption

Alabama 15,000 Montana 250,000
Alaska 72,900 Nebraska 60,000
Arizona 150,000 Nevada 550,000
Arkansas Unlimited New Hampshire 100,000
California 75,000 New Jersey 0
Colorado 75,000 New Mexico 60,000
Connecticut 75,000 New York 165,550
Delaware 125,000 North Carolina 35,000
District of Columbia Unlimited North Dakota 100,000
Florida Unlimited Ohio 136,925
Georgia 21,500 Oklahoma Unlimited
Hawaii 20,000 Oregon 40,000
Idaho 100,000 Pennsylvania 0
Illinois 15,000 Rhode Island 500,000
Indiana 19,300 South Carolina 58,255
Iowa Unlimited South Dakota Unlimited
Kansas Unlimited Tennessee 5,000
Kentucky 5,000 Texas Unlimited
Louisiana 35,000 Utah 20,000
Maine 47,500 Vermont 125,000
Maryland 22,975 Virginia 5,000
Massachusetts 500,000 Washington 125,000
Michigan 30,000 West Virginia 25,000
Minnesota 390,000 Wisconsin 75,000
Mississippi 75,000 Wyoming 20,000
Missouri 15,000

This table shows the homestead exemption level in all the United States.
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Table A.2: Summary Statistics

Mean Median SD

Panel A: Loan Characteristics

Loan amount 26,143.09 25,000 5,208.29

Interest rate (%) 12.96 12.59 4.65

Installment 739.76 704.10 199.36

Long Maturity 0.50

Default 0.183

Panel B: Borrowers Characteristics

FICO 699.71 695 31.22

Debt-to-Income (%) 19.45 8.63 18.94

Annual Income ($) 109,602.40 92,000 90,750.80

Revolving balance 29,412.97 21,981 35,520.93

Revolving utilization (%) 56.43 57.7 23.72

Delinquencies (2yrs) 0.21

Home owner 0.10

Mortgage 0.61

Rent 0.29

N 63,300

This table shows summary statistics of the main sample of Lending Club borrowers in pre-
expansion months, which includes all loans whose listing date is between October 2015 and Febru-
ary 2016, for an amount between $20,000 and $35,000.
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Table A.3: Distribution of Loan Purposes

Purpose Frequency Percent

Car 422 0.35

Credit Card 29,220 24.40

Debt Consolidation 74,131 61.91

Home Improvement 7,979 6.66

House 491 0.41

Major Purchase 1,963 1.64

Medical 463 0.39

Moving 211 0.18

Other 3,352 2.80

Renewable Energy 36 0.03

Small Business 1,354 1.13

Vacation 125 0.10

N 119,747 100

This table shows the distribution of self-reported loan purposes of the main sample of Lending Club
borrowers, which includes all loans whose listing date is between October 2015 and July 2016, for
an amount between $20,000 and $35,000.
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Table A.4: Summary Statistics of USD 35,000 loans

35,000 Pre 35,000 Post

Panel A: Loan Characteristics

Installment 1,011.41 1,078.82

Long Maturity 0.51 0.40

Default 0.19 0.21

Panel B: Borrowers Characteristics

FICO 700.1 698.21

Debt-to-Income (%) 18.82 18.84

Annual Income ($) 148,471 147,173.5

Revolving balance ($) 43,428 40,244.24

Revolving utilization (%) 59.58 58.56

Delinquencies (2yrs) 0.22 0.24

Home owner 0.11 0.12

Mortgage 0.65 0.64

Rent 0.24 0.23

N 9,791 6,712

This table shows summary statistics of Lending Club borrowers choosing $35,000 loans in
pre-expansion months, which includes loans whose listing date is between October 2015 and

February 2016.
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Table A.5: Event study of takeup

(1) (2) (3)
35k Loan 35k Loan 35k Loan

POST -0.0369∗∗∗ -0.0554∗∗∗ -0.0941∗∗∗

(0.00179) (0.00333) (0.00539)

Interest Rate 1.860∗∗∗ 2.230∗∗∗ 2.208∗∗∗

(0.0412) (0.0542) (0.0567)
Default Bin FE Yes Yes Yes
Maturity FE Yes Yes Yes
State FE Yes Yes Yes
Employment FE Yes Yes Yes
Home Ownership FE Yes Yes Yes
Fico FE Yes Yes Yes
Income Bin FE Yes Yes Yes
Delinquencies FE Yes Yes Yes
DTI Bin FE Yes Yes Yes
Cluster State State State
Sample 20-35 25-35 30-35
Mean .15 .29 .53
N 117329 60691 33637

This table shows the result of regression in Equation (1.1) and measures the extent of the selection
into new loans after March 2016. The unit of observation is a loan. In all columns the dependent
variable is a dummy that equals one if the loan amount equals $35,000, and zero otherwise. The
independent variable POST is a dummy that equals one if the loan is issued after March 2016, and
zero otherwise. I compute 20 default probability bins to form Default Bin FE. All regressions contain
default bin, maturity, state, employment length, home ownership, 4-digit range FICO score, $10,000
income bin, delinquencies in the last 2 years, and 10% debt-to-income ratio fixed effects. Loans in all
columns are issued between October 2015 and July 2016. The first column contains loans between
$20,000 and $35,000. The second column contains loans between $25,000 and $35,000. The last col-
umn contains loans between $30,000 and $35,000. Standard errors are robust to heteroskedasticity.
*, ** and *** represent significance at the 10%, 5%, and 1% respectively.
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Table A.6: Regression of default on selected loans

(1) (2) (3) (4)
Default Default % Repaid % Repaid

DID 0.0233∗∗∗ 0.0189∗∗∗ -0.0139∗∗∗ -0.0122∗∗

(0.00532) (0.00563) (0.00472) (0.00486)
Amount Bin FE Yes Yes Yes Yes
Default Bin-Month FE No Yes No Yes
Maturity-Month FE Yes Yes Yes Yes
State-Month FE Yes Yes Yes Yes
Homeowner-Month FE Yes Yes Yes Yes
Employment-Month FE Yes Yes Yes Yes
FICO-Month FE Yes Yes Yes Yes
Income Bin-Month FE Yes Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes Yes
Cluster State State State State
Sample 20-35 20-35 20-35 20-35
Mean .18 .18 .78 .78
R-squared 0.0592 0.0791 0.222 0.233
N 117135 117135 117135 117135

This table shows the result of regression in Equation (1.2) and measures the relative change in
the default rate (columns 1 and 2) and in the share of the initial loan repaid (columns 3 and 4)
of $35,000 loans after March 2016, relative to smaller loans. The unit of observation is a loan. In
columns 1 and 2, the dependent variable is a dummy that equals one if the loan is in default, and
zero otherwise. In columns 3 and 4, the dependent variable is the percentage of the initial loan
eventually repaid. The independent variable DID is a dummy that equals one if the loan is issued
after March 2016 and its amount is $35,000, and zero otherwise. I compute 20 default probability
bins to form Default Bin FE. The regressions in columns 1 and 3 contain $5,000 loan amount bin,
maturity, state, employment length, home ownership, 4-digit range FICO score, $10,000 income bin,
delinquencies in the last 2 years, and 10% debt-to-income ratio (all interacted with month except
loan amount bin) fixed effects. The regressions in columns 2 and 4 add default bin-month fixed
effects. Loans in all columns are issued between October 2015 and July 2016 for amounts between
$20,000 and $35,000. Standard errors are clustered at state level. *, ** and *** represent significance
at the 10%, 5%, and 1% respectively.



APPENDIX A. ADVANTAGEOUS SELECTION IN FINTECH LOANS 132

Table A.7: Regression of default on 30,000 loans

(1) (2)
Default Default

DID 30k 0.00466 0.00332
(0.00432) (0.00464)

Amount Bin FE Yes Yes
Default Bin-Month FE No Yes
Maturity-Month FE Yes Yes
State-Month FE Yes Yes
Homeowner-Month FE Yes Yes
Employment-Month FE Yes Yes
FICO-Month FE Yes Yes
Income Bin-Month FE Yes Yes
Delinquencies-Month FE Yes Yes
DTI Bin-Month FE Yes Yes
Cluster State State
Sample 20-34.975 20-34.975
Mean .18 .18
N Yes Yes

This table shows the result of a robustness test. Using the same regression in Equation (1.2) I test
whether there is a relative change in default rate of $30,000 loans after March 2016, relative to other
loans (but excluding $35,000 loans). The unit of observation is a loan. In all columns the dependent
variable is a dummy that equals one if the loan is in default, and zero otherwise. The independent
variable DID 30k is a dummy that equals one if the loan is issued after March 2016 and its amount
is $30,000, and zero otherwise. I compute 20 default probability bins to form Default Bin FE. The
regression in the first column contains $5,000 loan amount bin, maturity, state, employment length,
home ownership, 4-digit range FICO score, $10,000 income bin, delinquencies in the last 2 years,
and 10% debt-to-income ratio (all interacted with month except loan amount bin) fixed effects. The
regression in the second column adds default bin-month fixed effects. Loans in all columns are
issued between October 2015 and July 2016 for amounts between $20,000 and $34,975. Standard
errors are clustered at state level. *, ** and *** represent significance at the 10%, 5%, and 1% respec-
tively.
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Table A.8: Summary Statistics of loans and borrowers in low and high exemption
states before March 2016

Low Exemption High Exemption

Panel A: Loan Characteristics

Loan amount 26,201.02 26,105

Interest rate (%) 13.03 12.91

Installment 734.28 743.32

Long Maturity 0.53 0.48

Default 0.18 0.18

Panel B: Borrowers Characteristics

FICO 699.90 699.58

Debt-to-Income (%) 19.99 19.11

Annual Income ($) 106,635.8 111,527.7

Outstanding Debt (no mortgage) ($) 74073.17 71270.66

Delinquencies (2yrs) 0.34 0.33

Home owner 0.12 0.11

Mortgage 0.66 0.56

Rent 0.22 0.33

N 24,924 38,406

This table shows summary statistics of Lending Club borrowers in pre-expansion months, which
includes all loans whose listing date is between October 2015 and February 2016, for an amount
between $20,000 and $35,000. The first column shows statistics for borrowers living in states with
exemption lower or equal than median ($75,000). The second column shows statistics for borrowers
living in states with higher than median exemption.
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Table A.9: Take up of 35,000 loans on exemption level

(1) (2)
35k Loan 35k Loan

DID HSE 0.000891 0.000545
(0.00373) (0.00374)

Interest Rate 2.038∗∗∗ 1.918∗∗∗

(0.0457) (0.0406)
Amount Bin FE Yes Yes
Default Bin-Month FE No Yes
Maturity-Month FE Yes Yes
State FE Yes Yes
Homeowner-Month FE Yes Yes
Employment-Month FE Yes Yes
FICO-Month FE Yes Yes
Income Bin-Month FE Yes Yes
Delinquencies-Month FE Yes Yes
DTI Bin-Month FE State State
Cluster 20-35 20-35
Sample .14 .14
Mean 117135 117135

This table shows the result of regression in Equation (1.3) and measures whether the extent of the
selection into new loans after March 2016 is different in states with higher exemption, relative to
states with lower exemptions. The unit of observation is a loan. In all columns the dependent
variable is a dummy that equals one if the loan amount equals $35,000, and zero otherwise. The
independent variable DID HSE is a dummy that equals one if the loan is issued after March 2016 in
a state with higher than median exemption, and zero otherwise. I compute 20 default probability
bins to form Default Bin FE. The regression in the first column contains $5,000 loan amount bin,
maturity, state, employment length, home ownership, 4-digit range FICO score, $10,000 income bin,
delinquencies in the last 2 years, and 10% debt-to-income ratio (all interacted with month except
loan amount bin) fixed effects. The regression in the second column adds default bin-month fixed
effects. Loans in all columns are issued between October 2015 and July 2016 for amounts between
$20,000 and $35,000. Standard errors are clustered at state level. *, ** and *** represent significance
at the 10%, 5%, and 1% respectively.
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Table A.10: Regression of default on selected loans in different HSE samples

(1) (2) (3) (4)
Default Default % Repaid % Repaid

DID -0.000528 0.0299∗∗∗ -0.00183 -0.0178∗∗∗

(0.0103) (0.00514) (0.00986) (0.00421)
Amount Bin FE Yes Yes Yes Yes
Default Bin-Month FE Yes Yes Yes Yes
Maturity-Month FE Yes Yes Yes Yes
State-Month FE Yes Yes Yes Yes
Homeowner-Month FE Yes Yes Yes Yes
Employment-Month FE Yes Yes Yes Yes
FICO-Month FE Yes Yes Yes Yes
Income Bin-Month FE Yes Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes Yes
Cluster State State State State
Sample 20-35 20-35 20-35 20-35
Exemption Low High Low High
Mean .18 .18 .77 .79
R-squared 0.0896 0.0856 0.251 0.231
N 45968 70988 45968 70988

This table shows the result of regression in Equation (1.2) and measures the relative change in
the default rate (columns 1 and 2) and in the share of the initial loan repaid (columns 3 and 4)
of $35,000 loans after March 2016, relative to smaller loans, in samples with different exemptions
levels. The unit of observation is a loan. In columns 1 and 2, the dependent variable is a dummy
that equals one if the loan is in default, and zero otherwise. In columns 3 and 4, the dependent
variable is the percentage of the initial loan eventually repaid. The independent variable DID is a
dummy that equals one if the loan is issued after March 2016 and its amount is $35,000, and zero
otherwise. I compute 20 default probability bins to form Default Bin FE. All regressions contain
$5,000 loan amount bin, default bin, maturity, state, employment length, home ownership, 4-digit
range FICO score, $10,000 income bin, delinquencies in the last 2 years, and 10% debt-to-income
ratio (all interacted with month except loan amount bin) fixed effects. The sample in the first column
contains loans issued in states with exemption lower or equal than median ($75,000). The sample
in the second columns contains loans issued in states with higher than median exemption. Loans
in all columns are issued between October 2015 and July 2016 for amounts between $20,000 and
$35,000. Standard errors are clustered at state level. *, ** and *** represent significance at the 10%,
5%, and 1% respectively.
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Table A.11: Regression of default on selected loans in different HSE samples

(1) (2) (3) (4)
Default Default Default Default

DID 0.00517 -0.0133 0.0308∗∗∗ 0.0289∗∗

(0.0122) (0.0219) (0.00722) (0.0103)
Amount Bin FE Yes Yes Yes Yes
Default Bin-Month FE Yes Yes Yes Yes
Maturity-Month FE Yes Yes Yes Yes
State-Month FE Yes Yes Yes Yes
Homeowner-Month FE Yes Yes Yes Yes
Employment-Month FE Yes Yes Yes Yes
FICO-Month FE Yes Yes Yes Yes
Income Bin-Month FE Yes Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes Yes
Cluster State State State State
Sample 20-35 20-35 20-35 20-35
HSE Quartile First Second Third Fourth
Mean .18 .18 .18 .19
N 26769 19033 42653 28185

This table shows the result of regression in Equation (1.2) and measures the relative change in
default rate of $35,000 loans after March 2016, relative to smaller loans, in samples with different
exemptions levels. The unit of observation is a loan. In all columns the dependent variable is a
dummy that equals one if the loan is in default, and zero otherwise. The independent variable
DID is a dummy that equals one if the loan is issued after March 2016 and its amount is $35,000,
and zero otherwise. I compute 20 default probability bins to form Default Bin FE. All regressions
contain $5,000 loan amount bin, default bin, maturity, state, employment length, home ownership,
4-digit range FICO score, $10,000 income bin, delinquencies in the last 2 years, and 10% debt-to-
income ratio (all interacted with month except loan amount bin) fixed effects. The sample in the
first column contains loans issued in states with exemption lower than the first quartile ($21,500).
The sample in the second column contains loans issued in states whose exemption is between the
first and the second quartile ($75,000). The sample in the third column contains loans issued in
states whose exemption is between the second and the third quartile ($250,000). Finally, the sample
in the last column contains loans issued in states whose exemption is above or equal than the third
quartile. Loans in all columns are issued between October 2015 and July 2016 for amounts between
$20,000 and $35,000. Standard errors are clustered at state level. *, ** and *** represent significance
at the 10%, 5%, and 1% respectively.
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Table A.12: Regression of Default on Selected Loans for Other Purposes

(1) (2) (3)
Default Default Default

DID -0.00240 -0.0622 0.0268
(0.0242) (0.0422) (0.0305)

Amount Bin FE Yes Yes Yes
Default Bin-Month FE Yes Yes Yes
Maturity-Month FE Yes Yes Yes
State-Month FE Yes Yes Yes
Homeowner-Month FE Yes Yes Yes
Employment-Month FE Yes Yes Yes
FICO-Month FE Yes Yes Yes
Income Bin-Month FE Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes
Cluster State State State
Sample No Ref No Ref No Ref
Exemption Low High
Mean .2 .2 .2
R-squared 0.154 0.255 0.178
N 15737 5699 9847

Standard errors in parentheses
∗ p < .10, ∗∗ p < .05, ∗∗∗ p < .01
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Table A.13: Regression of Recovery on High Exemption Dummy

(1) (2)
Recovery % Recovered

High HSE Dummy 58.87 0.00181
(50.87) (0.00260)

Default Bin-Month FE Yes Yes
Amount Bin FE Yes Yes
Maturity-Month FE Yes Yes
Homeowner-Month FE Yes Yes
Employment-Month FE Yes Yes
FICO-Month FE Yes Yes
Income Bin-Month FE Yes Yes
Delinquencies-Month FE Yes Yes
DTI Bin-Month FE Yes Yes
SE Robust Robust
Sample Pre March 2016 Pre March 2016
Mean 2202.67 .12
R-squared 0.0926 0.0559
N 11503 11503

This table tests whether post charge-off recoveries are different for states below and above the me-
dian exemption. In the first column the dependent variable is the post charge off recovery (in
dollars). The dependent variable in the second column is the ratio between the amount recovered
and the debt outstanding at the time of default. In both columns High HSE Dummy is equal to one
if the loan is issued in a state with higher or equal than median exemption ($75,000). I compute 20
default probability bins to form Default Bin FE. All regressions contain $5,000 loan amount bin, de-
fault bin, maturity, state, employment length, home ownership, 4-digit range FICO score, $10,000
income bin, delinquencies in the last 2 years, and 10% debt-to-income ratio (all interacted with
month except loan amount bin) fixed effects. Loans in all columns are issued in the pre-expansion
period, between October 2015 and February 2016 and for amounts between $20,000 and $35,000.
Standard errors are clustered at state level. *, ** and *** represent significance at the 10%, 5%, and
1% respectively.



APPENDIX A. ADVANTAGEOUS SELECTION IN FINTECH LOANS 139

Table A.14: Regression of outstanding existing debt on High Exemption Dummy

(1) (2) (3)
Balance (No Mort) Install Loans Revolving

High HSE Dummy -1946.8∗∗∗ -1565.8∗∗∗ -229.0
(372.3) (498.6) (237.9)

Amount Bin FE Yes Yes Yes
Default Bin-Month FE Yes Yes Yes
Homeowner-Month FE Yes Yes Yes
Employment-Month FE Yes Yes Yes
FICO-Month FE Yes Yes Yes
Income Bin-Month FE Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes
SE Robust Robust Robust
Sample Pre March 2016 Pre March 2016 Pre March 2016
Mean 72148.71 43426.33 29303.12
N 63207 30305 63207

This table tests whether borrowers in states with higher exemptions have different levels of indebt-
edness outside LC. In the first column the dependent variable is total debt (in dollars, excluding
mortgages). The dependent variable in the second column is debt in installment loans (in dollars).
The dependent variable in the third column is revolving debt balance (in dollars). In all columns
High HSE Dummy is equal to one if the loan is issued in a state with higher or equal than median
exemption ($75,000). I compute 20 default probability bins to form Default Bin FE. All regressions
contain $5,000 loan amount bin, default bin, maturity, state, employment length, home ownership,
4-digit range FICO score, $10,000 income bin, delinquencies in the last 2 years, and 10% debt-to-
income ratio (all interacted with month except loan amount bin) fixed effects. Loans in all columns
are issued in the pre-expansion period, between October 2015 and February 2016 and for amounts
between $20,000 and $35,000. Standard errors are clustered at state level. *, ** and *** represent
significance at the 10%, 5%, and 1% respectively.
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Table A.15: Regression of FICO(end)-FICO(start) on selected loans

(1) (2) (3)
∆(FICO) ∆(FICO) ∆(FICO)

DID -2.784∗∗ -1.516 -3.332∗∗

(1.119) (1.582) (1.400)
Amount Bin FE Yes Yes Yes
Default Bin-Month FE Yes Yes Yes
Maturity-Month FE Yes Yes Yes
State-Month FE Yes Yes Yes
Homeowner-Month FE Yes Yes Yes
Employment-Month FE Yes Yes Yes
FICO-Month FE Yes Yes Yes
Income Bin-Month FE Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes
Cluster State State State
Sample 20-35 20-35 20-35
Mean -14.2 -14.47 -13.99
R-squared 0.0766 0.0868 0.0849
N 114213 44827 69211

This table shows the result of regression in Equation (1.2) and measures the relative change in the
4-digit range FICO score by $35,000 loans after March 2016, relative to smaller loans. The unit of
observation is a loan. In both columns the dependent variable is difference between the last and the
first recorded 4-digit FICO score band. The independent variable DID is a dummy that equals one
if the loan is issued after March 2016 and its amount is $35,000, and zero otherwise. I compute 20
default probability bins to form Default Bin FE. The regression in the first column contains $5,000
loan amount bin, maturity, state, employment length, home ownership, 4-digit range FICO score,
$10,000 income bin, delinquencies in the last 2 years, 10% debt-to-income ratio, and default bin (all
interacted with month except loan amount bin) fixed effects. The sample in the second column only
includes loans issued in states with exemption lower or equal than median ($75,000). The sample
in the third column contains loans issued in states with higher than median exemption. Loans in all
columns are issued between October 2015 and July 2016 for amounts between $20,000 and $35,000.
Standard errors are clustered at state level. *, ** and *** represent significance at the 10%, 5%, and
1% respectively.
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Table A.16: Regression of default on selected loans (up to 40,000)

(1) (2) (3)
Default Default Default

DID 0.0231∗∗∗ 0.00188 0.0349∗∗∗

(0.00537) (0.00941) (0.00515)
Amount Bin FE Yes Yes Yes
Default Bin-Month FE Yes Yes Yes
Maturity-Month FE Yes Yes Yes
State-Month FE Yes Yes Yes
Homeowner-Month FE Yes Yes Yes
Employment-Month FE Yes Yes Yes
FICO-Month FE Yes Yes Yes
Income Bin-Month FE Yes Yes Yes
Delinquencies-Month FE Yes Yes Yes
DTI Bin-Month FE Yes Yes Yes
Cluster State State State
Sample 20-40 20-40 20-40
Mean .18 -14.47 -13.98
R-squared 0.0792 0.0895 0.0854
N 119506 46935 72395

This table shows the result of regression in Equation (1.2) and measures the relative change in
default rate of $35,000 loans after March 2016, relative to other loans (including newly available
$40,000). The unit of observation is a loan. In all columns the dependent variable is a dummy that
equals one if the loan is in default, and zero otherwise. The independent variable DID is a dummy
that equals one if the loan is issued after March 2016 and its amount is $35,000, and zero otherwise.
I compute 20 default probability bins to form Default Bin FE. The regression in the first column con-
tains $5,000 loan amount bin, maturity, state, employment length, home ownership, 4-digit range
FICO score, $10,000 income bin, delinquencies in the last 2 years, 10% debt-to-income ratio, and de-
fault bin (all interacted with month except loan amount bin) fixed effects. The sample in the second
column only includes loans issued in states with exemption lower or equal than median ($75,000).
The sample in the third column contains loans issued in states with higher than median exemption.
Loans in all columns are issued between October 2015 and July 2016 for amounts between $20,000
and $40,000. Standard errors are clustered at state level. *, ** and *** represent significance at the
10%, 5%, and 1% respectively.
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A.2 Figures

Figure A.1: Lending Club Homepage

This figure is a screenshot of the Lending Club’s website. On the homepage the platform only
asks for the amount needed and the purpose. Following steps require more information, such as
complete name, address, and Social Security Number.

Figure A.2: Share of 35k loans
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This figure presents the time-series of the share of $35,000 loans issued by Lending Club between
October 2015 and July 2016.
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Figure A.3: Homestead Exemption Map
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This figure represents the different level of Homestead Exemption in the United States. States in
the first group are those with lower exemption levels (such as New Jersey and Pennsylvania), while
states in the last group offer the highest level of debt relief (e.g. Texas and Florida).

Figure A.4: Loan amount distributions
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This histogram represents the number of loans issued by Lending Club in $500 bands. The sample
includes loans issued between October 2015 and July 2016.
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Figure A.5: Research Design

This figure depicts the empirical design. In my difference-in-differences specification I compare the
change in the default probability of $35,000 loans before and after March 2016 (the squared group)
with the same change for smaller loans (to the left). Without loss of generality, I fill safe borrowers
in green and risky borrowers in red.
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Figure A.6: Pre-trend of $35,000 Origination

This figure presents point estimates and 95% confidence intervals of the regression in Equation 1.1,
where the dummy POST has been replaced by monthly dummies (excluding February 2016). The
unit of observation is a loan. The dependent variable is a dummy that equals one if the loan amount
equals $35,000, and zero otherwise. I compute 20 default probability bins to form Default Bin FE.
The regression contains default bin, maturity, state, employment length, home ownership, 4-digit
range FICO score, $10,000 income bin, delinquencies in the last 2 years, and 10% debt-to-income
ratio fixed effects. Loans in the sample are issued between October 2015 and July 2016 for amounts
between $20,000 and $35,000. Standard errors are robust to heteroskedasticity.
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Figure A.7: DID point estimate in different samples

This figure presents point estimates and 95% confidence intervals of the main regression in Equa-
tion 1.2, in sample with different Homestead Exemptions (on the x-axis). The unit of observation is
a loan. In all regressions the dependent variable is a dummy that equals one if the loan is in default,
and zero otherwise. The independent variable DID is a dummy that equals one if the loan is issued
after March 2016 and its amount is $35,000, and zero otherwise. I compute 20 default probability
bins to form Default Bin FE. All regressions contain $5,000 loan amount bin, default bin, maturity,
state, employment length, home ownership, 4-digit range FICO score, $10,000 income bin, delin-
quencies in the last 2 years, and 10% debt-to-income ratio (all interacted with month except loan
amount bin) fixed effects. All regressions include loans issued between October 2015 and July 2016
for amounts between $20,000 and $35,000. Standard errors are clustered at state level.
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Figure A.8: R-squared of LC Interest Rate controlling for different observables
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This figure depicts the R-squared of eight regressions of the same dependent variable (interest rate),
on a richer and richer set of controls. Model 1 contains only loan size fixed effects. Model 2 adds
maturity fixed effects. Model 3 adds month FE. Model 4 adds 4-digit FICO score range fixed effects.
Model 5 adds delinquencies in the last two years fixed effects. Model 6 adds $10,000 income bin
fixed effects. Model 7 adds state fixed effects. Finally, Model 8 adds default probability bin fixed
effects.



B. Broadband and Bank Intermediation

B.1 Tables

Table B.1: Summary Statistics

Mean sd p50 N

Panel A: Municipality
Municipalities 5,271
Years 11
North 0.61 0.49 1.00 51,290
Center 0.15 0.36 0.00 51,290
South 0.24 0.43 0.00 51,290

Internet 2.04 2.35 0.00 42,058

Number SLs 1.79 4.04 1.00 51,290
Distance SL 0.40 1.23 0.00 51,290
Number UGSs 0.13 1.10 0.00 51,290
Distance UGS 12.49 8.87 11.07 51,290
Distance prov. capital 21.96 12.93 20.00 50,859

Panel B: Bank-municipality
Number of loans 28.23 147.37 8 153,120
Extended credit 29,086.22 282,980.90 3,584.40 153,120
Average interest rate 6.10 1.70 5.98 86,382

Panel C: Loan
Extended credit 1,028.48 8,159.02 299.32 4,330,369

Notes: This table reports summary statistics for our final dataset. Panel A refers to data at the mu-
nicipality level. We provide information on the municipality geographical distribution, as well as
on access to broadband and the ADSL underlying infrastructure. Panel B refers to data at the bank-
municipality level, that we use quite intensively throughout our analysis. We provide information
on the number of loans issued by a bank in a given municipality, the amount of credit granted (in
thousands of euros), and the average interest rate charged. Finally, panel C refers to loan level data
and reports the credit amount.

148
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Table B.2: First stage regressions

0-5 Dummy Dummy Years since
(Internet) (Good access) (Some access) good internet

distance UGS -0.053*** -0.010*** -0.009*** -0.035***
× post 2001 (0.007) (0.001) (0.001) (0.005)

Mun FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Method OLS OLS OLS OLS
F-statistic 52.6 46.5 46.6 47.2
Mean 2.041 0.437 0.451 1.206
R-squared 0.760 0.750 0.763 0.818
N 41932 41932 41932 41932

Notes: This table reports estimates from OLS as presented in equation (2). The dataset is at the
municipality-year level. The dependent variables are: Internet, the percentage of households with
access to ADSL-based services, in municipality m and year t, on an asymmetric six-point scale; Good
access, a dummy variable that takes value 1 if broadband access is above 50%, and zero otherwise;
Some access, a dummy variable that takes value 1 if broadband access is above 0%, and zero other-
wise; and Years since good internet, a variable that counts the number of years since the percentage
of households with access to the ADSL was above 50%. The main predictor is our instrument: the
interaction between Distance from UGS and a dummy variable post2001. Method reports the used
estimator; F-statistic reports the F-statistic from the regression; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.3: Regressions of Internet on Banks’ Number of Loans and Extended Credit

(1) (2) (3) (4)
Ln Ln Ln Ln

(N. loans) (Ext. credit) (N. loans) (Ext. credit)
Internet 0.007∗∗∗ 0.009∗∗∗ 0.039∗∗ 0.081∗∗∗

(0.002) (0.004) (0.016) (0.024)
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 134.9 133.6
Mean 28.79 30094.456 28.79 30094.456
R-squared 0.901 0.860
N 124243 123762 124243 123762

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level. The dependent variables are: Ln(N. loans), the nat-
ural logarithm of the number of loans issued by bank b in year t; and Ln(Ext. Credit), the natural
logarithm of the amount of loans granted by bank b in year t. The main predictor is Internet, a
measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects
are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.

Table B.4: Weights OLS estimates on the extensive margin of the credit relationship

Internet Instrument
Year weight Year weight
2004 0.34 2004 0.20
2005 0.27 2005 0.20
2006 0.19 2006 0.20
2007 0.11 2007 0.20
2008 0.08 2008 0.20

Notes: This table reports the weights associated with OLS estimates from equation (1). Estimates
are reported for years from 2004 to 2008 only (post broadband). The left panel accounts for the
regression of the number of loans (extensive margin of the credit relationship) on Internet. The right
panel reports weights for the reduced form regression of the number of loans on the instrument,
Distance from UGS× post2001. The weights associated with the coefficients of Internet are decreasing
over time. Those associated with the coefficients of the instrument are, instead, constant.
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Table B.5: Regressions of Internet on Average Interest Rates

(1) (2)
Average Rate Average Rate

Internet -0.018∗∗∗ -0.107∗∗

(0.007) (0.045)
Controls X X
Bank-Mun FE X X
Year FE X X
Method OLS IV
F-statistic 318.4
Mean 6.81 6.81
R-squared 0.678
N 112834 112834

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3).
The dataset is at the bank-municipality-year level. The dependent variable is Average Rate, the
(weighted) average interest rate on loans issued by bank b in year t. The main predictor is Inter-
net, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Col-
umn 1 refers to the basic OLS estimate. Column 2 and refers to the 2SLS estimate, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects
are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.6: Regressions of Internet on Firms’ Extended Credit

(1) (2) (3) (4)
Ln Ln Ln Ln

(Ext. Credit) (Ext. Credit) (Ext. Credit) (Ext. Credit)
Internet 0.007∗∗∗ 0.004∗∗∗ 0.114∗∗∗ 0.058∗∗∗

(0.002) (0.001) (0.017) (0.009)
Controls X X X X
Bank-Year FE X X X X
Bank-Mun FE X X
Firm-Year FE X X
Firm-Branch FE X X
Method OLS OLS IV IV
F-statistic 259.8 335.9
Mean 1057.814 1180.751 1057.814 1180.751
R-squared 0.153 0.948
N 2115962 1643157 2115962 1643157

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level. The dependent variable is Ln(Ext. Credit), the
natural logarithm of the amount of loans granted by bank b to firm f , in year t. The main predictor
is Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Controls refer to the loan (one-year lagged) share of revolving loans of the firm,
and the loan share of extended credit of the issuing bank. Method reports the used estimator; F-
statistic reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology is
adopted; Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N.
refers to the number of observations. Fixed effects are at the bank-municipality and bank-year level,
in columns 1 and 3. The model is saturated with firm-bank-municipality fixed effects and firm-year
fixed effects in columns 2 and 4. The latter aims at isolating the supply effect. Standard errors, in
parentheses, are clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5%
and 10% level, respectively.
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Table B.7: Regressions of Internet on Banks’ Lending efficiency (productivity and
quality)

(1) (2) (3) (4)
Ln Asinh Ln Asinh

(Ext./Empl.) (NPLs/N. loans) (Ext./Empl.) (NPLs/N. loans)
Internet 0.010∗∗ -0.000 0.072∗∗∗ -0.002∗∗

(0.004) (0.000) (0.023) (0.001)
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 123.4 134.9
Mean 1487.241 0.020 1487.241 0.020
R-squared 0.759 0.597
N 116743 124243 116743 124243

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level. The dependent variables are: Ln(Ext./Empl.), the
natural logarithm of the amount of credit issued by bank employee; and Asinh(NPLs/N. loans), the
inverse hyperbolic sine of the share of non performing loans on total loans. The main predictor is
Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the
dependent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.8: Regressions of Internet on Loan Geography

(1) (2) (3) (4)
Share Asinh Share Asinh

( 6= Prov.) (Avg. Distance) ( 6= Prov.) (Avg. Distance)
Internet 0.001 0.003 0.021*** 0.062*

(0.001) (0.006) (0.006) (0.032)
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 94.0 133.5
Mean 0.16 18.17
R-squared 0.292 0.324
N 81851 79425 81851 79425

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level, and focuses on new loans. The dependent variables
are: Share(Diff. Province), the share of the loans originated outside the province of the bank; and
Asinh(Avg. Distance), the inverse hyperbolic sine of the average geodesic distance between the cen-
troid of the municipality of the bank and the location of the firm. The main predictor is Internet,
a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects
are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.9: Regressions of Internet on Bank Competitors in the municipality

(1) (2)
Ln Ln

(Competitors) (Competitors)
Internet 0.010∗∗∗ 0.071∗∗∗

(0.001) (0.009)
Mun FE X X
Year FE X X
Method OLS IV
F-statistic 52.3
Mean 3.28 3.28
R-squared 0.962
N 41858 41858

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the municipality-year level. The dependent variables is Ln(competitors), the natural
logarithm of the number of bank (physical) competitors in municipality m, in year t. The main
predictor is Internet, a measure of ADSL coverage in the municipality, based on a six-point asym-
metric scale. Column 1 refers to basic OLS estimates. Column 2 refers to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.10: Regressions of Internet on Competition (Deposits)

(1) (2) (3) (4) (5) (6)
HHI Top Top HHI Top Top

3 Share 5 Share 3 Share 5 Share
Internet -0.004∗∗∗ -0.005∗∗∗ -0.003∗∗∗ -0.025∗∗∗ -0.026∗∗∗ -0.022∗∗∗

(0.000) (0.000) (0.000) (0.003) (0.002) (0.002)
Mun FE X X X X X X
Year FE X X X X X X
Method OLS OLS OLS IV IV IV
F-statistic 88.4 88.4 88.4
Mean 0.68 0.96 0.99 0.68 0.96 0.99
R-squared 0.924 0.651 0.326
N 49566 49566 49566 49566 49566 49566

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3).
The dataset is at the municipality-year level. The dependent variables are: HHI, the Herfind-
ahl–Hirschman Index of bank deposits in municipality m and year t; Top 3 share, the share of de-
posits owned by top 3 banks in the municipality; and Top 5 share, the share of deposits owned by
top 5 banks in the municipality. The main predictor is Internet, a measure of ADSL coverage in the
municipality, based on a six-point asymmetric scale. Columns 1 to 3 refer to basic OLS estimates.
Columns 4 to 6 refer to 2SLS estimates, where the variable Internet is instrumented by the interac-
tion between Distance from UGS and a dummy variable post2001. Method reports the used estimator;
F-statistic reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology
is adopted; Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N.
refers to the number of observations. Fixed effects are at the municipality and year level. Standard
errors, in parentheses, are clustered at the municipality level. ***, ** and * indicate significance at
the 1%, 5% and 10% level, respectively.
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Table B.11: Regressions of Internet on Existing Relationships

(1) (2) (3) (4)
Dummy Dummy Dummy Dummy

(Multiple) (Multiple (Multiple) (Multiple
Bank) Bank)

Internet 0.001 0.001 -0.031∗∗∗ 0.034∗∗

(0.001) (0.002) (0.009) (0.014)
Bank-Year FE X X X X
Bank-Mun FE X X X X
Firm FE X X X X
Method OLS OLS IV IV
F-statistic 191.5 191.5
Mean 0.91 0.18 0.91 0.18
R-squared 0.650 0.525
N 633732 633732 633732 633732

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level, and focuses on new loans. The dependent vari-
ables are: Dummy(Multiple), a dummy variable for the loan issued to a firm already having a credit
relationship; and Dummy(Multiple Bank), a dummy variable for the loan issued to a firm already
having a credit relationship with the same bank (in a different place). The main predictor is Internet,
a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects are
at the bank-municipality, firm and bank-year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.12: Regressions of Internet on Firms’ Ext. Credit - Small Municipalities

(1) (2) (3) (4)
Ln Ln Ln Ln

(Ext. Credit) (Ext. Credit) (Ext. Credit) (Ext. Credit)
Internet 0.001 -0.001 -0.031 -0.005

(0.003) (0.004) (0.029) (0.046)
Controls X X X X
Bank-Year FE X X X X
Bank-Mun FE X X
Firm-Year FE X X
Firm-Branch FE X X
Method OLS OLS IV IV
F-statistic 22.4 18.9
Mean 665.857 746.809 665.857 746.809
R-squared 0.243 0.967
N 130647 47709 130647 47709

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level, and includes information on small municipali-
ties (below the median of population) only. The dependent variable is Ln(Ext. Credit), the natural
logarithm of the amount of loans granted by bank b to firm f , in year t. The main predictor is
Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the
variable Internet is instrumented by the interaction between Distance from UGS and a dummy vari-
able post2001. Controls refer to the loan (one-year lagged) share of revolving loans of the firm, and
the loan share of extended credit of the issuing bank. Method reports the used estimator; F-statistic
reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology is adopted;
Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N. refers to the
number of observations. Fixed effects are at the bank-municipality and bank-year level, in columns
1 and 3. The model is saturated with firm-bank-municipality fixed effects and firm-year fixed effects
in columns 2 and 4. The latter aims at isolating the supply effect. Standard errors, in parentheses,
are clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.
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Table B.13: Regressions of Internet on the Easiest Target

Dummy Dummy
(Firm in small (Firm in small
muni,out prov, muni,out prov,
with internet) with internet)

Internet 0.007∗∗∗ 0.054∗∗∗

(0.002) (0.018)
Bank-Year FE X X
Bank-Mun FE X X
Firm FE X X
Method OLS IV
F-statistic 86.2
Mean 0.04 0.04
R-squared 0.598
N 550197 550197

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level, and focuses on new loans. The dependent vari-
able is a dummy that identifies loans to firms in small municipalities connected to fast internet,
out of the province of the bank, granted by banks in municipalities with at least 10,000 inhabitants.
The main predictor is Internet, a measure of ADSL coverage in the municipality, based on a six-point
asymmetric scale. Column 1 refers to basic OLS estimates. Column 2 refers to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality, firm and bank-year level. Standard errors, in parentheses, are
clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.
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Table B.14: Internet on Bank Branches in the municipality

(1) (2) (3) (4)
Ln Ln Ln Ln

(Branches) (Branches) (Branches) (Branches)
Small Small

Internet 0.004∗∗∗ 0.000 0.054∗∗∗ 0.003
(0.001) (0.000) (0.006) (0.002)

Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 111.9 166.2
Mean 1.88 1.04 1.88 1.04
R-squared 0.950 0.894
N 137691 45837 137691 45837

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level. The dependent variables is Ln(branches), the natural
logarithm of the number of branches of bank b in municipality m, in year t. The main predictor is
Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the
variable Internet is instrumented by the interaction between Distance from UGS and a dummy vari-
able post2001. Columns 1 and 3 refer to the all sample. Columns 2 and 4 refer to the sample of small
municipalities. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality (or municipality) and year level. Standard errors, in parenthe-
ses, are clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10%
level, respectively.
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Table B.15: Regressions of Internet on Income and Population

(1) (2) (3) (4) (5) (6)
ln ln ln ln ln ln

(Income) (Pop.) (Income p.c.) (Income) (Pop.) (Income p.c.)
Internet 0.003∗∗∗ 0.002∗∗∗ 0.002∗∗∗ 0.040∗∗∗ 0.028∗∗∗ 0.017∗∗∗

(0.000) (0.000) (0.000) (0.003) (0.002) (0.002)
Mun FE X X X X X X
Year FE X X X X X X
Method OLS OLS OLS IV IV IV
F-statistic 52.6 53.7 53.7
Mean 123.914 11318 10.062 123.914 11318 10.062
R-squared 0.998 0.999 0.986
N 33268 41932 33268 33268 41932 33268

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the municipality-year level. The dependent variables are: Ln(Income), the natural log-
arithm of income; Ln(Pop.), the natural logarithm of population; and Ln(Income p.c.), the natural
logarithm of income per capita. The main predictor is Internet, a measure of ADSL coverage in the
municipality, based on a six-point asymmetric scale. Columns 1 to 3 refer to basic OLS estimates.
Columns 4 to 6 refer to 2SLS estimates, where the variable Internet is instrumented by the interac-
tion between Distance from UGS and a dummy variable post2001. Method reports the used estimator;
F-statistic reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology
is adopted; Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N.
refers to the number of observations. Fixed effects are at the municipality and year level. Standard
errors, in parentheses, are clustered at the municipality level. ***, ** and * indicate significance at
the 1%, 5% and 10% level, respectively.
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Table B.16: Regressions of Internet on Income and Population - Small municipali-
ties

(1) (2) (3) (4) (5) (6)
ln ln ln ln ln ln

(Income) (Pop.) (Income p.c.) (Income) (Pop.) (Income p.c.)
Internet 0.004∗∗∗ 0.002∗∗∗ 0.002∗∗∗ 0.064∗∗∗ 0.053∗∗∗ 0.021∗∗∗

(0.000) (0.000) (0.000) (0.007) (0.005) (0.004)
Mun FE X X X X X X
Year FE X X X X X X
Method OLS OLS OLS IV IV IV
F-statistic 122.8 126.4 122.8
Mean 25.125 2517 9.988 25.125 2517 9.988
R-squared 0.992 0.995 0.979
N 16630 20913 16630 16630 20913 16630

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the municipality-year level, and includes information on small municipalities (below
the median of population) only. The dependent variables are: Ln(Income), the natural logarithm of
income; Ln(Pop.), the natural logarithm of population; and Ln(Income p.c.), the natural logarithm of
income per capita. The main predictor is Internet, a measure of ADSL coverage in the municipality,
based on a six-point asymmetric scale. Columns 1 to 3 refer to basic OLS estimates. Columns 4
to 6 refer to 2SLS estimates, where the variable Internet is instrumented by the interaction between
Distance from UGS and a dummy variable post2001. Method reports the used estimator; F-statistic
reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology is adopted;
Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N. refers to the
number of observations. Fixed effects are at the municipality and year level. Standard errors, in
parentheses, are clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5%
and 10% level, respectively.
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B.2 Figures

Figure B.1: Broadband internet in Italy

Notes: Broadband diffusion in Italy between 2000 and 2008. On the y-axis, we report the share of
municipality with access to the ADSL technology. On the x-axis, the years. The dashed vertical line
indicates the separation between the pre-broadband and the post-broadband period, that we make
coincide with 2001.
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Figure B.2: Geographical distribution of Broadband internet

Notes: Geographical distribution of ADSL access in Italian municipalities. The left panel refers to
2004, the first year for which data on ADSL are available. The right panel refers to 2008, the last
year in our sample. The measure of broadband internet is the baseline six-point asymmetric scale of
ADSL coverage. Lighter colors indicate no or low access. Darker colors indicate high or full access.
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Figure B.3: DiD Event study: number of loans and credit amount

Notes: DiD setting. The treatment group is made by banks in municipalities with access to ADSL
in 2006 (early adopters). The control group is made by banks in municipalities with no access to
ADSL in 2006 (late adopters). Year 0 corresponds to 2002, the first year in which broadband internet
is available. In the top panel, on the y-axis is ln(N. loans), the natural logarithm of the number of
loans issued by each bank. In the bottom panel, on the y-axis is ln(Ext. credit), the natural logarithm
of the total amount of credit granted by each bank. Both panels follow the indications of Borusyak
and Jaravel (2017) and drop 1998, in addition to the baseline year (2001), from the computations.
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Figure B.4: Bank Branches in Italy, 1995-2010

Notes: This figure plots the evolution of bank branches in Italy during our sample period. On the
left is reported the time series of the total number of branches. On the right is the growth rate of
branches by year.
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B.3 Additional Tables

Table B.17: Balance Table

Close Far Norm. diff. N.
Surface 35.31 55.06 (-.24) 4400
Altitude 205.08 336.16 (-.37) 4400
North .69 .55 (.21) 4528
SL per capita .24 .43 (-.39) 4528
Dist. province capital 2.67 3.23 (-.61) 4492
Pop. growth .07 .04 (.3) 4361
Adults growth .05 .02 (.21) 4528
Graduate growth .88 .8 (.15) 4528
Foreigners growth 2.53 2.83 (-.09) 4524
Buildings growth .13 .1 (.13) 4528
Firms growth .1 .04 (.31) 4528
Employees growth .05 .05 (.02) 4528
Income p.c. growth .19 .17 (.19) 4361

Notes: balance table. This table compares several geographical and socioeconomic indicators, for
municipalities that are at different distances from the necessary infrastructure for broadband. We
distinguish between municipalities close (below the median of distance) and far (above the median
of distance) from the closest UGS. Column 1 reports the average value of each variable for munic-
ipalities close to the UGS. Column 2 reports the average value of each variable for municipalities
far from the UGS. Column 3 reports the normalized difference as in Imbens and Wooldridge (2009).
Values above 0.25 can be considered problematic. Finally, column 4 reports the total number of
observations (municipalities).
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Table B.18: Regressions of Internet on Banks’ Number of Loans and Extended
Credit with Controls

(1) (2) (3) (4)
Ln Ln Ln Ln

(N. loans) (Ext. credit) (N. loans) (Ext. credit)
Internet 0.006∗∗ 0.007 0.029∗ 0.064∗∗∗

(0.002) (0.004) (0.016) (0.023)
Controls X X X X
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 142.5 141.2
Mean 28.9 30240.062 28.9 30240.062
R-squared 0.902 0.861
N 123350 122869 123350 122869

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level. The dependent variables are: Ln(N. loans), the nat-
ural logarithm of the number of loans issued by bank b in year t; and Ln(Ext. Credit), the natural
logarithm of the amount of loans granted by bank b in year t. The main predictor is Internet, a
measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Controls refers to municipality-level variables: the natural logarithm of total population;
elderly population, number of private firms, number of employees, distance from the provincial
capital, interacted with a second-order polynomial-time trend. Method reports the used estimator;
F-statistic reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology
is adopted; Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N.
refers to the number of observations. Fixed effects are at the bank-municipality and year level. Stan-
dard errors, in parentheses, are clustered at the municipality level. ***, ** and * indicate significance
at the 1%, 5% and 10% level, respectively.
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Table B.19: Regressions of Internet on Banks’ Number of Loans

Ln Ln Ln Ln
(N. loans) (N. loans) (N. loans) (N. loans)

Internet 0.039∗∗

(0.016)
Years Since Good Internet 0.063∗∗

(0.026)
Good access 0.226∗∗

(0.095)
Some access 0.254∗∗

(0.107)
Bank-Mun FE X X X X
Year FE X X X X
Method IV IV IV IV
F-statistic 134.9 121.7 117.9 118.3
Mean 28.79 28.79 28.79 28.79
R-squared
N 124243 124243 124243 124243

Notes: This table reports estimates from 2SLS as presented in equation (3). The dataset is at the
bank-municipality-year level. The dependent variable is Ln(N. loans), the natural logarithm of the
number of loans issued by bank b in year t. The main predictors are: Internet, a measure of ADSL
coverage in the municipality, based on a six-point asymmetric scale; Years since good internet, a vari-
able that counts the number of years since the percentage of households with access to the ADSL
was above 50%; Good access, a dummy variable that takes value 1 if broadband access is above
50%, and zero otherwise; and Some access, a dummy variable that takes value 1 if broadband access
is above 0%, and zero otherwise. All our predictors are instrumented by the interaction between
Distance from UGS and a dummy variable post2001. Method reports the used estimator; F-statistic re-
ports the Sanderson-Windmeijer multivariate F-statistic; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects
are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.20: Regressions of Internet Placebo on Banks’ Number of Lines and Firm’s
Extended Credit

(1) (2) (3) (4)
Ln Ln Ln Ln

(N. loans) (Ext. Credit) (N. loans) (Ext. Credit)
Internet placebo 0.000 -0.005 0.008 0.001

(0.003) (0.005) (0.009) (0.015)
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 100.4 99.6
Mean 26.12 24395.638 26.12 24395.638
R-squared 0.932 0.906
N 72277 71905 72277 71905

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level. The dependent variables are: Ln(N. loans), the nat-
ural logarithm of the number of loans issued by bank b in year t; and Ln(Ext. Credit), the natural
logarithm of the amount of loans granted by bank b in year t. The main predictor is Internet placebo,
a fake measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. The
sample includes years from 1998 to 2003, where we assign ADSL data of 2006 to years from 2001 to
2003. Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.21: Regressions of Internet on the Share of Connected Firms out of the
municipality

(1) (2)
Share Share

(Connected firms) (Connected firms)
Internet 0.021∗∗∗ 0.116***

(0.002) (0.010)
Bank-Mun FE X X
Year FE X X
Method OLS IV
F-statistic 132.2
Mean 0.31 0.31
R-squared 0.515
N 92654 92654

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level, and focuses on new loans. The dependent variables
is the Share(Connected firms), the share of the loans originated with firms connected to broadband.
The main predictor is Internet, a measure of ADSL coverage in the municipality, based on a six-point
asymmetric scale. Column 1 refers to basic OLS estimates. Column 2 refers to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the
dependent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.22: Regressions of Internet on Loan Geography

(1) (2) (3) (4)
Dummy Asinh Dummy Asinh

(Diff. Province) (Distance) (Diff. Province) (Distance)
Internet 0.001 0.003 0.033∗∗∗ 0.074∗∗

(0.002) (0.007) (0.011) (0.037)
Bank-Year FE X X X X
Bank-Mun FE X X X X
Firm FE X X X X
Method OLS OLS IV IV
F-statistic 191.5 215.4
Mean 0.42 77.35 0.42 77.35
R-squared 0.672 0.756
N 633732 567594 633732 567594

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level, and focuses on new loans. The dependent
variables are: Dummy(Diff. Province), a dummy variable for the loan being originated outside the
province of the bank; and Asinh(Distance), the inverse hyperbolic sine of the geodesic distance be-
tween the centroid of the municipality of the bank and the location of the firm. The main predictor
is Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Columns 1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where
the variable Internet is instrumented by the interaction between Distance from UGS and a dummy
variable post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer
multivariate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the de-
pendent variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed
effects are at the bank-municipality, firm and bank-year level. Standard errors, in parentheses, are
clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.
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Table B.23: Regressions of Internet on Average Interest Rates - Small Municipalities

(1) (2)
Average Rate Average Rate

Internet 0.009 0.309∗∗

(0.012) (0.139)
Bank-Mun FE X X
Year FE X X
Method OLS IV
F-statistic 43.0
Mean 6.25 6.25
R-squared 0.546
N 16637 16637

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level, and includes information on small municipalities (be-
low the median of population) only. The dependent variable is Average Rate, the (weighted) average
interest rate on loans issued by bank b in year t. The main predictor is Internet, a measure of ADSL
coverage in the municipality, based on a six-point asymmetric scale. Column 1 refers to the basic
OLS estimate. Column 2 and refers to the 2SLS estimate, where the variable Internet is instrumented
by the interaction between Distance from UGS and a dummy variable post2001. Method reports the
used estimator; F-statistic reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS
methodology is adopted; Mean refers to the mean of the dependent variable; R-squared is the ad-
justed R2; and N. refers to the number of observations. Fixed effects are at the bank-municipality
and year level. Standard errors, in parentheses, are clustered at the municipality level. ***, ** and *
indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.24: Regressions of Internet on Banks’ Internal efficiency (productivity and
quality) - Small Municipalities

(1) (2) (3) (4)
Ln Asinh Ln Asinh

(Ext./Empl.) (NPLs/N. loans) (Ext./Empl.) (NPLs/N. loans)
Internet -0.014∗∗ 0.000 -0.165∗∗∗ -0.002

(0.006) (0.000) (0.055) (0.003)
Bank-Mun FE X X X X
Year FE X X X X
Method OLS OLS IV IV
F-statistic 81.6 90.6
Mean 750.624 0.01 750.624 0.01
R-squared 0.720 0.337
N 29465 31045 29465 31045

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the bank-municipality-year level, and includes information on small municipalities
(below the median of population) only. The dependent variables are: Ln(Ext./Empl.), the natural
logarithm of the amount of credit issued by bank employee; and Asinh(NPLs/N. loans), the inverse
hyperbolic sine of the share of non performing loans on total loans. The main predictor is Internet,
a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects
are at the bank-municipality and year level. Standard errors, in parentheses, are clustered at the
municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.25: Regressions of Internet on Bank Competitors in the municipality - Small
Municipalities

(1) (2)
Ln Ln

(Competitors) (Competitors)
Internet 0.002∗∗ -0.007

(0.001) (0.010)
Mun FE X X
Year FE X X
Method OLS IV
F statistic 125.4
Mean 2.03 2.03
R-squared 0.908
N 20839 20839

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the municipality-year level, and includes information on small municipalities (below
the median of population) only. The dependent variable is Ln(competitors), the natural logarithm
of the number of bank (physical) competitors in municipality m, in year t. The main predictor is
Internet, a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale.
Column 1 refers to basic OLS estimates. Column 2 refers to 2SLS estimates, where the variable Inter-
net is instrumented by the interaction between Distance from UGS and a dummy variable post2001.
Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivariate F-
statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent variable;
R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects are at the
municipality and year level. Standard errors, in parentheses, are clustered at the municipality level.
***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.26: Regressions of Internet on Competition (Deposits) - Small Municipali-
ties

(1) (2) (3) (4) (5) (6)
HHI Top Top HHI Top Top

3 Share 5 Share 3 Share 5 Share
Internet -0.003∗∗∗ -0.002∗∗∗ -0.002∗∗∗ -0.032∗∗∗ -0.023∗∗∗ -0.023∗∗∗

(0.001) (0.000) (0.000) (0.005) (0.003) (0.003)
Mun FE X X X X X X
Year FE X X X X X X
Method OLS OLS OLS IV IV IV
F-statistic 215.0 215.0 215.0
Mean 0.84 0.99 0.99 0.84 0.99 0.99
R-squared 0.824 0.192 0.180
N 28161 28161 28161 28161 28161 28161

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the municipality-year level, and includes information on small municipalities (below
the median of population) only. The dependent variables are: HHI, the Herfindahl–Hirschman
Index of bank deposits in municipality m and year t; Top 3 share, the share of deposits owned by
top 3 banks in the municipality; and Top 5 share, the share of deposits owned by top 5 banks in
the municipality. The main predictor is Internet, a measure of ADSL coverage in the municipality,
based on a six-point asymmetric scale. Columns 1 to 3 refer to basic OLS estimates. Columns 4
to 6 refer to 2SLS estimates, where the variable Internet is instrumented by the interaction between
Distance from UGS and a dummy variable post2001. Method reports the used estimator; F-statistic
reports the Sanderson-Windmeijer multivariate F-statistic, when the 2SLS methodology is adopted;
Mean refers to the mean of the dependent variable; R-squared is the adjusted R2; and N. refers to the
number of observations. Fixed effects are at the municipality and year level. Standard errors, in
parentheses, are clustered at the municipality level. ***, ** and * indicate significance at the 1%, 5%
and 10% level, respectively.
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Table B.27: Regressions of Internet on Loan Geography - Small Municipalities

(1) (2) (3) (4)
Dummy Asinh Dummy Asinh

(Diff. Province) (Distance) (Diff. Province) (Distance)
Internet 0.004∗∗ -0.008 0.019 0.039

(0.002) (0.009) (0.021) (0.068)
Bank-Year FE X X X X
Bank-Mun FE X X X X
Firm FE X X X X
Method OLS OLS IV IV
F-statistic 4.7 4.0
Mean 0.15 14.61 0.15 14.61
R-squared 0.948 0.955
N 9572 8120 9572 8120

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level. It focuses on new loans, and includes infor-
mation on small municipalities (below the median of population) only. The dependent variables
are: Dummy(Diff. Province), a dummy variable for the loan being originated outside the province
of the bank; and Asinh(Distance), the inverse hyperbolic sine of the geodesic distance between the
centroid of the municipality of the bank and the location of the firm. The main predictor is Internet,
a measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects are
at the bank-municipality, firm and bank-year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table B.28: Regressions of Internet on Existing Relationships - Small Municipalities

(1) (2) (3) (4)
Dummy Dummy Dummy Dummy

(Multiple) (Multiple (Multiple) (Multiple
Bank) Bank)

Internet 0.011∗ 0.002 -0.014 -0.059
(0.006) (0.005) (0.057) (0.047)

Bank-Year FE X X X X
Bank-Mun FE X X X X
Firm FE X X X X
Method OLS OLS IV IV
F-statistic 4.7 4.7
Mean 0.86 0.1 0.86 0.1
R-squared 0.836 0.793
N 9572 9572 9572 9572

Notes: This table reports estimates from OLS and 2SLS as presented in equations (1) and (3). The
dataset is at the firm-bank-municipality-year level. It focuses on new loans, and includes informa-
tion on small municipalities (below the median of population) only. The dependent variables are:
Dummy(Multiple), a dummy variable for the loan issued to a firm already having a credit relation-
ship; and Dummy(Multiple Bank), a dummy variable for the loan issued to a firm already having
a credit relationship with the same bank (in a different place). The main predictor is Internet, a
measure of ADSL coverage in the municipality, based on a six-point asymmetric scale. Columns
1 and 2 refer to basic OLS estimates. Columns 3 and 4 refer to 2SLS estimates, where the vari-
able Internet is instrumented by the interaction between Distance from UGS and a dummy variable
post2001. Method reports the used estimator; F-statistic reports the Sanderson-Windmeijer multivari-
ate F-statistic, when the 2SLS methodology is adopted; Mean refers to the mean of the dependent
variable; R-squared is the adjusted R2; and N. refers to the number of observations. Fixed effects are
at the bank-municipality, firm and bank-year level. Standard errors, in parentheses, are clustered at
the municipality level. ***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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B.4 Additional Figures

Figure B.5: Usage of web technologies

Notes: This figure reports the % growth of the use of web technologies, during the period 2001-
2007, for different functions within Italian banks. The source is the Economic Analysis, 2002-2008,
from the Italian Banking Association (ABI). Notice that for Branch operativity, we do not have the %
growth but simply the % usage of web technology in 2007.
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Figure B.6: Web e-mails

Notes: This figure reports expectations about paper reduction, in 2004, within bank branches. Much
of the banks included in the survey expected a high or medium reduction of paper. At the same
time and for the same unit of analysis, the figure reports the % usage of web e-mails in 2007. The
source is the Economic Analysis, 2002-2008, from the Italian Banking Association (ABI).

Figure B.7: Instrument Monotonicity Test

Notes: Angrist and Imbens (1995) instrument’s monotonicity test. The assumption of monotonicity
of the LATE is not verifiable, but has testable implications on the CDFs of internet for municipalities
close or far from the UGS. That is, they should never cross. Here, we plot the CDFs of internet for
banks close to the UGS (blue solid line) and far from the UGS (red solid line). In order to separate
the two groups, we use a dummy variable below/above the median of UGS distance, that proxy
well for our continuous instrument. Values of the CDFs refer to the post broadband period. Since
the two CDFs never cross, the instrument passes the test.



C. Appendix to Living on the Edge: the

Salience of Property Taxes in the UK Housing

Market

C.1 Variable Definitions

Variable Name Description

Price Transaction price for the property as recorded by HM Land Registry

Council Tax Amount of council tax payable per year

Band Council tax band. One of: A, B, C, D, E, F, G, H

Year Calendar year of the transaction

Month Calendar month of the transaction

Size Total floor area measured in squared meters

No. Rooms Number of habitable rooms in the property as defined in the EPC

Property Type One of: detached, semi-detached or terraced house and flat

Newly-built Equals 1 if the property is newly-built

Leasehold Equals 1 if the property is under a leasehold agreement

Energy Cost Sum of the annual heating, hot water and lighting costs for the property

One of very low, low, medium, high and very high expenditures

Baseline = very low

CO2 Emissions CO2 emissions in tonnes/year

One of very low, low, medium, high and very high

Baseline = very low

No. Lighting Outlets Number of fixed lighting outlets in the property, standardised

Continued on next page
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Continued from previous page

Energy Rating A-G energy rating fixed effects with A being the most efficient

Glazed Type Indicates the type of glazing

Various categories of single, double or triple glazing according to

the British Fenestration Rating Council or manufacturer declaration

No. Storeys > 3 Equals 1 if the building has more than 3 storeys

Glazed Area Estimate of total glazed area of the property

One of: Normal, Less than Normal, More than Normal

Baseline = Normal

Fireplaces Equals 1 if the property has open fireplaces

No. Extensions Number of extensions added to the property

One of: 0, 1, 2, 3, 4

Floor Height Average storey height in metres

One of: less than 2.3, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9, 3 or more

Built in Age band when the building was constructed

One of: before 1949, 1950-1982, 1983-2002, after 2003

Grid ID An indicator for the grid square in which the property is located

Pair ID An indicator for the pair of matched properties
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C.2 Tables

Table C.1: Evidence of Selection

(1) (2) (3) (4)

Council Tax -231.2∗∗∗ -263.3∗∗∗ -228.7∗∗∗ -229.2∗∗∗

(71.8) (86.4) (78.0) (78.3)
Size 2,233.7∗∗∗ 2,271.7∗∗∗ 2,270.8∗∗∗

(724.4) (731.2) (730.9)
Newly-built 14,054.3∗∗

(5,619.8)
Leasehold -8,681.7

(10,801.3)

Fixed-effects
Band × Year Yes Yes Yes Yes

Month Yes Yes Yes Yes
No. Rooms No Yes Yes Yes

Property Type No No Yes Yes

Obs. 889,925 889,925 889,925 889,925
R2 0.530 0.573 0.578 0.578

Within R2 0.022 0.064 0.058 0.058

The table shows the estimates of a simple regression of house prices on council tax amounts,
namely: pibdt = βτbdt + δbt + ζ ′xibdt + εibdt where pibdt is the price of house i in band b, Borough
d at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbt are band-
year fixed effects; and xibdt are controls. All columns include band-year and month fixed effects.
All other variables are defined in Section C.1. Standard errors double-clustered at the Borough and
year level are reported in parentheses.***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.

Table C.2: Evidence of Selection - Additional Controls

(1) (2) (3) (4)

Council Tax -255.9∗∗∗ -225.0∗∗ -259.6∗∗∗ -220.1∗∗

(85.6) (80.0) (88.2) (78.2)

Size 2,747.2∗∗∗ 2,266.9∗∗∗ 2,534.4∗∗∗ 2,310.4∗∗∗

(911.3) (734.5) (780.3) (784.4)

Continued on next page
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Table C.2 – Continued from previous page

(1) (2) (3) (4)

Energy Cost Low -26,896.1∗ -15,049.6∗∗

(13,515.0) (7,107.5)

Energy Cost Medium -47,312.9∗∗ -24,385.3∗∗

(22,380.7) (11,482.6)

Energy Cost High -69,359.2∗∗ -32,869.7∗∗

(30,818.3) (15,291.8)

Energy Cost Very High -94,269.8∗ -39,075.4

(45,563.6) (22,987.4)

CO2 Emisions Low -17,677.3∗∗ -14,199.3∗∗∗

(7,006.9) (4,857.3)

CO2 Emissions Medium -26,558.8∗∗ -23,257.6∗∗

(11,971.2) (8,475.0)

CO2 Emissions High -36,052.5∗ -31,559.2∗∗

(18,323.2) (12,521.6)

CO2 Emissions Very High -32,523.2 -26,343.9

(28,385.1) (17,461.3)

No. Lighting Outlets 20,870.4∗∗∗ 19,659.8∗∗∗

(5,833.9) (5,317.1)

No. Storeys > 3 -3,140.4 632.9

(5,841.7) (6,385.2)

Glazed Area Less than Normal 6,923.6 851.3

(11,930.2) (10,981.8)

Glazed Area More than Normal 16,669.1∗∗∗ 13,729.2∗∗∗

(3,337.1) (3,490.2)

Continued on next page
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Table C.2 – Continued from previous page

(1) (2) (3) (4)

Fireplaces 42,454.0∗∗∗ 33,624.0∗∗∗

(9,985.6) (9,114.6)

Newly-built 23,567.3∗∗∗ 29,368.6∗∗∗

(5,295.0) (4,958.9)

Leasehold 24,601.4∗ -13,104.3

(13,060.7) (11,681.6)

Built in 1950-1982 -43,868.7∗∗∗ -29,435.6∗∗∗

(8,169.9) (5,870.5)

Built in 1983-2002 -22,756.2∗∗ -30,012.4∗∗∗

(9,533.2) (8,919.4)

Built after 2003 -21,575.1 -31,925.1∗∗

(13,706.9) (15,196.7)

Fixed-effects

Band × Year Yes Yes Yes Yes

Month Yes Yes Yes Yes

Energy Rating Yes No No Yes

Glazed Type Yes No No Yes

No. Rooms No Yes No Yes

Property Type No Yes No Yes

No. Extensions No Yes No Yes

Floor Height No Yes No Yes

Obs. 889,925 889,925 889,925 889,925

R2 0.566 0.580 0.564 0.583

Continued on next page
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Table C.2 – Continued from previous page

(1) (2) (3) (4)

Within R2 0.095 0.059 0.092 0.063

The table shows the estimates of a simple regression of house prices on council tax amounts,
namely: pibdt = βτbdt + δbt + ζ ′xibdt + εibdt where pibdt is the price of house i in band b, Borough
d at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbt are band-
year fixed effects; and xibdt are controls. All columns include band-year and month fixed effects
and control for the property size. All other variables are defined in Section C.1. Standard errors
double-clustered at the Borough and year level are reported in parentheses. ***, ** and * indicate
significance at the 1%, 5% and 10% level, respectively.

Table C.3: Evidence of Selection - Median Price per Borough, Band, Year

(1) (2) (3) (4)

Council Tax -183.6∗∗∗ -334.0∗∗∗ -324.3∗∗∗ -325.1∗∗∗

(56.4) (84.7) (83.5) (83.1)

Fixed-effects
Band × Year Yes Yes Yes Yes

First-stage controls
Month Yes Yes Yes Yes

Size No Yes Yes Yes
No. Rooms No Yes Yes Yes

Property Type No No Yes Yes
Newly-built No No No Yes
Leasehold No No No Yes

Obs. 5,014 5,014 5,014 5,014
R2 0.804 0.501 0.503 0.500

Within R2 0.055 0.122 0.117 0.118

The table shows the estimates of the following regression: εmed
bdt = βτbdt + δbt + ηbdt, where εmed

bdt is the
median residual price of all houses in band b, Borough d at time t obtained from a hedonic regres-
sion of prices on house characteristics; τbdt is the council tax amount for a house in band b, Borough
d at time t; and δbt are band-year fixed effects. The explanatory variables used to computed the
hedonic residuals are reported in the panel First-stage controls. All variables are defined in Section
C.1. Standard errors double-clustered at the Borough and year level are reported in parentheses.
***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table C.4: Evidence of Selection - Average Price per Borough, Band, Year

(1) (2) (3) (4)

Council Tax -195.6∗∗∗ -368.4∗∗∗ -358.6∗∗∗ -358.9∗∗∗

(64.9) (93.9) (92.8) (92.5)

Fixed-effects
Band × Year Yes Yes Yes Yes

First-stage controls
Month Yes Yes Yes Yes

Size No Yes Yes Yes
No. Rooms No Yes Yes Yes

Property Type No No Yes Yes
Newly-built No No No Yes
Leasehold No No No Yes

Obs. 5,014 5,014 5,014 5,014
R2 0.797 0.512 0.513 0.511

Within R2 0.053 0.123 0.118 0.118

The table shows the estimates of the following regression: ε̄bdt = βτbdt + δbt + ηbdt, where ε̄bdt is the
average residual price of all houses in band b, Borough d at time t obtained from a hedonic regres-
sion of prices on house characteristics; τbdt is the council tax amount for a house in band b, Borough
d at time t; and δbt are band-year fixed effects. The explanatory variables used to computed the
hedonic residuals are reported in the panel First-stage controls. All variables are defined in Section
C.1. Standard errors double-clustered at the Borough and year level are reported in parentheses.
***, ** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table C.5: Grid Regressions

(1) (2) (3) (4)

Council Tax 50.3 12.6 13.4 14.3
(50.9) (48.0) (45.3) (44.7)

Size 4,626.9∗∗∗ 4,547.6∗∗∗ 4,537.0∗∗∗

(1,380.6) (1,368.4) (1,366.9)
Newly-built 33,398.5∗∗∗

(9,937.9)
Leasehold -75,924.3∗∗

(27,874.0)

Band × Grid ID × Year Yes Yes Yes Yes
Month Yes Yes Yes Yes

No. Rooms No Yes Yes Yes
Property Type No No Yes Yes

Obs. 71,734 71,734 71,734 71,734
R2 0.696 0.771 0.773 0.773

Within R2 0.000 0.103 0.010 0.101

The table shows the estimates of a regression of house prices on council tax amounts, namely:
pibdgt = βτbdt + δbgt + ζ ′xibdgt + εibdgt, where pibdgt is the price of house i, in band b, Borough d,
grid square g at time t; τbdt is the council tax amount for a house in band b, Borough d at time
t; δbgt are band-grid ID-year fixed effects; and xibdgt are controls. All columns include band-grid
ID-year and month fixed effects. The squares are constructed from a 50 × 50 grid of London. All
other variables are defined in Section C.1. Standard errors double-clustered at the grid-ID and year
level are reported in parentheses. ***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.

Table C.6: Grid Regressions - Additional Controls

(1) (2) (3) (4)

Council Tax 7.98 15.0 9.19 17.5

(42.3) (45.4) (40.1) (43.4)

Size 5,855.9∗∗∗ 4,522.7∗∗∗ 5,318.7∗∗∗ 4,787.6∗∗∗

(1,585.1) (1,366.3) (1,353.6) (1,548.8)

Energy Cost Low -66,317.8∗∗ -35,546.7∗∗

(23,418.5) (14,809.1)

Energy Cost Medium -108,665.0∗∗ -57,508.8∗∗

Continued on next page
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Table C.6 – Continued from previous page

(1) (2) (3) (4)

(38,438.8) (23,978.0)

Energy Cost High -147,580.7∗∗ -77,036.8∗∗

(52,657.2) (33,410.5)

Energy Cost Very High -195,178.8∗∗ -106,670.2∗

(79,418.3) (52,374.7)

CO2 Emissions Low -32,054.7∗∗∗ -28,497.1∗∗∗

(10,727.2) (9,893.5)

CO2 Emissions Medium -48,961.2∗∗ -47,738.6∗∗∗

(17,139.3) (16,123.8)

CO2 Emissions High -75,329.8∗∗ -71,914.7∗∗∗

(27,138.1) (24,295.9)

CO2 Emissions Very High -69,844.7 -66,123.0∗

(41,209.7) (33,075.1)

No. Lighting Outlets 21,965.9∗∗ 19,370.8∗∗

(8,176.9) (7,921.1)

No. Storeys > 3 -20,775.9∗∗∗ -22,481.8∗∗∗

(6,704.8) (7,545.2)

Glazed Area Less than Normal -25,624.5 -18,393.5

(18,311.0) (17,084.0)

Glazed Area More than Normal 13,298.3 12,980.2

(8,438.6) (8,365.9)

Fireplaces 34,202.3∗∗∗ 32,533.3∗∗∗

(6,533.8) (6,832.4)

Newly-built 23,232.4∗∗ 23,142.1∗

Continued on next page
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Table C.6 – Continued from previous page

(1) (2) (3) (4)

(9,272.9) (11,929.6)

Leasehold -64,925.4∗∗∗ -81,662.8∗∗∗

(17,738.1) (28,274.4)

Built in 1950-1982 -33,647.4∗∗∗ -31,823.5∗∗∗

(8,513.9) (9,833.6)

Built in 1983-2002 43,030.8∗∗ 5,862.8

(19,392.1) (10,375.6)

Built after 2003 37,169.2∗∗ -1,989.2

(16,898.5) (15,825.0)

Fixed-effects

Band × Grid ID × Year Yes Yes Yes Yes

Month Yes Yes Yes Yes

Energy Rating Yes No No Yes

Glazed Type Yes No No Yes

No. Rooms No Yes No Yes

Property Type No Yes No Yes

No. Extensions No Yes No Yes

Floor Height No Yes No Yes

Obs. 71,734 71,734 71,734 71,734

R2 0.762 0.774 0.759 0.777

Within R2 0.216 0.010 0.209 0.110

Continued on next page
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Table C.6 – Continued from previous page

(1) (2) (3) (4)

The table shows the estimates of a regression of house prices on council tax amounts, namely:
pibdgt = βτbdt + δbgt + ζ ′xibdgt + εibdgt, where pibdgt is the price of house i, in band b, Borough d, grid
square g at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbgt are
band-grid ID-year fixed effects; and xibdgt are controls. All columns include band-grid ID-year and
month fixed effects and control for the property size. The squares are constructed from a 50 × 50
grid of London. All other variables are defined in Section C.1. Standard errors double-clustered at
the grid-ID and year level are reported in parentheses. ***, ** and * indicate significance at the 1%,
5% and 10% level, respectively.

Table C.7: Grid Regressions for Different Grids

(1) (2) (3)

Council Tax 14.3 -16.2 28.2
(44.7) (58.4) (32.4)

Size 4,537.0∗∗∗ 6,988.4∗∗∗ 7,737.4∗∗∗

(1,366.9) (1,794.8) (2,319.6)
Newly-built 33,398.5∗∗∗ 22,929.9 -28,536.5

(9,937.9) (20,993.7) (24,742.0)
Leasehold -75,924.3∗∗ -82,738.9∗ -151,551.3∗∗

(27,874.0) (44,068.4) (69,763.6)

Fixed-effects
Band × Grid ID × Year Yes Yes Yes

Month Yes Yes Yes
No. Rooms Yes Yes Yes

Property Type Yes Yes Yes

Obs. 71,734 21,446 6,954
R2 0.773 0.792 0.827

Within R2 0.101 0.139 0.154

Grid 50 × 50 100 × 100 150 × 150

The table shows the estimates of a regression of house prices on council tax amounts, namely:
pibdgt = βτbdt + δbgt + ζ ′xibdgt + εibdgt, where pibdgt is the price of house i, in band b, Borough d, grid
square g at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbgt are
band-grid ID-year fixed effects; and xibdgt are controls. The grids divide London into 50× 50, 100×
100 and 150 × 150 squares in columns (1), (2) and (3), respectively. All columns include band-grid
ID-year, month, number of rooms, property type, newly-built and leasehold fixed effects, as well
as a control for the property size. All variables are defined in Section C.1. Standard errors double-
clustered at the grid-ID and year level are reported in parentheses. ***, ** and * indicate significance
at the 1%, 5% and 10% level, respectively.
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Table C.8: Grid Regressions for Different Grids - Additional Controls

(1) (2) (3)

Council Tax 17.5 -11.8 75.4∗∗

(43.4) (62.0) (33.1)

Size 4,787.6∗∗∗ 7,579.1∗∗∗ 7,516.7∗∗∗

(1,548.8) (1,968.4) (2,014.1)

Newly-built 23,142.1∗ 23,012.5 -17,873.0

(11,929.6) (23,337.2) (11,886.9)

Leasehold -81,662.8∗∗∗ -100,958.8∗ -180,856.2∗

(28,274.4) (48,348.3) (92,255.8)

Built in 1950-1982 -31,823.5∗∗∗ -36,770.1∗∗ -46,677.3∗

(9,833.6) (13,202.8) (22,562.5)

Built in 1983-2002 5,862.8 26,842.2 -20,068.4

(10,375.6) (22,698.3) (26,632.8)

Built after 2003 -1,989.2 -30,612.1 -68,073.3

(15,825.0) (29,315.1) (66,304.7)

No. Storeys > 3 -22,481.8∗∗∗ -19,920.1∗∗ -10,496.4

(7,545.2) (9,293.2) (10,564.8)

Glazed Area Less than Normal -18,393.5 -37,901.5 41,021.3

(17,084.0) (25,339.4) (69,940.7)

Glazed Area More than Normal 12,980.2 4,587.5 -102,420.2

(8,365.9) (19,443.3) (63,902.4)

Fireplaces 32,533.3∗∗∗ 41,107.7∗∗∗ 49,004.1∗∗∗

(6,832.4) (12,251.9) (16,591.1)

Continued on next page
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Table C.8 – Continued from previous page

(1) (2) (3)

Energy Cost Low -35,546.7∗∗ -55,601.8∗∗ -62,161.9∗∗∗

(14,809.1) (20,340.8) (16,726.8)

Energy Cost Medium -57,508.8∗∗ -93,685.8∗∗∗ -85,741.3∗∗∗

(23,978.0) (31,367.3) (23,759.2)

Energy Cost High -77,036.8∗∗ -141,100.4∗∗∗ -161,362.9∗∗∗

(33,410.5) (46,540.7) (41,048.0)

Energy Cost Very High -106,670.2∗ -170,909.0∗∗ -189,343.0∗∗

(52,374.7) (66,032.5) (72,613.7)

CO2 Emissions Low -28,497.1∗∗∗ -46,607.7∗∗∗ -43,592.6∗∗∗

(9,893.5) (14,538.3) (13,312.9)

CO2 Emissions Medium -47,738.6∗∗∗ -73,467.2∗∗∗ -96,311.1∗∗

(16,123.8) (23,582.7) (43,159.3)

CO2 Emissions High -71,914.7∗∗∗ -104,329.4∗∗∗ -141,727.0∗∗

(24,295.9) (32,544.5) (58,712.5)

CO2 Emissions Very High -66,123.0∗ -133,060.2∗∗∗ -150,608.5∗

(33,075.1) (44,218.2) (77,511.2)

No. Lighting Outlets 19,370.8∗∗ 22,306.9 53,060.6∗

(7,921.1) (16,072.2) (30,324.9)

Fixed-effects

Band × Grid ID × Year Yes Yes Yes

Month Yes Yes Yes

No. Rooms Yes Yes Yes

Continued on next page
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Table C.8 – Continued from previous page

(1) (2) (3)

Property Type Yes Yes Yes

No. Extensions Yes Yes Yes

Floor Height Yes Yes Yes

Energy Rating Yes Yes Yes

Glazed Type Yes Yes Yes

Obs. 71,734 21,446 6,954

R2 0.777 0.798 0.846

Within R2 0.110 0.150 0.165

Grid 50 × 50 100 × 100 150 × 150

The table shows the estimates of a regression of house prices on council tax amounts, namely:
pibdgt = βτbdt + δbgt + ζ ′xibdgt + εibdgt, where pibdgt is the price of house i, in band b, Borough d, grid
square g at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbgt are
band-grid ID-year fixed effects; and xibdgt are controls. The grids divide London into 50× 50, 100×
100 and 150 × 150 squares in columns (1), (2) and (3), respectively. All columns include band-grid
ID-year fixed effects. All control variables are identical across columns and are as defined in Section
C.1. Standard errors double-clustered at the grid-ID and year level are reported in parentheses. ***,
** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table C.9: Grid Regressions - Without Stamp Duty Notches

(1) (2) (3)

Council Tax 16.1 16.7 18.8
(46.9) (45.3) (47.7)

Size 4,715.8∗∗∗ 4,586.7∗∗∗ 4,765.9∗∗∗
(1,446.6) (1,403.6) (1,487.4)

Newly-built 37,062.1∗∗∗ 30,619.3∗∗∗ 33,964.1∗∗∗
(9,998.4) (9,694.0) (9,549.4)

Leasehold -80,083.0∗∗ -75,897.2∗∗ -80,141.1∗∗
(30,142.0) (28,682.7) (31,002.5)

Fixed-effects
Band × Grid ID × Year Yes Yes Yes

Month Yes Yes Yes
No. Rooms Yes Yes Yes

Property Type Yes Yes Yes

Obs. 65,328 70,012 63,606
R2 0.775 0.776 0.779

Within R2 0.105 0.102 0.106

p /∈ [240k-270k] [490k-520k] [240k-270k] & [490k-520k]

The table shows the estimates of a regression of house prices on council tax amounts, namely:
pibdgt = βτbdt + δbgt + ζ ′xibdgt + εibdgt, where pibdgt is the price of house i, in band b, Borough d, grid
square g at time t; τbdt is the council tax amount for a house in band b, Borough d at time t; δbgt
are band-grid ID-year fixed effects; and xibdgt are controls. All columns include band-grid ID-year,
month, number of rooms, property type, newly-built and leasehold fixed effects, as well as a control
for property size. The squares are constructed from a 50 × 50 grid of London. Column (1) excludes
properties sold at a price between £240, 000 and £270, 000; column (2) properties sold for between
£490, 000 and £520, 000; and column (3) excludes both properties sold in the £240, 000 - £270, 000 and
£490, 000 - £520, 000 price range. All variables are defined in Section C.1. Standard errors double-
clustered at the grid-ID and year level are reported in parentheses. ***, ** and * indicate significance
at the 1%, 5% and 10% level, respectively.
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Table C.10: Grid Regressions - Median Price per Borough, Band, Grid, Year

(1) (2) (3) (4)

Council Tax 92.1∗ 15.4 19.9 19.1
(50.8) (35.4) (36.3) (36.6)

Fixed-effects
Band × Grid ID × Year Yes Yes Yes Yes

Fit statistics
Obs. 19,377 19,377 19,377 19,377
R2 0.866 0.833 0.825 0.823

Within R2 0.006 0.000 0.000 0.000

First-stage controls
Month Yes Yes Yes Yes

Size No Yes Yes Yes
No. Rooms No Yes Yes Yes

Property Type No No Yes Yes
Newly-built No No No Yes
Leasehold No No No Yes

The table shows the estimates of the following regression: εmed
bdgt = βτbdt + δbgt + ηbdgt, where εmed

bdgt
is the median residual price of all houses in band b, Borough d, grid square g at time t obtained
from a hedonic regression of prices on house characteristics; τbdt is the council tax amount for a
house in band b, Borough d at time t; and δbgt are band-grid ID-year fixed effects. The squares
are constructed from a 50 × 50 grid of London. The explanatory variables used to computed the
hedonic residuals are reported in the panel First-stage controls. All variables are defined in Section
C.1. Standard errors double-clustered at the grid ID and year level are reported in parentheses. ***,
** and * indicate significance at the 1%, 5% and 10% level, respectively.



APPENDIX C. THE SALIENCE OF PROPERTY TAXES 197

Table C.11: Grid Regressions - Average Price per Borough, Band, Grid, Year

(1) (2) (3) (4)

Council Tax 104.5∗∗ 23.6 28.2 26.6
(48.0) (32.7) (33.5) (33.9)

Fixed-effects
Band × Grid ID × Year Yes Yes Yes Yes

Obs. 19,377 19,377 19,377 19,377
R2 0.875 0.835 0.827 0.825

Within R2 0.007 0.001 0.001 0.001

First-stage controls
Month Yes Yes Yes Yes

Size No Yes Yes Yes
No. Rooms No Yes Yes Yes

Property Type No No Yes Yes
Newly-built No No No Yes
Leasehold No No No Yes

The table shows the estimates of the following regression: ε̄bdgt = βτbdt + δbgt + ηbdgt, where ε̄bdgt
is the average residual price of all houses in band b, Borough d, grid square g at time t obtained
from a hedonic regression of prices on house characteristics; τbdt is the council tax amount for a
house in band b, Borough d at time t; and δbgt are band-grid ID-year fixed effects. The squares
are constructed from a 50 × 50 grid of London. The explanatory variables used to computed the
hedonic residuals are reported in the panel First-stage controls. All variables are defined in Section
C.1. Standard errors double-clustered at the grid ID and year level are reported in parentheses. ***,
** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table C.12: Matching Regressions - Euclidean Distance

(1) (2) (3) (4)

Council Tax 53.8∗∗ 12.9 50.7∗∗ 9.00
(23.4) (18.3) (23.8) (18.8)

Size 3,770.6∗∗∗ 3,750.2∗∗∗
(763.8) (734.2)

Fixed-effects
Pair ID Yes Yes Yes Yes
Month Yes Yes Yes Yes

No. Rooms No Yes No Yes
Property Type No Yes No Yes

Obs. 115,224 115,224 114,646 114,646
Unique Transaction IDs 71,578 71,578 71,656 71,656

R2 0.799 0.836 0.796 0.834
Within R2 0.001 0.042 0.001 0.042

Distance Euclidean 1 Euclidean 1 Euclidean 2 Euclidean 2

The table shows the estimates of the following regression: pibdt = βτbdt + δij + ζ ′xibdt + εibdt, where
pibdt is the price of house i in band b, Borough d at time t; τbdt is the council tax amount for a
house in band b, Borough d at time t; δij are pair fixed effects; and xibdt are controls. Housing pairs
from opposite sides of a given border are constrained to be no more than 500 metres away, sold in
the same year, in the same council tax band and to both be either old or newly-built and freehold
or leasehold properties. The closest match for each property is chosen as the one minimising the

Euclidean distance d(i, j) =
√

∑K
k=1(xik − xjk)2. The vectors xi and xj in columns (1) and (2) include

size and number of rooms, while columns (3) and (4) add the energy cost. All variables are defined
in Section C.1. Standard errors clustered at the transaction ID level are reported in parentheses. ***,
** and * indicate significance at the 1%, 5% and 10% level, respectively.
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Table C.13: Matching Regressions - Linear Distance

(1) (2) (3) (4)

Council Tax 56.8∗∗ 15.3 55.7∗∗ 14.6
(23.4) (18.1) (23.7) (18.7)

Size 3,879.2∗∗∗ 3,809.8∗∗∗
(778.8) (762.1)

Fixed-effects
Pair ID Yes Yes Yes Yes
Month Yes Yes Yes Yes

No. Rooms No Yes No Yes
Property Type No Yes No Yes

Obs. 114,904 114,904 113,854 113,854
Unique Transaction IDs 71,588 71,588 71,649 71,649

R2 0.799 0.837 0.798 0.835
Within R2 0.001 0.045 0.001 0.043

Distance Linear 1 Linear 1 Linear 2 Linear 2

The table shows the estimates of the following regression: pibdt = βτbdt + δij + ζ ′xibdt + εibdt, where
pibdt is the price of house i in band b, Borough d at time t; τbdt is the council tax amount for a house
in band b, Borough d at time t; δij are pair fixed effects; and xibdt are controls. Housing pairs from
opposite sides of a given border are constrained to be no more than 500 metres away, sold in the
same year, in the same council tax band and to both be either old or newly-built and freehold or
leasehold properties. The closest match for each property is chosen as the one minimising the fol-
lowing distance: d(i, j) = | p̂it − p̂jt|, where p̂it and p̂jt are model-predicted prices for two matched
property transactions i and j based on a linear model: pit = α + β′xit + εit. The vectors xit and
xjt in columns (1) and (2) include size and number of rooms, while columns (3) and (4) add the
energy cost. All variables are defined in Section C.1. Standard errors clustered at the transaction
ID level are reported in parentheses. ***, ** and * indicate significance at the 1%, 5% and 10% level,
respectively.
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Table C.14: Matching Regressions - Linear Distance Less than 30% of Predicted
Prices

(1) (2) (3) (4)

Council Tax -8.19 -5.24 -7.65 -8.14
(10.1) (9.68) (11.0) (10.3)

Size 3,980.1∗∗∗ 3,982.4∗∗∗
(295.8) (349.3)

Fixed-effects
Pair ID Yes Yes Yes Yes
Month Yes Yes Yes Yes

No. Rooms No Yes No Yes
Property Type No Yes No Yes

Obs. 175,639 175,639 167,704 167,704
Unique Transaction IDs 59,722 59,722 58,917 58,917

R2 0.871 0.875 0.855 0.859
Within R2 0.000 0.017 0.000 0.018

Distance Linear 1 Linear 1 Linear 2 Linear 2

The table shows the estimates of the following regression: pibdt = βτbdt + δij + ζ ′xibdt + εibdt, where
pibdt is the price of house i in band b, Borough d at time t; τbdt is the council tax amount for a house
in band b, Borough d at time t; δij are pair fixed effects; and xibdt are controls. Housing pairs from
opposite sides of a given border are constrained to be no more than 500 metres away, sold in the
same year, in the same council tax band and to both be either old or newly-built and freehold or
leasehold properties. Each house i is matched to all possible candidates j that satisfy the following
constraint: d(i, j) = | p̂it − p̂jt| < 0.3×max{ p̂it, p̂jt}, where p̂it and p̂jt are model-predicted prices
for two matched property transactions i and j based on a linear model: pit = α + β′xit + εit. The
vectors xit and xjt in columns (1) and (2) include size and number of rooms, while columns (3) and
(4) add the energy cost. All variables are defined in Section C.1. Standard errors clustered at the
transaction ID level are reported in parentheses. ***, ** and * indicate significance at the 1%, 5% and
10% level, respectively.
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Table C.15: Model-averaged Posterior Distributions for the Council Tax Incidence

Prior 1% 5% 10% 25% 50% 75% 90% 95% 99% mode mean γ

N (−150, 502) -143.50 -110.66 -93.21 -61.85 -22.87 -1.98 18.67 31.04 51.90 -12.08 -31.85 0.15
N (−100, 502) -116.75 -85.88 -69.23 -39.43 -12.79 7.60 29.51 41.86 62.81 -9.86 -16.81 0.13
N (−50, 502) -90.71 -61.45 -45.54 -20.99 -2.17 20.33 42.09 54.20 75.25 -6.78 -1.76 0.04
N (−150, 752) -126.67 -87.78 -67.60 -32.92 -7.49 16.49 41.31 54.86 78.03 -8.24 -10.46 0.05
N (−50, 252) -82.09 -64.43 -54.54 -36.79 -18.64 -4.40 9.15 17.64 32.93 -13.86 -20.87 0.37

The table displays 1%, 5%, 10%, 25%, 50%, 75%, 90%, 95%, 99% quantiles, the modal and mean
values of the average posterior distribution for the council tax incidence obtained by using the
estimates from Tables C.5-C.9 and C.12-C.14. The last column reports the attenuation factor γ com-
puted as the ratio of the posterior and prior median. Each row refers to a different choice of prior.
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C.3 Figures

Figure C.1: A Typical Border

The figure shows an example of a border between two Boroughs in London. Houses on the left side
of the West Eaton Place road belong to the Borough of Kensington and Chelsea and have an annual
council tax bill of £2, 279, while houses on the right side belong to the Borough of Westminster and
have an annual council tax bill of only £1, 421.

Figure C.2: Time Series of Council Taxes
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The figure reports the time series of council tax amounts payable across Boroughs. Each panel refers
to a different band, while the lines in each panel represent different Boroughs.
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Figure C.3: Histogram of Property Prices in London
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The figure presents a histogram of the distribution of house transaction prices in London. The
distribution is truncated at £1, 500, 000.

Figure C.4: Bunching at Stamp Duty notches
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The figure presents a histogram of the distribution of house transaction prices in London around
stamp duty notches. Panel (A) refers to the notch at £250, 000, while panel (B) at £500, 000.
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Figure C.5: Histogram of Prices by Band

G H

E F

C D

A B

0 500000 1000000 1500000 2000000 0 500000 1000000 1500000 2000000

0

5000

10000

15000

20000

0

5000

10000

15000

20000

0

5000

10000

15000

20000

0

5000

10000

15000

20000

Price

N
o.

 O
bs

The figure presents a histogram of the distribution of house transaction prices in London per
band. Each panel refers to properties belonging to different bands. The distribution is truncated
at £2, 000, 000. The red vertical lines represent the median values computed using the full sample.

Figure C.6: Histogram of Prices by Property Type
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The figure presents a histogram of the distribution of house transaction prices in London by prop-
erty type. The distribution is truncated at £2, 000, 000. The red vertical lines represent the median
values computed using the full sample.
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Figure C.7: Histogram of Prices by Number of Rooms
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The figure presents a histogram of the distribution of house transaction prices in London by number
of rooms. The distribution is truncated at £2, 000, 000. The red vertical lines represent the median
values computed using the full sample.

Figure C.8: Histogram of Prices by Age
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The figure presents a histogram of the distribution of house transaction prices in London by age.
The top panel reports the histogram of prices for newly-built properties, while the bottom for es-
tablished residential buildings. The distribution is truncated at £2, 000, 000. The red vertical lines
represent the median values computed using the full sample.
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Figure C.9: Histogram of Prices by Year of Construction
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The figure presents a histogram of the distribution of house transaction prices in London by year
of construction. The distribution is truncated at £2, 000, 000. The red vertical lines represent the
median values computed using the full sample.

Figure C.10: Histogram of Prices by Duration
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The figure presents a histogram of the distribution of house transaction prices in London by tenure
duration. The top panel reports the histogram of prices for freehold properties, while the bottom for
leasehold properties. The distribution is truncated at £2, 000, 000. The red vertical lines represent
the median values computed using the full sample.



APPENDIX C. THE SALIENCE OF PROPERTY TAXES 207

Figure C.11: Council Taxes and House Prices

(a) : Council Taxes in 2000 (b) : House Prices in 2000

(c) : Council Taxes in 2018 (d) : House Prices in 2018

The maps show the distribution of council tax payable for properties in band D for each London
Borough, along with the respective distribution of house prices in 2000 and 2018.

Figure C.12: Grids

(a) Grid (b) Enlargement of the Centre

The maps depict our first identification strategy of dividing London in a grid of equally sized
squares. Panel C.12a shows a grid of 150× 150 squares superposed on the map of the city; Panel
C.12b shows an enlargement of the central Boroughs. The blue squares denote areas which contain
at least two similar properties located on opposite sides of a border.
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Figure C.13: Distribution of Distances for the Grid Regressions
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The figure depicts histograms for the distribution of distances between houses on opposite sides of
a border that are used in our grid regressions. We report the distributions for three different grids,
namely grids where we have divided London in 50× 50 squares, 100× 100 and, finally, 150× 150.
For each histogram we report the approximate size of the square sides in meters.

Figure C.14: Model-implied Incidence
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The figure plots the relationship between tax incidence on house prices and discount rates, where
the discount rate is defined as r + k as in Section 3.5. The upper panel shows the incidence of the
stamp duty, while the bottom panel the incidence of the council tax.
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Figure C.15: Model-averaged Estimate of the Posterior Council Tax Incidence

(a) : Constant Variance (b) : Proportional Variance

The figure plots the density of the council tax incidence obtained by taking the model-average of
the posteriors as described in Sections 3.5.1 and C.4. The priors are normally distributed N (b0, σ2

0 )
in all figures. In panel (a) the priors have constant standard deviation σ0 = 50 and varying means of
b0 = −150,−100,−50, respectively. In panel (b) the standard deviation of the priors is proportional
to the mean, i.e., σ0 = |b0|/2.
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Figure C.16: Optimal Tax Policy
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(a) : Optimal Taxes as a Function of r + k
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(b) : Optimal Taxes as a Function of γ

The figure plots the optimal mix of stamp duty and council tax the Government should choose to
maximise the utility of buyers and maintain revenue-neutrality. Panel (a) displays the variables
as a function of the discount rate r + k, while panel (b) as a function of the attenuation parameter
γ. The top plots of each panel show the optimal amount of council tax in £ and stamp duty tax
as percentage of house price, respectively. The bottom plots provide the relative percentages of
revenue raised through council and stamp duty tax, respectively. In the upper panel we calibrate
the parameters as follows: α = 0.8, g = g̃ = 3.5%, ηS = 0.5, β = 0.99, γ = 0.15; in the bottom panel:
α = 0.8, g = g̃ = 3.5%, ηS = 0.5, β = 0.99, r + k = 5%.
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C.4 Computation of the Model-averaged Posterior In-

cidence of Council Tax

In Section 3.4 we have estimated models of the type:

y = Xmβm + εm (C.1)

where εm|m ∼ N (0, Ωm), with Ωm being the population covariance matrix of the

errors under model m. We partition the parameters as βm = (β0, βm
−0), where

βm
−0 = (βm

1 , βm
2 , ...) and β0 is the parameter of interest. We then make the (strong)

simplifying assumption that Ωm is known and assume that the prior distribution of

the parameters is: βm|m ∼ N (bm, Σm). We also assume that the marginal prior dis-

tribution of the parameter of interest is common across models, i.e., p(β0|m) =

p(β0) = N (b0, σ2
0 ). It follows that the posterior is: βm|y, m ∼ N (((Σm)−1 +

Xm′(Ωm)−1Xm)−1(Xm′(Ωm)−1y + (Σm)−1bm), ((Σm)−1 + Xm′(Ωm)−1Xm)−1). We

then proceed by making the following approximations:

((Σm)−1 + Xm′(Ωm)−1Xm)−1
[1,1] ≈ (σ−2

0 + V̂ar(β̂m)−1
[1,1])

−1 (C.2)

(((Σm)−1 + Xm′(Ωm)−1Xm)−1(Xm′(Ωm)−1y + (Σm)−1bm))[1] ≈

(σ−2
0 + V̂ar(β̂m)−1

[1,1])
−1(V̂ar(β̂m)−1

[1,1] β̂
m
0 + σ−2

0 b0)
(C.3)

where A[i,j] and a[i] indicate the i-th, j-th element of matrix A and the i-th element of

vector a, respectively. This leads, therefore, to the following approximate posterior

distribution for the parameter of interest:

p(β0|y, m) =

N
(
(σ−2

0 + V̂ar(β̂m)−1
[1,1])

−1(V̂ar(β̂m)−1
[1,1] β̂

m
0 + σ−2

0 b0), (σ−2
0 + V̂ar(β̂m)−1

[1,1])
−1
)
(C.4)

After having obtained the posterior distribution for β0 for each model we average

using a flat prior across models to obtain the final density p(β0|y) = 1
M ∑M

m=1 p(β0|y, m).
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Returning to the choice of prior distribution for the parameter of interest, we

are guided by the model-implied incidence from Section 3.5. We calibrate the fol-

lowing parameters: g = 0.035, g̃ = 0.035, r = 0.04 and α = 0.81. Given these

values we pick three different means for the prior distribution to match the range

of incidence of the stamp duty tax obtained in Best and Kleven (2018), namely,

b0 = −150,−100,−50, which roughly correspond to stamp duty incidences of:
dp
dτS

= −2,−3,−4. We choose the standard deviations of the prior to be equal to

σ0 = 50 or σ0 = |b0|
2 to obtain five prior distributions.

1The parameters r and g̃ are consistent with the in-sample average mortgage rate and growth
rate of council taxes in the UK, respectively; α is consistent with a downpayment of 20% which is
common in the UK. We use a conservative expected growth rate of house prices of 3.5% compared
to the in-sample average of 7.3%.


