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Abstract

This thesis consists in four papers in spatial and environmental economics, in which
causal inference methods are employed to analyse two topics: carbon pricing and
deforestation. The dissertation is comprised of two parts. The first evaluates the
impacts of the 2008 carbon tax implemented in British Columbia, Canada; the second
analyses illegal deforestation in Colombia and REDD+ policies in Indonesia. Chapter
one studies the effect of British Columbia’s carbon tax on road transportation COq
emissions and on carbon leakage due to cross-border fuel shopping in the USA.
Using the synthetic control method and its extensions, we find that the tax is
associated with a decrease in transportation CO, emissions. However, this effect is
not statistically significant, with no role detected for cross-border fuel shopping. In
chapter two, we analyse the impact of the tax on PM, 5 concentrations arising from
transportation. We detect a statistically significant effect of the carbon tax on air
pollution co-benefits, which is heterogeneously distributed across metropolitan areas.
Less polluted, less dense and richer areas see greater reductions in air pollution,
identifying a post-tax increase in inequality with respect to pollution exposure.
Reductions are driven by a switch in commute mode towards low emissions means
of transport, principally public transit. Health gains from the tax are large, and
regressively co-vary with income. Chapter three focuses on the effects of Colombia’s
2020 Covid-19 lockdown on forest fires. We find that the lockdown is associated
with an upsurge in cumulative fires, which is correlated with the presence of armed
groups. Chapter four evaluates the effect of the 2011 Indonesian Moratorium on
oil palm, timber, and logging concessions. We find that dryland forest inside the
Moratorium experienced, at most, a 0.65% rate of forest cover retention compared
to non-Moratorium areas, while no effect is detected for carbon-rich peatland. The
implied effective carbon price is below US$ 5/tCOs-eq. Moreover, the Moratorium
only contributes 3-4% towards Indonesia’s 2015 Paris commitment of a 29% reduction
in deforestation by 2030.
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Introduction

This dissertation contains four independent empirical studies, which examine two
main topics: the impact of carbon pricing on emissions from the transportation
sector in a developed economy, and drivers and determinants of deforestation and
forest conservation in two tropical contexts.

All papers are characterised by the study of place-based policies and shocks, i.e.
discontinuities in institutional and regulatory frameworks with a precise geographical
scope. Furthermore, all chapters analyse the effects of these shocks with an explicit
spatial dimension: we leverage large, highly disaggregated data to enquire about
general impacts, but also carefully examine spatial spillovers, heterogeneous effect
across geographies and correlations with other geolocated features.

Across all chapters, there is certainly a methodological common denominator: the
thesis indeed draws from, and attempts to contribute to, the literature in applied
spatial and environmental economics, leveraging state of the art data and econometric
techniques in order to provide causal estimates of the phenomena under investigation.
The work contained in this dissertation is inspired by the “credibility revolution
in empirical economics” (Angrist and Pischke, 2010), and ultimately rooted in the
potential outcomes framework (Rubin, 2005; Athey and Imbens, 2017). All studies
consist indeed in natural experiments, which enquire about the effect of a treatment,
be it a policy or an exogenous shock, on the outcome of interest. Since the outcome
path of the observational unit(s) under investigation in the absence of a policy, or its
counterfactual outcome, is by definition unobservable!, all the analyses attempt to
reconstruct it using econometric techniques, in order to estimate the “true” causal
effect of the shock on the treated entities.

The shocks under investigation in this thesis are: (i) the introduction, in 2008, of a
Province-wide carbon tax in British Columbia, Canada (in the first two chapters); (ii)
the 2020 Covid-19 lockdown and consequent mobility restrictions in Colombia (in the
third chapter); (iii) the 2011 REDD+ agreement between the Government of Norway
and the Government of Indonesia in order to reduce emissions from deforestation and
forest degradation on the Indonesian territory (in the fourth chapter). We leverage
this array of sharp policy-induced and contextual changes in order to examine a set
of fundamental problems in empirical environmental economics, which is described
in detail in the following sections.

LA fact known as the “fundamental problem of causal inference” (Holland, 1986).

17



Introduction

Part I: The Impact of Carbon Pricing on Emissions

In the first chapter of the thesis, we primarily attempt to answer the question: is a
market-based instrument such as a carbon tax a sufficient condition to drive down
CO4 emissions from the transportation sector?

The past century has withstood the development of an enormous body of theoretical
work on the issue of carbon pricing, which has permeated the field since the 1920s
(Pigou, 1920) and gained traction in the 1970s with the work of Baumol (1972),
Weitzman (1974), and Nordhaus (1977). The two principal market-based instruments
devised by economists in order to introduce a price on carbon are carbon taxes,
or levies proportional to the amount of carbon contained in a marketed good, and
emission trading schemes (ETSs), i.e. systems where a target fixed quota of periodical
emissions is allocated or auctioned among emitters, who are then allowed to trade
permits between themselves.

Notwithstanding the economic consensus towards a preference for carbon taxes
(Weitzman, 2015; Nordhaus, 2008), ETSs have been more widely implemented and
have usually covered larger shares of the world’s total emission flows (World Bank,
2022). This is possibly due to the relative political infeasibility of imposing additional
taxation due to citizens’ beliefs and tax aversion (Douenne and Fabre, 2022). One of
the main strategies to gain public support for carbon taxes is domestic revenue recy-
cling (Carattini et al., 2019), which is the defining feature of the British Columbian
carbon tax (Murray and Rivers, 2015); however, recent research has shown that
the impact of tax and rebate programmes on carbon tax approval rates is low, and
that partisan politics plays a much more defining role in shaping citizens’ beliefs
(Mildenberger et al., 2022). To give an idea of the relative paucity of long-standing
carbon tax schemes, only 15 pricing mechanisms were already in place in 2008
(covering approximately 5% of the global GHG emission flows, and mostly through
the EU ETS) (World Bank, 2022).

It is thus unsurprising that, with a few stark exceptions (e.g. Andersson, 2019), the
ex post empirical evidence on the effectiveness of carbon taxes on CO, emissions
flows is scattered. Furthermore, the case of Sweden examined by Andersson (2019) is
a peculiarity rather than the norm: the Swedish carbon tax, currently at $130/tCOsq,
has indeed been the highest in the record from its implementation until the recent
introduction of Uruguay’s carbon tax in January 2022. While it is certainly of
utmost importance to assess the effectiveness of carbon taxation in general, the first
part of this paper is instead concerned with estimating the eventual environmental
benefits of a carbon tax levied at a much lower rate, which was lauded as the “grand
experiment in climate policy” (Murray and Rivers, 2015), and was the first carbon
tax to be introduced in North America. With the British Columbian carbon tax
having been rolled out on a Canadian federal basis in 2019, but still sitting well below
the recommended 2030 carbon price corridor 14 years after its implementation (World
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Bank, 2022; High-Level Commission on Carbon Prices, 2017), it is fundamental
to understand its short and medium-term impact on emissions, given that similar
schemes will need to proliferate across developed economies in the next decades
in order to attain decarbonisation. In the first part of the first chapter we thus
attempt to identify the causal impact of the 2008 British Columbian carbon tax on
road transportation CO5 emissions. We conduct the main analysis at the Provincial
aggregate level, using the synthetic control method for comparative case studies
(Abadie and Gardeazabal, 2003; Abadie et al., 2015), for which we carefully assess
robustness to contextual requirements (Abadie, 2021). Furthermore, we introduce
recent extensions to synthetic controls, such as the synthetic difference-in-differences
from Arkhangelsky et al. (2021), de-meaned synthetic controls (Doudchenko and
Imbens, 2016; Ferman and Pinto, 2021) and matrix completion methods (Athey et
al., 2021) for the first time in the literature on the empirical evaluation of carbon taxes.

A corollary to the main question is the investigation of eventual carbon leakage
arising from the tax: the possibility that, given the peculiar geographic location
of British Columbia? and the attractive fuel price gradient at the US border, the
carbon tax wedge pushed BC residents to cross the US customs to shop for fuel. This
issue is only anecdotally mentioned in press articles, and in passing in peer reviewed
publications (Rivers and Schaufele, 2015; Lawley and Thivierge, 2018; Andersson,
2019), but has never been examined empirically in the context of carbon taxation.
We draw from the classic literature on product differentiation (Hotelling, 1929) and
from a recent literature in industrial organisation (e.g. Chandra et al., 2014; Friberg
et al., 2022) in order to first establish theoretical predictions of cross-border fuel
shopping, and then empirically calibrate them with a novel US county-level dataset
on retail trade revenues in the State of Washington, relying again on the synthetic
difference-in-differences estimator. This line of empirical analysis constitutes the
second part of Chapter 1.

Another feature of the introduction of carbon pricing is its ability to generate enwvi-
ronmental co-benefits, such as the reduction of local pollutants (particulate matter,
sulfur and nitrogen oxides, and black carbon) due to their complementarity with
GHGs (Timilsina, 2022). Indeed, this class of pollutants is often emitted via the
same channel as CO,, that is, through the combustion of fossil fuels (Li et al., 2018).
Therefore, the second chapter of Part I asks the following question: does a carbon tax
generate environmental co-benefits through the reduction of small-scale particulate
matter PMsy 57

While there is ample numerical evidence on the effect of carbon taxation on air pol-
lution co-benefits (e.g Li et al., 2018; Woollacott, 2018; Zhang et al., 2021; Vandyck
et al., 2018), this channel has never been examined in an observational setting using
ex post data. However, in order to correctly calibrate cost-benefit analyses of carbon
taxation, it is necessary to include both global benefits arising from reductions in
CO, flows, and local benefits arising from improvements in air quality. In order to

2Whose population is mostly concentrated in a region with rapid access to the main metropolitan
areas of the US State of Washington (Chandra et al., 2014).
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do so, we exploit highly disaggregated satellite-derived data on PMs 5, in conjunction
with Canadian census geometries at a fine geographical scale®, and examine the
impact of the 2008 carbon tax on air pollution in the main metropolitan areas of
British Columbia, employing the synthetic difference-in-differences methodology. In
addition, we inspect the heterogeneity of this impact across space: it is indeed plau-
sible that areas with lower access to alternative means of transport bear the burden
of the carbon tax vis-a-vis areas with greater substitution options. Coupled with the
extensively documented pollution disparities within North American metropolitan
areas (e.g Jbaily et al., 2022; Currie et al., 2020; Sager and Singer, 2022), this
heterogeneity could give rise to a spatial dimension of carbon tax regressiveness, in
addition to the well-known vertical income regressiveness shown e.g. by Douenne
(2020). This enquiry constitutes the first part of Chapter 2.

An important exercise in order to understand the magnitude of the eventual gains
or losses from improving or deteriorating air quality is to convert the estimates
of pollution change into estimates of morbidity and mortality change. Here, we
rely on the insights of the environmental health and epidemiology literatures (e.g.
Krewski et al., 2009; Lepeule et al., 2012), summarised by Fowlie et al. (2019), and
obtain highly disaggregated maps of health benefits/costs by inter-relating mortality
change with the Value of a Statistical Life. Nevertheless, environmental co-benefits
have been shown to be multifaceted and extending far beyond the immediate effects
on mortality (see Aguilar-Gomez et al., 2022, for a review), suggesting that our
estimates will at most constitute a lower bound on the non-market impacts of a
carbon tax. Furthermore, the interaction of these estimates with the distribution of
the population of metropolitan areas can provide a picture of which social stratus
reaps the eventual health benefits due to carbon taxation. The quantification of
health effects constitutes the second part of Chapter 2 and closes Part 1 of this
dissertation.

Part II: Causal Analyses of Tropical Deforestation

The second part of this thesis consists in two empirical evaluations concerning defor-
estation and forest conservation in the tropical countries of Colombia and Indonesia.
The main motivation behind the search for causality in biodiversity economics is that
the discipline has lagged behind other fields of environmental economics in terms
of the evaluation of policy impacts and of shocks to forest ecosystems (Ferraro and
Pattanayak, 2006). However, especially but not only in light of the 2021-2030 UN
Decade on Ecosystem Restoration, it is fundamental to understand the drivers and
determinants of forest loss and to assess the impact of policies aimed at conserving
Earth’s largest reserves of terrestrial biodiversity and carbon sinks.

The third chapter of this thesis exploits one of the most salient worldwide exogenous
shocks of the past decades, the Covid-19 pandemic, in order to evaluate whether it has

3The Dissemination Area, corresponding to US census tracts.
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resulted in unintended consequences on the natural forests of Colombia’s major biotic
regions. Motivated by the presence of collaborating researchers in the field, who in-
formed us that the emergence of Covid-19 was accompanied by an unexpected increase
in forest fires, we asked the following question: are the mobility restrictions connected
to Colombia’s Covid-19 lockdown connected with the observed upsurge in forest fires?

In order to do so, we obtain near-real time, highly disaggregated data on the location
and intensity of fire hotspots observed by satellites in the Colombian territory for
2012-2020, and exploit techniques which, in 2020, were being used by epidemiologists
to track “excess mortality” due to the Covid-19 pandemic using historical death aver-
ages. We integrate these methods with cutting edge tools for policy evaluation used
in classical econometrics (Abadie and Gardeazabal, 2003; Ben-Michael et al., 2021),
so as to improve upon the historical counterfactuals and obtain closer measurements
of the potential outcome path of forest fires in the absence of the Covid-19 lockdown.

Moreover, aware of the strong interrelation between forest governance and militari-
sation of conflict areas in the Colombian context, we test whether the increase in
forest fires is correlated with the presence of paramilitary organisations in Colombian
municipalities. Indeed, the mobility restrictions imposed upon the civilian population
might have resulted in a negative shock on forest monitoring by government entities
and local communities which could have been exploited by organisations engaging in
illegal forest clearing.

In the conclusive chapter of the dissertation, we instead enquire about the cost-
effectiveness and environmental contribution of one of the largest REDD+* schemes
worldwide, the 2011 Indonesian moratorium on new palm oil, timber and logging
concessions in primary and peatland forests.

Indonesia’s GHG emissions from deforestation, forest degradation, peatland decom-
position, and peat fires accounted for around a quarter of global emissions from the
forestry sector during 2000-2016 (Government of Indonesia, 2018; FAO, 2021). After
the establishment of the REDD+ framework at COP13 in 2007 (UNFCCC, 2008), the
country struck an agreement with the Government of Norway, one of the prominent
backers of REDD+ globally, in order to fund disbursements based on the achievement
of emissions reductions from deforestation, up to $1 billion (Government of Norway,
2010). One of the main policies resulting from the agreement is the aforementioned
moratorium, which intends to prevent Indonesian district governments from granting
new licenses for the conversion of primary forest and peatland into areas designated
for palm oil and timber production, and selective logging.

In 2017, Indonesia announced that it had reduced emissions from deforestation by
11.2 MtCOs-eq, compared to a 10-year historical baseline calculated by averaging de-
forestation emissions between 2006 and 2016. As a consequence, Norway announced
that a $56.2 million payment, based on a carbon price of $5/tCOq-eq, would be issued
to Indonesia within the two countries” REDD+ partnership. However, the historical

4Reducing emissions from deforestation and forest degradation.
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counterfactual upon which Norway’s payment was based does not appropriately
reflect the causal impact of the Moratorium in reducing emissions, since it conflates
treatment and control areas (the baseline is calculated on all primary forest and
peatland, not only those within the moratorium’s remit) and treatment and control
periods (2011-2016 are included in the baseline but the moratorium was already in
place).

In order to address these concerns, we observe that the appropriate quantification
of a policy effect from the moratorium rests on the ability to identify a suitable
counterfactual, i.e. a control group which reproduces potential forest cover trends
in the absence of the moratorium. Since the moratorium area was not randomly
assigned, it is highly likely that its characteristics differ substantially from those of
non-moratorium forested areas. A simple difference in means between the rates of
deforestation observed within its boundaries and outside of them would thus produce
biased estimates of the policy’s impact. Therefore, we leverage a large literature in
causal inference in the social sciences (e.g. Heckman et al., 1997; Heckman et al.,
1998), which is steadily being introduced in biodiversity economics and conservation
biology (e.g. Andam et al., 2008; Joppa and Pfaff, 2010; Schleicher et al., 2020)
to perform statistical matching between moratorium and non-moratorium areas,
thereby obtaining comparable treatment and control cohorts, which can be analysed
in a difference-in-differences framework.

We augment the traditional difference-in-differences strategy with the inclusion of a
third difference (Gruber, 1994; Chabé-Ferret and Subervie, 2013), which removes
remaining divergences in pre-treatment deforestation trends after matching, in order
to obtain the most precise estimate of the moratorium’s impact at our avail®. The
spatial dimension of the policy impact is instead analysed by looking at whether
deforestation was displaced outside the fixed boundaries of the moratorium (a similar
type of carbon leakage to that examined in Chapter 1). Here, we exploit the fact that
the boundary between the moratorium and non-moratorium areas is unlikely to trace
a sharp discontinuity in forest and morphological characteristics: within a reasonable
distance from the border, moratorium and non-moratorium areas are expected to be
closely matched in terms of forest cover, deforestation trends, and terrain features
relevant to deforestation. We thus exploit the regression discontinuity estimator
(Lee and Lemieux, 2010; Calonico et al., 2014), in order to identify the effect of this
area-based programme on deforestation leakage.

Given that the performance of REDD+ initiatives is evaluated on the basis of their
ability to reduce GHG emissions, and not deforestation, we then convert our esti-
mates of policy impact (in terms of forest cover change) into COq-equivalent changes,
and into monetary terms using the stated $5/tCOs-eq carbon price proposed by
Norway to Indonesia in their agreement. We are thus able to determine whether
the Norwegian government is getting carbon value for its payments, and whether

5At the time when the analysis was performed, the extensions of the synthetic control method to
multiple treated units and the synthetic difference-in-differences method were not yet peer-reviewed
nor were the statistical routines yet implemented.
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Indonesia is on track to meet its 2015 Paris Agreement commitments through the
2011 moratorium.

Methodological Considerations

During the writing of this thesis, there have been extraordinary developments in the
field of applied econometrics, which need to be taken into account when tackling
observational studies. In the first three chapters, we principally exploit the recent ex-
tensions to the category of estimators related to the synthetic control method (SCM)
of Abadie and Gardeazabal (2003): mainly, the synthetic difference-in-differences
estimator of Arkhangelsky et al. (2021), but also the augmented SCM by Ben-Michael
et al. (2021), de-meaned synthetic controls (Doudchenko and Imbens, 2016; Ferman
and Pinto, 2021), and matrix completion methods for programme evaluation intro-
duced by Athey et al. (2021). While the SCM was originally developed in order to
analyse treatments or shocks at an aggregate level, or imposed upon a single treated
unit, at a single point in time, its extension are more flexible and can accommodate
multiple treated units and staggered interventions.

An attractive feature of this class of estimators is certainly their ability to match
treatment and control cohorts on the basis of their pre-intervention outcome paths,
which is especially useful in the context of applied climate econometrics. In fact,
especially when dealing with outcome variables derived from satellite observations
(as in Chapters 2 and 3), but also with emissions estimates from governmental
bodies (Chapter 1), it is fundamental that the control units’ outcome paths closely
resemble those of treated units. It is indeed difficult to predict these trends with
accuracy using only socio-economic and morphological characteristics, as is the case
in standard observational studies in economics. By matching on lags of the outcome
variable in the estimation, synthetic methods can thus augment the confidence
in pre-treatment matching quality, thereby ensuring that the policy impacts are
estimated with precision. Nevertheless, given the relative ease with which these
methods can be rolled out, a high degree of rigour is required on the researcher in
order to avoid incurring in “perfunctory applications” of synthetic methods (Abadie,
2021). Appropriate falsification tests and pre-implementation checks need to be
conducted in order to ensure the feasibility and robustness of the estimators, and
avoid publishing misleading results which could wrongly inform the policymaker.

Chapter 4 takes a slightly different approach, motivated by the unavailability, at the
time®, of the extensions of synthetic controls introduced by Arkhangelsky et al. (2021).
Nonetheless, we rely on the latest advances in the field of biodiversity econometrics
(see Schleicher et al., 2020, for a review), and employ statistical matching in order
to obtain the best possible balance between treatment and control observations
on the basis of observable characteristics. We introduce matched triple differences
(Chabé-Ferret and Subervie, 2013) for the first time in an applied paper on forest

SChapter 4 is chronologically the first to have been developed, in 2018. However, due to its large
supplementary information, we have decided to close the thesis with it to ensure more fluid reading.
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dynamics, in order to take into account the remaining unobservable factors which
may have influenced deforestation trends differently across the treated and control
groups. A potential re-evaluation of the moratorium could however exploit the
synthetic difference-in-differences methodology to assess its performance vis-a-vis
the matched triple difference estimator, and contribute to the burgeoning literature
on programme evaluation in the field of biodiversity economics and conservation
biology.

Causal inference in the field of biodiversity economics is possibly an even steeper
challenge than in standard socio-economic studies, due to the heavily interlinked
and complex nature of coupled human and natural systems (Ferraro et al., 2019).
Abiding to this stream of the literature, in Chapter 4 and in this thesis as a whole
we test hypotheses through multiple channels, confirm the robustness of findings by
adopting alternative methodologies, and try to maintain a generally conservative
attitude, highlighting the shortcomings and limitations of each estimation strategy.
We report several null results, which are informative about the uncertainty around
our causal estimates and about the specific subsets of our studies in which significant
findings arise. Only through careful practice in causal interpretation, indeed, can the
credibility of policy analysis be ameliorated (Athey and Imbens, 2017) and ultimately,
policymaking in human-environment systems improved.

Summary of Findings

In this section, we provide a brief summary of the main findings for each chapter in
the dissertation.

Chapter 1 essentially reports null results: while the synthetic control and its exten-
sions identify a negative effect of the BC carbon tax on road transportation emissions,
(1) the synthetic control result is not robust to traditional falsification procedures,
and (ii) its extensions fail to identify a statistically significant effect. It is highly
likely that the main analysis is substantially underpowered, and more investigation
at a finer geographical scale will be needed in order to assess its impact on CO,
emissions. Moreover, the tax has not lead to statistically significant levels of carbon
leakage, possibly due to a low signal-to-noise ratio which did not alter consumers’
perceptions of pump price changes.

In Chapter 2, we exploit a disaggregated dataset, which is able to pick up a small,
but statistically significant effect of the carbon tax on PM, 5 emissions, providing em-
pirical evidence about carbon tax co-benefits for the first time. However, the spatial
distribution of co-benefits is heterogeneous, with less dense, richer areas benefitting
disproportionately from the policy vis-a-vis denser and relatively poorer locations.
Coupled with the mechanism underlying the result, i.e. commute mode switching
towards public and active transport, the result highlights a secondary, spatial dimen-
sion of carbon tax regressiveness which needs to be taken into account when designing
environmental policy. Moreover, monetary health gains due to mortality reductions
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associated with the improve in air quality are also unevenly distributed across space,
and co-vary with income, reinforcing the spatial regressiveness hypothesis.

Chapter 3 identifies an unintended consequence of the Colombian Covid-19 lockdown
on the natural environment, manifesting through a statistically significant increase
in cumulative forest fires for the whole country. This increase is highly correlated
with the presence of armed groups on the Colombian territory, suggesting that the
reductions in mobility may have created a perverse incentive to clear forest due to
reduced governmental and community-based monitoring and enforcement.

Finally, Chapter 4 determines that the moratorium impact is variegated but small: on
dryland forest, the policy resulted in a retention of at most 0.65% higher forest cover
compared to comparable untreated dryland forest, while the effect is not statistically
significant on carbon-rich peatland. Carbon emissions reductions range from 67.8
to 86.9 MtCOs-eq, implying a lower effective carbon price than what Norway paid
Indonesia: at $5/tCOy-eq, the payment should have been in the $339-434.5 million
range, compared to the $56.2 million effectively disbursed. Moreover, the moratorium
is projected to only contribute 3-4% towards Indonesia’s Paris commitment of a 29%
emissions reduction before 2030.

Read in conjunction, these results suggest that the policies we analyse in this thesis
have been only mildly effective in obtaining their stated effect of mitigating global
pollutants. Moreover, unintended effects from climate policy or from regulatory
shocks are pervasive, and can manifest through perverse incentives: on the one
hand, a carbon tax can have doubly regressive effects, over income and pollution
distributions; on the other hand, a national security emergency can give rise to illegal
exploitation of natural resources due to a reduction in monitoring and enforcement.
In light of the necessity of preserving biodiversity during the 2021-2030 UN Decade
for Ecosystem Restoration and of getting global emissions on a feasible trajectory
to reach Net Zero in 2050, a greater level of ambition in climate policy and forest
conservation will be required. Only through rigorous impact evaluations can the
causal effect of regulation be identified. Policymakers will thus need to rely on
empirically sound research in order to be able to rank interventions in cost-benefit
analyses.
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Chapter 1

Carbon Pricing with Permeable Borders:

The Impact of British Columbia’s Carbon Tax on Road
Transportation CO; Emissions

Abstract

This paper undertakes a quasi-experimental evaluation of British Columbia’s 2008 carbon
tax, with a focus on road transportation emissions. A naive application of the synthetic
control method identifies emissions reductions of 0.47 metric tons per capita in an aver-
age year, or 13.8%, compared to a counterfactual constructed using all other Canadian
provinces. A rigorous application of the synthetic control method finds instead a reduction
in transportation emissions of 0.22 metric tons per capita in an average year, or 6.8%;
however this result is not robust to traditional falsification procedures. Recent extensions
of the synthetic control, such as synthetic difference-in-differences, de-meaned and ridge
regularised synthetic controls, and matrix completion methods, all highlight a negative
effect of the tax on road transportation emissions, albeit with large standard errors, thus
not being able to identify a statistically significant estimate. The study also provides the
first analysis of the impact of carbon pricing on cross-border fuel shopping in the trans-
portation sector, estimating the impact of the 2008 carbon tax on retail sales in Whatcom
county, Washington State, USA. A synthetic difference-in-differences analysis is unable to
identify a positive shock on gasoline stations retail sales, decreasing the confidence on the
hypothesis that the tax has resulted in significant carbon leakage. Rigorous applications
of the synthetic control methodology and its extensions are essential in order to correctly
inform the policymaker about the effectiveness of carbon pricing initiatives.

For helpful discussions and comments we thank, in alphabetical order: Mook Bangalore, Andrea
Ciaccio, Eugenie Dugoua, Ben Groom, David Hendry, Charles Palmer, Elena Perra, Sefi Roth,
Filippo Santi and all participants to research seminars hosted by the Department of Geography and
Environment at the LSE in 2019, 2020 and 2021, and to the SASCA PhD Conference at Ca’Foscari
University of Venice, 2022. The author acknowledges funding from the UK Economic and Social
Research Council (ESRC). All remaining errors are my own.



Chapter 1 Carbon Pricing with Permeable Borders

1.1 Introduction

In 2019, the US Economists’ Statement on Carbon Dividends and the European
Economists’ Statement on Carbon Pricing have once again highlighted the necessity
to urgently correct the global market failure arising from carbon emissions, by ei-
ther introducing carbon pricing outright (in the US), or coupling existing emission
trading schemes (the EU ETS) with carbon taxes, targeted specifically towards the
transportation and housing sectors'. Yet, empirical evidence on the effectiveness of
carbon pricing is scarce, also due to their relative infrequency with respect to ETSs.
Carbon taxes have indeed proven difficult to implement, in primis due to a lack
of public support, which economists have proposed to overcome by redistributing
prospective revenues to citizens (Carattini et al., 2019). While this strategy has been
found to attain limited effectiveness in practice (Mildenberger et al., 2022), revenue
neutrality has been a distinguishing feature of one of the most publicised carbon
pricing schemes, Canadian province British Columbia’s 2008 carbon tax (Murray
and Rivers, 2015).

While recent research by Pretis (2022) has analysed the impact of the British
Columbian carbon tax on aggregate emissions, finding negligible effects of the scheme
in reducing COs levels, this paper is concerned with estimating the impact of the tax
on road transportation emissions. Notwithstanding the relatively broad coverage of
the 2008 carbon tax, amounting approximately to 70% of provincial emissions, the
most affected sector is indeed certainly transportation, which contributed to 43.9%
of the province’s total CO4 levels in 2007, the year preceding the tax roll-out, making
it an ideal candidate for an empirical evaluation. Road transportation has been
deemed one of the most challenging sectors to decarbonise, due to the slow turnover
of vehicle fleets and infrastructural and behavioural path dependency (IPCC, 2018).
Moreover, other segments of the transportation sector in British Columbia (maritime
shipping, air travel, locomotive fuel and fuel used in agricultural operations) were
exempted from the 2008 carbon tax upon its implementation.

Previous studies have attempted to estimate the reduction in emissions registered
in the BC transportation sector indirectly, by simulating emission reductions corre-
sponding to estimated gasoline demand reductions (Rivers and Schaufele, 2015). We
instead rely on the synthetic control method for comparative case studies (Abadie
and Gardeazabal, 2003; Abadie et al., 2010; Abadie et al., 2015; Abadie, 2021)
and on a set of recent extensions which enhance its robustness, such as synthetic
difference-in-differences (Arkhangelsky et al., 2021), demeaned synthetic controls
(Doudchenko and Imbens, 2016; Ferman and Pinto, 2021) and matrix completion
methods (Athey et al., 2021), which allow us to estimate the direct effect of the 2008
carbon tax on road transportation CO, emissions, as pioneered in a recent paper by
Andersson (2019). By avoiding simulations, we are able to account for several factors
which are assumed away in estimates based on gasoline demand elasticities: fuel
substitution between gasoline and diesel, suggestive evidence of which is found in
Saberian (2017); long-term changes in fuel efficiency driven by vehicle fleet turnover

IThese sectors are uncovered by the EU ETS.
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(Antweiler and Gulati, 2016); and behavioural changes such as the modal switch to
public transport, biking and walking. Moreover, with respect to the short-term anal-
ysis of Rivers and Schaufele (2015), with an endpoint in 2011, we augment the length
of the post-intervention series to 2016, therefore shedding light on the evolution of
the behavioural response to the carbon tax with a medium-term 8-year horizon. The
synthetic control approach allows us to overcome issues found in previous analyses
based on panel data and difference-in-differences (Metcalf, 2019), which are very
likely to be biased due to violations of the foundational parallel trends assumption: by
constructing a synthetic unit based on a weighted combination of untreated Canadian
provinces, the method identifies a counterfactual British Columbia which reproduces
the potential outcome that the actual unit would have experienced, had the carbon
tax not been implemented in 2008. With respect to Pretis (2022), who also inspects
the effect of the tax on transportation emissions in an ancillary analysis, we improve
by restricting the focus to road transportation emissions only, thereby avoiding to
include treated and untreated segments of the transportation sector in the evaluation
and respecting the assumptions underlying thorough causal inference (Andersson,
2019); moreover, we provide the full set of placebo tests for synthetic controls, as
prescribed by Abadie (2021), showing that a “naive implementation” of the synthetic
control method does not survive the standard falsification routines, raising concerns
about the lack of statistical power in this particular application. Through the in-
troduction of synthetic difference-in-differences, de-meaned synthetic controls and
matrix completion methods for the first time in the literature on programme evalua-
tion of carbon pricing, we confirm this hypothesis: placebo-based standard errors
around the point estimate of the emissions reductions are indeed large, and suggest
that while it is likely that transportation emissions reductions have arisen due to the
2008 carbon tax, neither the synthetic control method nor its extensions are able to
clearly identify them when using the remaining Canadian provinces as the control
pool. All methods produce negative estimates of transportation emissions effects
following the carbon tax: the most conservative is identified via synthetic difference-
in-differences and corresponds to an annual 6.1% reduction, or 0.21 tCO, per capita,
in an average year. Notably, due to the large uncertainties connected with the lack
of power, these estimates ought not to be considered true causal impacts of the policy.

Aware of the concerns due to violations of the stable unit treatment value assumption
(SUTVA), arising due to potential carbon leakage towards the US state of Washing-
ton, as mentioned in Rivers and Schaufele (2015), Antweiler and Gulati (2016), and
Andersson (2019), in the second part of the paper we calibrate a variant of the Friberg
et al. (2022) model of cross-border shopping with parameters reflecting the British
Columbia-Washington State, USA geographical region and the price gradient ob-
served in their motor fuel markets. Theoretical predictions from the model assign to
population distributions, price (and tax) differentials and to idiosyncratic consumers’
fixed costs a relevant role in shaping cross-border trade, on one hand confirming the
possibility that cross-border fuelling may have arisen in response to the carbon tax,
but dispelling it on the other due to minimal differences in real gasoline prices and on
the high fixed costs of travelling across the border for refuelling. Empirically, we first
estimate the influence of gasoline prices and exchange rates in determining border
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crossings from British Columbia to Washington following Chandra et al. (2014),
and confirm that the real exchange rate is the principal determinant of cross-border
travel; secondly, we leverage taxable retail sales data from Washington’s Department
of Revenue to perform a second synthetic difference-in-differences analysis at the
Washington county level, in order to inspect whether retail sales in Whatcom county,
bordering the most densely populated region of British Columbia, have increased
following the 2008 carbon tax. With the exception of the food and beverage retail
sector, we find negligible effects on retail trade trends; most importantly, retail sales
within NAICS sector 447, corresponding to gasoline stations, do not seem affected
by cross-border shopping behaviour by British Columbians.

The present study thus contributes to the literature along several dimensions. First,
it provides a methodologically rigorous attempt at estimating the effect of the 2008
British Columbian carbon tax on road transportation emissions, expanding the
evidence base from European economies to North American jurisdictions, which
exhibit peculiarities in terms of higher average distances and heavier reliance on
gasoline vis-a-vis diesel fuel but also lower prices and fuel taxes. Secondly, it high-
lights the shortcomings in which researchers may incur when applying the synthetic
control method and its extensions without deploying the standard set of caveats and
falsification exercises: previous analyses of the British Columbian carbon tax have
indeed claimed to find a causal effect with respect to transportation emissions where
instead a rigorous empirical analysis cannot establish causality for the registered
6.1% decrease. Finally, this paper presents the first empirical analysis of international
carbon leakage in the transportation sector following the implementation of a carbon
pricing scheme: due to the high incidence of fixed costs for private consumers and
to the relatively low wedge in fuel prices introduced by the carbon tax in British
Columbia, significant carbon leakage has not arisen in response to the tax. This is a
reassuring result in light of the necessity of introducing carbon pricing in jurisdictions
where it is politically feasible, which due to their geographic location may share land
borders with countries whose fuel markets present an attractive price gradient.

The remainder of the paper proceeds as follows: Section 1.2 provides background on
the the 2008 British Columbian carbon tax, and reviews the burgeoning literature
on the “poster child” of carbon pricing applications; Section 1.3 describes the data
used in the empirical analyses; Section 1.4 introduces and explains the empirical
methodology, describing the synthetic control method and its recent extensions;
Section 1.5 presents the results from the synthetic control method and its extensions;
Section 1.6 models cross-border shopping behaviour between BC and Washington,
estimates the elasticity of cross-border travel to fuel prices and exchange rates and
analyses carbon leakage in the context of the 2008 carbon tax; results are discussed
and compared to the literature in Section 1.7, and Section 1.8 concludes the paper.
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1.2 The 2008 British Columbian carbon tax

1.2.1 Background

The Canadian province of British Columbia first announced the introduction of its
revenue-neutral carbon tax in February 2008, before eventually implementing it on
July 1st, 2008 (Rivers and Schaufele, 2015). The tax was initially introduced at
CAD 5/tCO5 and projected to rise by CAD 5 each year; in 2012, however, the tax
was frozen at CAD 30/tCO5 until 2018 upon a change in local government.

A prominent feature of BC’s carbon pricing scheme, at its onset, was revenue-
neutrality: during the first four years of its implementation, close to 100% of the
tax revenues were redistributed via personal income tax cuts for households in lower
income brackets, low income tax credits, and corporate income tax cuts. After 2012,
some of the revenues generated by the carbon price started to be earmarked for
corporate tax cuts and credits in specific sectors (Murray and Rivers, 2015), thus
departing from perfect neutrality and giving rise to a mixed system of redistribution.
Revenue neutrality was a central feature of the tax proposal, as a mechanism to
obtain public support and reduce hostility towards additional taxation, one of the
main obstacles to the implementation of carbon pricing schemes (Carattini et al.,
2017; Carattini et al., 2019); indeed, after the initial “Axe the tax” campaigns calling
for the abrogation of carbon pricing ahead of the 2009 provincial elections, polling
results showed a sustained increase in public approval of the tax until 2015 (Murray
and Rivers, 2015). A recently published study exploiting data on the only two
countries with ongoing tax and rebate schemes (Canada and Switzerland), however,
pins the rates of approval and disapproval of carbon pricing to partisan identities
rather than updated information about eventual rebates (Mildenberger et al., 2022).

British Columbia, however, was not the only Canadian province to have introduced
a tax on fossil fuel consumption at the time; indeed, in 2007 the province of Quebéc
imposed an annual duty payable to the Green Fund, at the minimal rate of CAD 3
per tonne of CO, (Houle, 2013), or 0.8 cents per litre of gasoline. This levy fell on
energy producers, with no intended pass-through to consumers at the pump, and
received substantially less attention than its BC counterpart: it is not included as
a carbon pricing scheme in the World Bank’s State and Trends of Carbon Pricing
annual report (World Bank, 2022). The duty was later subsumed in Quebec’s ETS
system, which was approved in 2012 but became effective from 2013 onward, and only
covered transportation emissions from 2015 (World Bank, 2018). The BC carbon
tax had a substantially higher profile and received far more attention in the media,
thereby often obtaining recognition as the first scheme of its kind in North America
(Rivers and Schaufele, 2015).

1.2.2 Review of the literature

A handful of studies has attempted to estimate the impact of the BC carbon tax
in reducing gasoline demand. Using a 2000-2011 panel dataset at the provincial
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level, Rivers and Schaufele (2015) estimate that a five-cent increase in the carbon
price results in a 8.4% decrease in gasoline consumption, which roughly translates
to a 2.37 MtCO; reduction in emissions from road transportation over the first
four years of the tax implementation. A similar aggregate analysis is performed
by Antweiler and Gulati (2016), who instead find gasoline demand reductions in
the 1-7% range between 2001 and 2014. Lawley and Thivierge (2018) employ a
2001-2012 panel of household-level data, finding 5-8% reductions in gasoline demand
stemming from geographically heterogeneous responses to the carbon tax: residents
of large cities exhibit a strong tax elasticity (around 10-12%), while inhabitants
of rural and northern areas do not significantly respond to the tax. A common
potential shortcoming across these studies is the shortness of the post-intervention
time series employed in the empirical analyses. While it is important to evaluate the
short-term behavioural response to carbon pricing, which translates into a reduction
in gasoline demand, consumers adjust to the introduction of a carbon tax on both
the intensive and extensive margin, as Antweiler and Gulati (2016) highlight; a
longer post-treatment time frame could then shed light on the effect of pricing on the
renewal of the car fleet and on fuel substitution strategies. Moreover, the impacts
found in the three aforementioned studies, with the possible exception of Antweiler
and Gulati (2016), who indeed find smaller and less precisely estimated effects,
could be contaminated by the aftermath of the 2007-2009 global financial crisis,
which may have had asymmetric repercussions across Canadian provinces. Another
inflection point is represented by the decrease in the global crude oil price after 2014,
which has entailed a consequent decrease in local gasoline prices in BC, and a re-
bound effect in terms of total gasoline consumption (Arcila Vasquez and Baker, 2022).

Two recently published studies relate to this investigation more directly, Pretis (2022)
and Arcila Vasquez and Baker (2022). Pretis (2022) primarily analyses the BC
carbon tax’s impact on the province’s aggregate emission levels, using traditional
difference-in-differences and synthetic control methods and a novel break-detection
approach, and failing to find an effect on BC’s total emissions. He then proceeds to
disaggregate the overall effect into its sectoral components, finding an average 5%
significant reduction in emissions in the transportation sector alone. The absence of
any effects in remaining sectors seems to be in contrast with Xiang and Lawley (2019)
who, employing synthetic controls, identify a significant reduction in natural gas
demand in BC following the introduction of the tax. However, given the imperfect fit
between BC and its synthetic control in both studies, and especially in the sectoral
analysis in Pretis (2022), it is difficult to establish a preferential order between
the two contrasting results. For what concerns transportation, given the primary
importance of the sector in BC’s emissions mix?, it is surprising that a significant
reduction in road COs emissions would not result in reductions in the province’s
aggregate trajectory; however it must be noted that the estimates contained in Pretis
(2022) are not robust to traditional inference for synthetic controls, including those
obtained for the transportation sector®. This result is partially confirmed in the

2In 2007, the year before the implementation of the carbon tax, transportation emission accounted
for 43.9% of the total COs emissions for the province.
3Limited robustness and significance are probably also an artifact of the small size of the control pool,
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recent paper by Arcila Vasquez and Baker (2022), which consists in a re-evaluation
of the effectiveness of the tax on aggregate CO, emissions and gasoline consumption
employing the synthetic control method, finding effects which “stand out” with
respect to the existing literature, namely an increase in aggregate emissions and
gasoline consumption. While they also leverage the similarities between Canadian
provinces and US states by including the latter in their control pool, their estimations
are very likely flawed by the less-than-ideal fit between their synthetic controls and
BC, therefore failing to lend utmost credibility to their findings.

1.3 Data

1.3.1 Effect of the 2008 carbon tax on CO, emissions

In order to analyse the effect of the implementation of the 2008 British Columbian
carbon tax on emissions, we construct an annual panel dataset spanning the years
1990-2019. we obtain road transportation, total transportation, and overall CO,
emissions data for all Canadian provinces from Statistics Canada (2021a). We then
calculate per capita emissions profiles by dividing gross emissions data by provincial
and state population, obtained from Statistics Canada (2021d), thereby making
emissions paths comparable across observational units.

Trends of per capita road transportation emissions (panel A) and total emissions
(panel B) for British Columbia and the rest of Canadian provinces are reported in
Figure 1.1, where the period of the implementation of the British Columbian carbon
tax is shaded in grey.

Noticeably, while BC’s road transport emissions follow a similar trajectory to the
average of other Canadian provinces up to 1998, it is evident how the trends start to
diverge thereafter. BC’s road transport CO, experiences a sharp drop from 2008-
2011, coinciding with the first three years of the implementation of the carbon tax,
a decline which is not observed in other Canadian provinces. It it also noteworthy
to observe how, after 2011, the series of road transportation CO, emissions for BC
starts growing again at a rate comparable to the pace observed between 1991 and
2005, perhaps owing to the post-financial crisis economic recovery.

The post-2005 divergence in trends between BC and the rest of Canadian provinces is
also observed in the paths of total CO, emissions, although less markedly; moreover,
the drop in emissions registered after the implementation of the 2008 carbon tax
is less pronounced and seemingly parallel to that observed in the rest of Canada,
suggesting a modest incidence of the reductions in transportation emissions in driving
the overall emission profile for the province, notwithstanding the large share of total
emissions owed to the transportation sector in BC.

even though Pretis (2022) maximises it by including the provinces of Quebéc and Saskatchewan,
whose transportation emissions trends are likely affected by another carbon tax in the first case,
and an anomalous increase in high-emitting vehicles in the second - see Section 1.3.

37



Chapter 1 Carbon Pricing with Permeable Borders

A B

45
g 201
g g
S S
8_4.0 g
@ 2 16
2 &
T35 5
g T
€ e

3.0 121

1990 2000 2010 1990 2000 2010

British Columbia === Rest of Canada average British Columbia === Rest of Canada average

Figure 1.1: (A) Trends in road transportation and (B) total CO2 emissions for British
Columbia, an average of all other Canadian provinces and an average of all US States
between 1990 and 2017.

In order to aid the performance of the synthetic control estimator, we follow An-
dersson (2019) in obtaining data for a range of predictors that the literature deems
determinant for predicting emission trends of the transportation sector: (1) Annual
sales of transportation fuels, namely motor gasoline and diesel, from Statistics Canada
(2021e); (2) Size of the vehicle fleet, both in aggregate and by vehicle weight class®
from Statistics Canada (2021g); (3) Gross Domestic Product and GDP sectoral splits
at the NAICS-2 digit level, which allow me to account for the economic sectors more
likely to contribute to transportation and overall emissions (e.g. agriculture, mining,
construction, and manufacturing) from Statistics Canada (2021b); (4) Urban popula-
tion shares and population density from Statistics Canada (2021d). All variables are
aggregate at the annual and provincial /state level for the maximum possible length
of the available time series.

In Section 1.5, following Abadie and Gardeazabal (2003), Abadie et al. (2010),
Abadie et al. (2011), and Abadie et al. (2015), we exclude from the panel those
observational units which have experienced shocks to their emissions profiles, such
as the introduction of gasoline taxes, the participation in Emission Trading Schemes
or large idiosyncratic movements of their emission paths. We therefore exclude
from the Canadian province panel: (1) Quebéc, due to the introduction, in 2007, of
the “annual duty payable to the Green Fund”, albeit small in magnitude at CAD
3/tCOy (approximately 0.8 cents per litre of fuel, see Section 1.2) and probably irrel-
evant in driving the province’s emission reductions (Houle, 2013); (2) Saskatchewan,
which experienced a sharp increase in road transportation emissions starting in 2006,

4Light vehicles < 4500 Kg, Medium vehicles > 4500 Kg and < 15000 Kg, and Heavy vehicles >
15000 Kg.
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possibly explained by a sudden spike in heavy vehicle registrations (Dolter, 2016);
(3) Yukon, Nunavut and the Northwest Territories, due to incomparably high and
unstable emissions profiles, given the relatively much lower population base and
density. Moreover, data series for Nunavut and the Northwest Territories are only
distinct from 1999 onward, curtailing the pre-treatment period to only 10 years.
Given Abadie and Gardeazabal (2003), Abadie et al. (2010), Abadie et al. (2011),
and Abadie et al. (2015)’s recommendations about the necessity of maximising the
length of the pre-intervention data series in order to augment the resemblance of the
synthetic control unit to its treated counterpart, we opt to lose in granularity what
we gain in terms of goodness of fit.

1.3.2 Carbon leakage to Washington State, USA

The determinants of eventual carbon leakage to the US state of Washington are
analysed using monthly data at the British Columbian province level. We define
border crossings as the monthly number of Canadian vehicles returning to Canada
from the US®, and we classify the data into four categories: total crossings, total
crossings made by automobiles, same-day trips and trips spanning two or more days.
Further, we obtain gasoline price data from Kalibrate (formerly Kent Group Ltd.)
at the monthly level for the city of Vancouver, which we consider representative
of the entire province; exchange rate data is retrieved from the Pacific Exchange
Rate Service at University of British Columbia’s Sauder School of Business. Monthly
income and unemployment rate data are extracted from Statistics Canada (2021f).
All data is collected for the 1990-2019 period. We also construct a yearly panel dataset
for the US state of Washington, employing data webscraped from the Washington
Department of Revenue. We obtain county-level information on taxable retail sales
between 1994 and 2019 for multiple industries, at the three-digit level defined by the
NAICS classification system. In particular, we retrieve data for NAICS sectors: 441
(gasoline stations and convenience stores with pumps); 447 (automobile dealers); 443
(food and beverage), and for the entire NAICS retail trade sector (codes 44-45 at the
two-digit level).

5Since Statistics Canada (Statistics Canada, 2021c) only records data for vehicles crossing the
Canada-US border in the inward direction.
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1.4 Empirical Strategy

1.4.1 Synthetic Control Method
Description

The synthetic control method (SCM) is a procedure that synthesises a control group
based on a weighted convex combination of outcomes and explanatory variables of
the “donor regions” which reproduces the variables of interest of the treated region
in the pre-treatment period. By construction, the comparison units’ outcome closely
match the treated unit’s outcome trend until the treatment, and if the intervention
is successful the two paths diverge in the expected direction from the moment the
treatment is implemented. In the following, we describe the SCM, drawing from

Abadie et al. (2010).

Let units j = {1,...,J + 1} be the Canadian provinces. These units are observed
for a range of time that goes from ¢t = 1 to ¢t = T'. To facilitate the exposition, we
consider the first region as the British Columbia, the one where the intervention is
implemented. Hence, j = 1 if j denotes British Columbia. All the other Canadian
provinces, j = {2, ..., J + 1} will be our control units, which contribute to construct
the synthetic control. Henceforth, we deem the set of control units “donor pool”.
Abadie et al. (2010) assume the treated unit is continuously affected by the interven-
tion after its implementation.

Denote the intervention period Ty + 1. Pre-intervention periods are then ¢ =
{1,2,..., Ty}, while post-intervention periods are t = {7y + 1,...,T}. In our model,
which spans from 1990 to 2017, ¢t = 1990, ..., 2017, and Ty + 1 = 2008.

Let us define two outcomes of interest: (1) Yj]tV is the outcome that would be observed
for unit j at time ¢ if unit j is not exposed to the intervention; (2) Y]{t is the outcome
that would be observed if unit j is exposed to the treatment.

The model assumes that the treatment has no effect on the outcome variable of
interest before of the implementation of the intervention, meaning that the equality
Y;¥ =Y}, must hold for all t = {1, ..., Ty} and for all the units j = {1,..., N}. In other
words, we set two strong assumptions: (1) No temporal spillovers (e.g. anticipation
effect); (2) No spatial spillovers (i.e. no interference and indirect influences between
units).

Our objective is to estimate the effect of the intervention on the outcome variable
for the treated unit in the post-intervention period, comparing this result with the
outcome of the synthetic control. The magnitude of the effect is defined as the
estimated difference between the two potential outcomes oy, = Yj; — Y}Y for all the
post-intervention periods, Ty + 1,...,T, where 1 < Ty < T. For construction, Yj]tv
is unobservable for the treated unit in the post-intervention period, as the treated
unit has certainly received the treatment. The SCM aims to construct a synthetic
counterfactual which estimates this unobservable outcome for the period following
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the intervention (Abadie et al., 2011).

Implementation of the Model

The SCM constructs a synthetic British Columbia as a weighted combination of
donor Canadian provinces: for j = {2, ..., J + 1}, there exists a positive (Jx1) vec-
tor W of weights which sum to one, W = (ws, ..., ws41)" with 0 < w; < 1 and
we + ... + wy 1 = 1. When the vector W varies, the weighted combination of control
countries varies, creating an unique synthetic control.

The SCM aims to find the optimal vector of weights, W* such that the synthetic
control closely matches the treated units on several pre-treatment predictors of the
outcome variable. If Z; is the vector of predictors for each observational unit in
our sample, the SCM algorithm calculates W* such that W* = (w}, w3, ..., w5, )
equalises the following sums for t = 1,2, ..., T}:

J+1 J+1 J+1 J+1

* * * *
E :wj =Y, E :ijﬂ:Yma'-wE :ijjTozleO’ and ijZj:Zl
=2 =2 =2 =2

i.e. the convex combination of the outcome variable for the control units (the Syn-
thetic Control) matches the outcome variable for the treated unit in every period
up to the intervention period, and that the convex combination of the predictors
for the control units matches the predictors for the treated units (Abadie et al.,
2010; Andersson, 2019). However, this procedure rests on a strong assumption: the
constraint on weights to be non-negative implies that exact balance may be achieved
if and only if the treated unit’s outcomes and predictors lie within the convex hull of
those for the control units (Ben-Michael et al., 2021; Abadie et al., 2010).

If this condition holds, Abadie et al. (2010) prove that a;; can be estimated for the
post-treatment period using the unbiased estimator:

J+1
A *
Qe =Yy — E ij}'t
J=2

Where the first term on the right hand side is the outcome variable of the treated
region and the second term is the outcome variable of the synthetic control, expressed
as a convex combination of the outcome variables of the donor units.

To select the optimal vector of weights W*, we need to minimise the “pseudo-distance”
(Abadie et al., 2011) between British Columbia and the Synthetic British Columbia.
Let X be a (kxl) vector of pre-intervention predictors and outcomes for British
Columbia, defined as X; = (Z], Yy, ..., YlTO)T. Here, Z! is a transposed vector of
predictors, as defined above, and Yj;, for ¢ = 1, ..., Ty is the sequence of outcome
variables for British Columbia.
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Define X as a (kz.J) matrix which replicates X; for all of the control regions. The
SCM selects W* to minimise the distance ||X; — XoW/|| for the pre-intervention
period, subject to the constraints defined for the individual weights ws, ..., w 1.

Following Abadie et al. (2010); Abadie et al. (2011), let V' be a (kzk) symmetric
and positive semidefinite matrix which measures the distance between X; and XoW,
defined by the following expression:

1 X1 — XoW||v = /(X1 — XoW)TV(X, — X W)

A matrix V defined as such® minimises the mean square prediction error (MSPE)
(Abadie et al., 2015) of Y; over t = {1, ..., Ty}, i.e.

| T J+1 2
MSPE= =" (YH - Z;w}f i )
J:

0 =1

1.4.2 Extensions of the Synthetic Control Method

We first introduce a recently developed estimation method for comparative case
studies where a single unit is exposed to treatment: the synthetic difference-in-
differences (hereafter, SDID) estimator proposed by Arkhangelsky et al. (2021). In
the BC context, the traditional synthetic control method (SCM), of which we have
discussed case-specific pitfalls and limitations, likely dominates traditional difference-
in-differences (DID) applications, due to the fact that a single observational unit
is “administered” the treatment, and that COy emissions trends prior to treatment
are not parallel among BC and control Canadian provinces (see Section 1.3). As it
is argued in Arkhangelsky et al. (2021), SDID also dominates DID in applications
of this kind, due to its reliance on the inclusion of unit and time weights in the
regression function, which effectively “localise” the two-way fixed effects (TWFE)
regression, by giving more importance to units whose pre-treatment outcomes are
more similar to the treated unit, and to time periods which are on average comparable
to the treated periods. SDID is also likely to dominate SCM in applications where
SCM has so far been considered the preferred strategy in recent empirical practice
(Athey and Imbens, 2017): by introducing time weights in the TWFE regression,
SDID is able to modulate the effect of pre-treatment time periods which are distant
from post-treatment time periods, thereby increasing precision and removing bias;
moreover, by accounting for unit fixed effects as in DID, the novel estimator can
remove some of the bias due to unexplained variation in outcomes unaccounted for

by the SCM”.

6The statistical package synth, developed by Abadie et al. (2011) estimates V through a data-driven
procedure, which allows to place non-identical weights on the predictors Z; in order to assess their
relative contribution to the evolution of the outcome variable Yj; over time.

"Notably, when the pre-treatment weighted average of the outcome for the control units is identical
to the outcome path of the treated unit, the SCM is able to account for the role of unit fixed

42



Chapter 1 Carbon Pricing with Permeable Borders

More specifically, Arkhangelsky et al. (2021) consider a balanced panel of N units
and T time periods, where Y}; is the outcome for unit ¢ in time period ¢, and N is
partitioned such that (Ny, ..., N,,) are units which never experience treatment during
all time periods (Tp, ..., T'), and (N, ..., N) are exposed to treatment after time T,
with Ty < T)pe < T

In the BC case, the SDID estimator, 7977 is constructed by finding unit weights
WSPIP such that pre-2008 outcome trends for BC’s transportation CO, emissions
are aligned with those of control units:

Neo 1 N

~SDID ~ : _
E' 1 OSPIDY, N EN Vi Vt=1,...The (1.1)
1= 1=N¢r

And time weights, A$PIP which align pre-2008 and post-2008 time periods. The
average causal effect of the 2008 carbon tax on transportation COy emissions, 74z,

is then estimated via the following TWFE regression:

N T
(#5PID i &, 3) = argmin {Z Z(Yit —p—a; — By — WitT)QchDID;\fDID} (1.2)
Tmenf 21 =1

Whereby, in comparison with standard TWFE-DID, the unit and time weights
WIPIP and S\EDI D are added as a “localisation” procedure for the regression, and in
comparison with SCM, the unit fixed effects «; and the time weight j\fD ID are added
in order to remove some of the bias remaining from the SCM procedure, as discussed
above. It is notable that the procedure in which the unit weights PP are chosen®
differs from the one employed in Abadie et al. (2010) due to the presence of an
intercept term, wy, and a regularisation parameter following Doudchenko and Imbens
(2016). In particular, the introduction of the intercept term allows for unit weights
to be less stringent than unit weights employed in traditional SCM applications,
since the SCM necessary condition of closely matched pre-treatment trends relaxes
to the SDID sufficient condition of parallel pre-treatment outcomes. This additional
flexibility is enabled by the introduction in the TWFE regressions of the unit fixed
effects a;, which sweep constant differences between units. In the BC context, where
the province has experienced a particularly idiosyncratic trend which is unlikely to
be perfectly reproduced by a combination of control units, also due to the relative
lack of available controls’, this improvement is likely to play a substantial role in
improving upon SCM; moreover, the use of relatively more disperse weights avoids
reliance on a very concentrated number of units chosen from a relatively small control
pool.

effects; however, this is rarely the case in practical applications, in which the pre-treatment paths
of the treated and control units are closely matched but not exactly equal, and specifically in the
BC case, where we will show (see Section 1.5) how the fit between the treated and synthetic unit
is probably plagued by problems of interpolation bias.

8In order not to be excessively redundant with Arkhangelsky et al. (2021), we omit the procedure
used to estimate unit and time weights for SDID.

9See the discussion of inclusion/exclusion of control Canadian provinces in Section 1.3.
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Furthermore, the implementation of SCM and SDID in Arkhangelsky et al. (2021)
allows to calculate confidence intervals around our estimates, by leveraging the
“placebo variance estimator” (Arkhangelsky et al., 2021, p. 4110). In each iteration
b=1,...,B, each control unit is sampled without replacement to receive the placebo
treatment, and the SCM and SDID estimator 7 is calculated. The variance is then

defined as:

B B 2
“rplacebo __ l ~(b) i ~(b)
V! =35 Z 7 5 ZT (1.3)

b=1

With a limited number of control units, and especially when the fit between the
placebo synthetic units and the placebo treated units is less than perfect, V/Placebo
will be large, due to an underpowered analysis.

In addition to SDID, we rely on other extensions of the synthetic control method
mentioned in Abadie (2021), such as the demeaned synthetic control by Doudchenko
and Imbens (2016) and Ferman and Pinto (2021), the matrix completion method
of Athey et al. (2021), and ridge-regularised version of the synthetic control and
demeaned synthetic control estimator, in order to provide a wider base on which to
evaluate the effect of the 2008 carbon tax on road transportation emissions.

1.5 Results

1.5.1 Synthetic control method: naive implementation
Assessment of Fit

The first requirement for correct identification of the synthetic control method is that
the outcome path of the synthetic control unit must be able to adhere to the outcome
path of the treated unit. In Figure 1.2, this condition seems to be respected: road
transportation COy emissions from the treated unit and the synthetic control differ
on average by 0.052 metric tons per capita in absolute value during 1990-2008, a 1.6%
average divergence. Nonetheless, due to the relative shortness of the pre-intervention
time series, which probably fails to smooth some of the outcome variable’s volatility,
the fit is less than ideal from 1996 onwards, an issue also observed, but not discussed,
in Pretis (2022). It is important to note, however, that Synthetic BC approximates
the treated unit well with respect to key predictors of road transportation COq
emissions, as evidenced in Table 1.1. The predictors’ values, averaged in all cases
across all available years except for outcome variable lags'®, all move closer to British
Columbia’s, underpinning a vastly ameliorated fit with respect to the standard aver-
age of donor pool provinces. The fit is slightly less ideal, albeit improved, for what
concerns gasoline consumption per capita, and the share of light and heavy vehicles
per thousand people. These predictors indeed receive less weight in the data-driven

101990-2008 for gasoline sales per capita; 1997-2008 for GDP; 1999-2008 for light and heavy vehicles
per thousand people; and 1990-2008 for population density.
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Figure 1.2: Path plot of road transportation COs emissions per capita in British Columbia
and synthetic British Columbia

estimation of the V' matrix of covariates’ weights, which identifies GDP per capita
and CO5 emissions lags as the main determinants of British Columbia’s outcome path.

Table 1.1: Covariate balance between British Columbia and synthetic British Columbia

Variable British Columbia Synth BC Donor Pool V weight
Gasoline per capita 1081.72 1154.97 1321.39 0.00
GDP per capita 40302.13  40293.20 45736.34 0.20
Heavy vehicles (x1000) 23.85 19.50 33.41 0.00
Light vehicles (x1000) 563.47 531.85 587.40 0.00
Population density 4.15 4.17 7.58 0.04
Road CO2 per capita 1990 2.82 2.82 3.62 0.30
Road CO2 per capita 2000 3.26 3.26 4.01 0.21
Road CO2 per capita 2008 3.57 3.57 4.85 0.25

Table 1.2 reports instead the weights computed for the W matrix, i.e. pertaining to
donor provinces: BC is reproduced via a weighted combination of Manitoba, Ontario,
New Brunswick and Newfoundland and Labrador, which is strikingly different than
the one reported by Pretis (2022) for aggregate COq emissions. It is reassuring to
see that Quebéc, the other Canadian province with a carbon tax scheme in place
since 2007, obtains near-zero weight; however, it must be noted that its inclusion
could still give rise to interpolation biases (see Section 1.4). Reporting predictor
and unit weights is one of the characteristics of the traditional SCM which makes it
attractive for comparable case studies, since it allows for a transparent interpretation
of the counterfactual unit (Abadie, 2021); in this case, assessing the similarity of the
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Table 1.2: Composition of synthetic British Columbia

Province W Weight
Alberta 0.00
Manitoba 0.69
New Brunswick 0.06
Newfoundland and Labrador 0.04
Nova Scotia 0.00
Ontario 0.21
Prince Edward Island 0.00
Quebec 0.00
Saskatchewan 0.00
Yukon 0.00

positive-weighted control units to the treated unit is arguably less of a concern, since
the analysis is performed at a sub-national scale rather than at a cross-country level,
thus restricting inherent socio-economic and cultural differences to a minimum. A
potential remaining concern, if any, is the high weight assigned to Manitoba, which
constitutes almost 70% of the synthetic control (90% with Ontario): such a heavy
reliance on two donor provinces could be problematic if either of them is singularly
driving the results.

Results

.........................................

Gap in road CO, per capita (metric tons)

1990 2000 2010 2020
Year

Figure 1.3: Gap plot of road transportation COo emissions per capita in British Columbia
and synthetic British Columbia

Figure 1.3 highlights the divergence between synthetic BC and the treated unit
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reported in Figure 1.2. In 2019, the last year in the sample!!, the measured reduction
in road transportation emissions per capita amounts to 0.43 metric tons per capita,
11.8% lower than if the carbon tax had not been introduced. The end-of-sample effect
is smaller than the 0.47 metric tons per capita average effect (13.8%), probably due
to a post-2011 rebound in the trend of road transportation emissions, coinciding with
the period in which the tax was frozen at a rate of CAD 30/tCO; due to political
reasons. Another possible reason for the levelling of emissions reductions is due to a
sharp decrease in crude oil prices starting in 2014, which more than compensated the
level of the carbon tax; notwithstanding the much higher tax salience vis-a-vis prices
(Rivers and Schaufele, 2015), crude oil price volatility might have dampened the
effect of the tax for consumers. It is also noteworthy that the measured effect is larger
than the results found by Andersson (2019) for Sweden with a much larger carbon
price; even though there exist large differences in gasoline and diesel prices between
North America and Europe, thereby making a lower tax in Canada similar in in-
cidence with respect to a higher levy in Europe, the magnitude of the result is striking.

Standard Placebo Tests

Rigorous implementations of the synthetic control method are often accompanied by
a suite of placebo tests, which assess the robustness of the results with respect to
relevant characteristics (e.g. the composition of the actual donor pool or the set of
predictors). Several recent studies fail to fully address the issue of the stability of
their results to these types of perturbations (Pretis, 2022) or violate the standard
requirements for causal effect identification using synthetic controls (Arcila Vasquez
and Baker, 2022), while others identify a credible estimate via a careful inspection
of potential biases in the study design (Andersson, 2019). Adhering to this latter
tradition, and aware of the methodological suggestions brought forward by synthetic
control proponents (Abadie, 2021), we discuss the robustness of the naive SCM
implementation via four standard placebo tests: (i) an “in-time placebo”, where the
carbon tax is backdated to 2002; (ii) an “in-space placebo”, also described in the
literature as an uniform permutation test; (iii) the mean squared prediction error
(MSPE) ratio test; (iv) a “leave-one-out” test.

Figure 1.4 provides the first: the carbon tax is assigned to British Columbia in 2002,
and the data-driven optimisation procedure to find V' and W is also curtailed in
time. Notably, no divergence in trends between the synthetic and treated unit arises
right after the placebo treatment, but the two series only diverge post-2008 as in the
original implementation, consistently with Abadie (2021). The emergence of a large
placebo effect after 2002 would have cast doubts over the ability of the synthetic
control estimator to provide a robust counterfactual to the actual treated BC.

The uniform permutation “in-space” placebo, shown in Figure 1.5, consists in a
reassignment of the treatment to each unit in the donor pool (without replacement),

1 As explained in Section 1.4, the sample must be restricted to 2016 if Alberta is kept in the control
pool, since the province implemented its CAD 20/tCO2 carbon tax in January 2017.
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Figure 1.4: Path plot of road transportation COs emissions per capita in British Columbia
and synthetic British Columbia, in-time placebo with treatment in 2002

and an estimation of the same synthetic control model for each control unit as if they
were treated. This procedure!? allows to evaluate whether the effect estimated by the
synthetic control method for the treated unit lies in a tail of the distribution of the
placebo effects estimated for control units, and to calculate p-values; however, it relies
on the ability of the synthetic control method to produce credible counterfactuals for
untreated as well as the treated units. In panel A, the gap between the treated and
synthetic unit is reported for all provinces in the panel; panel B prunes observation
whose pre-treatment RMSPE is 20 times higher than British Columbia’s. Nonethe-
less, the placebo synthetic controls almost never attain a similar pre-treatment fit to
that of BC: only the pre-treatment RMSPE for Manitoba and Nova Scotia have the
same order of magnitude, thereby highlighting potential issues in terms of specific
predictor or outcome lag choices (the V' matrix) singularly determining the choice of
the synthetic control.

Moreover, the magnitude of the effect identified for BC does not appear to be a
particular outlier with respect to the other units, which also show explosive trends
(either positive or negative) after 2008, often higher in absolute terms. The MSPE
ratio test, visualised in Figure 1.6 identifies BC as the province with the highest
post-treatment to pre-treatment MSPE ratio, and hence a Fisher’s exact p-value
of 0.0909 (1/11, where 1 is BC’s MSPE ratio rank and 11 is the number of units
in the panel) associated with the probability of estimating a gap of this magnitude
between the treated and control unit. These seemingly contradictory results are
reconciliated by the fact that the MSPE ratio test inherently depends on the ability
of the synthetic control methodology to calculate a plausible placebo for the control

12Pretis (2022) only performs a uniform permutation test among the suite of available robustness
checks for synthetic controls.
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Figure 1.5: In-space placebo

provinces: indeed, a high pre-treatment MSPE, corresponding to an imperfect fit,
yields a low rank in the MSPE ratio test even when the estimated placebo effects are
large. Read in conjunction, these two robustness exercises cast some uncertainty over
the ability of the synthetic control method, as specified in Section 1.4, to carefully
identify the effect of the 2008 BC carbon tax.
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Figure 1.6: MSPE ratio test

The uncertainty is reinforced by the results of the leave-one-out test, which itera-
tively removes one of the donor units with positive weight from the control pool and
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re-estimates the synthetic control in its absence. The test is reported in Figure 1.7,
where it is immediate to assess how the fit is worsened by the removal of critical
control units; only the synthetic unit excluding New Brunswick is almost identical
to the main synthetic control. In particular, the removal of Manitoba pushes the
average pre-treatment difference between treated and synthetic unit to 0.089 metric
tons per capita, while removing Ontario brings it up to 0.155: the procedure is
not stable with respect to the exclusion of these two provinces, as hypothesised in
Section 1.4. The end-of-sample effects also vary considerably, ranging from a 5.5 to a
18.9% reduction in emissions, while the average effect ranges between 11.3 and 20%.
The sensitivity of the procedure to the exclusion of either Manitoba or Ontario is
of particular concern, given that no such synthetic unit using the same V' weights
is capable of reproducing the treated unit’s outcome path in their absence, thereby
pinning the identified effect to a particular model specification.

Road CO, per capita (metric tons)

1990 2000 2010 2020
Year

— - Synthetic Synthetic (leave-one-out)== Treated

Dashed line denotes the 2008 BC carbon tax

Figure 1.7: Leave-one-out test

1.5.2 Implementation fulfilling contextual requirements

As outlined in detail in Abadie (2021), the traditional synthetic control method is an
appropriate tool for policy evaluation of a single (aggregate) treated unit if and only
if a set of contextual and data requirements is satisfied. In the context of the analysis
of the impact of carbon pricing on transportation emissions, the seminal paper
by Andersson (2019), analysing the case of Sweden, discusses data and contextual
requirements in detail, applying the relevant data modifications and inspecting the
robustness of the results to the full set of falsification exercises performed in the
previous paragraph. On the other hand, the case of Pretis (2022) is much more akin
to the “naive implementation” case described in Section 1.4, omitting a rigorous
analysis of the instances in which synthetic controls may fail to produce an adequate

20



Chapter 1 Carbon Pricing with Permeable Borders

counterfactual for the treated unit. Accordingly, we proceed to examine a set of data
constraints and conditions which may invalidate the precision of the synthetic control
estimator in the case of British Columbia’s 2008 carbon tax and in the context of
transportation emissions.

First and foremost, any implementation of the traditional synthetic control method
should start with a careful inspection of the characteristics of the proposed donor pool.
While it is certainly true that, by restricting the analysis to the remaining Canadian
provinces, the risk of insurgence of interpolation bias is minimised (as the analysis is
confined to a set of observational units pertaining to the same federal nation), such
instances are not necessarily eliminated if large discrepancies between the treated
and synthetic units persist. Another concern is that of eliminating from the analysis
donors which have suffered from idiosyncratic shocks to their outcomes during the
period under investigation. Even though Quebéc’s 2007 duty has received far less
attention than British Columbia’s carbon tax and has since been absorbed in its
cap-and-trade scheme (see Section 1.2), both its implementation and the subsequent
implementation of the ETS are sufficient grounds for exclusion of the province from
BC’s control pool'3. Before the eventual roll-out of the federal carbon tax in 2019,
another province had introduced a carbon pricing scheme: Alberta, whose carbon
tax started at CAD 20/tCOq on January 1st, 2017. The model in Section 1.4. uses
data up to 2019, hence estimates for the last three years would overlap with the
Albertan carbon tax: the estimation period thus needs to be curtailed to 2016, as
rightfully done in Pretis (2022). Moreover, two other provinces need to be removed
from the donor pool due to concerns about their outcome paths: Yukon, whose road
emissions per capita are much higher than those of other provinces and suffer from a
spike from 2004 onwards, and Saskatchewan, due to a large positive shock from 2005
onwards, possibly due to a large increase in new heavy vehicle registrations (Dolter,
2016).

Removal of these donor provinces is sufficient to fundamentally worsen the fit be-
tween the synthetic and treated control unit when using the same set of predictors
V', as shown in Figure 1.8; the average absolute difference between the synthetic
and treated unit prior to treatment jumps to 0.083 metric tons per capita, a 37.7%
increase from the naive model. Even though the excluded provinces had received
a near-zero W-weight, their presence in the control pool was probably essential in
order to attain the fit shown in Figure 1.2: indeed, BC is at the left tail of the
distribution for what concerns road transportation emissions per capita during the
whole duration of the study sample, hence its outcome path is difficult to reproduce
when relying only on a limited number of control Canadian provinces. Moreover, the
weighting of the donor provinces changes substantially upon the exclusion of Quebéc,
Yukon and Saskatchewan; synthetic BC is indeed a combination of Ontario (W =
0.628), Nova Scotia (0.300) and Manitoba (0.072). The effect of the carbon tax is
also largely diminished: it is negligible at the end of the sample (2016) and amounts
to 0.22 metric tons per capita, or a 6.8% reduction, in an average post-treatment year.

13Even if Quebéc receives negligible weighting in the “naive model” of Section 1.4, its presence in
the donor pool could still be the cause of interpolation bias.
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Figure 1.8: Path plot of road transportation COs emissions per capita in British Columbia
and synthetic British Columbia, fulfilling contextual requirements
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1.5.3 Extensions of the synthetic control method

In Figure 1.9, we report the results of traditional TWFE DID, SCM and SDID
estimations of the average treatment effect of BC’s 2008 carbon tax on road trans-
portation emissions using the pool of Canadian provinces, excluding Quebéc, Yukon
and Saskatchewan as mentioned in Section 1.4, as controls'*. It is immediate to
notice how the DID estimator may give rise to biased estimates: the outcome trends
of BC and control provinces prior to 2008 are only approximately parallel prior to
1998, diverging significantly thereafter; in contrast, both the SCM and the SDID
estimator appear to achieve significantly better balance in pre-treatment trends. In
this particular case, with the control pool limited to 7 Canadian provinces, it is
not straightforward to ascertain the eventual dominance of SDID on SCM; indeed,
the SDID procedure fails to impose perfectly parallel trends during the whole pre-
treatment period, while trends for SCM treated and control units appear instead
closely matched, as in Section 1.4. However, as is evident from the time weights
graph reported together with the outcome plots, SDID assigns a significant weight
to the very last periods preceding the carbon tax implementation in 2008, during
which the trends appear indeed to be parallel. This particular structure of time
weights is nonetheless potentially problematic: analyses putting 100% of the weight
on the period preceding treatment risk incurring into biases due to anticipatory
behaviour, as reported e.g. by Heckman and Smith (1999). As reported in Table 1.3,
all three methods identify a negative impact of the carbon tax on transportation CO,
emissions; however, both the 90% and the 95% confidence intervals always contain
zero, thereby failing to identify a statistically significant impact of the carbon tax on
transport emissions.

As a further check on the stability and significance of our estimates, we add a suite
of regressions performed using related methods, such as the de-meaned synthetic
control (DIFP) proposed by Doudchenko and Imbens (2016) and Ferman and Pinto
(2021), the matrix completion (MC) method introduced by Athey et al. (2021), and
penalised version of the traditional SCM and of the DIFP method, where a ridge
regularisation is added to the estimation of the synthetic control weights. Impor-
tantly, coefficients are consistently negative and similar in magnitude across methods,
suggesting that BC has indeed experienced a negative transportation emissions shock
after the 2008 carbon tax; however, no point estimate is statistically significant at
conventional levels, thereby failing to identify a causal effect of the tax in driving
down transportation emissions stably in the long run. Figure 1.10 reports the unit
weights assigned to each Canadian control province by DID, SCM and SDID: it is
straightforward to determine how SDID weights are more balanced on average than
DID weights and employ the full set of control provinces with respect to the 3 control
units receiving weights in the SCM estimation.

14n Section 1.A, we report all results with an extended control sample, including Quebéc and
Saskatchewan. The results are qualitatively unchanged.
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Table 1.3: Summary of 7 point estimates and relative standard errors from seven
different estimation methods, control pool restricted to Canadian provinces.

DID SCM SDID DIFP MC SCM,q. DIFP,q,.
# 059  -0.32 -021  -0.34 -0.34 -0.42 -0.30
S.E. 063 101 0.33 051  0.55 1.00 0.55

Control —— British Columbia

1990 2000 2010 1990 2000 2010 1990 2000 2010

Figure 1.9: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on road
transportation CO9 emissions in British Columbia.
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1.6 Potential confounder: carbon leakage from cross-border
travel

In this Section, we examine a potential violation of the Stable Unit Treatment Value
Assumption (SUTVA) in the context of synthetic controls and synthetic differences-
in-differences, consisting in carbon leakage from cross-border shopping for gasoline
and diesel fuel. The determinants of cross-border travel have been extensively studied
in the Canada-USA context by Chandra et al. (2014), who find that fluctuations
in the CAD-USD exchange rate are the dominant factor in driving consumers to
cross the border for shopping. Given that the distribution of US and Canadian
populations is unequally concentrated in close proximity of the Canada-USA border,
with Canadians living on average closer to the border than Americans, cross-border
shopping by Canadian residents is more responsive to swings in the exchange rate
than similar behaviour by American citizens. As discussed in Rivers and Schaufele
(2015), Antweiler and Gulati (2016), and Andersson (2019) and in Section 1.3, British
Columbia shares a land border with the Canadian provinces of Alberta, Yukon and
the Northwest Territories, and with the US states of Alaska, Washington, Idaho and
Montana. While the majority of these border regions are fundamentally depopulated,
there is substantial two-way traffic between BC and Washington State (WA), since a
large majority of BC’s population lives close to the WA border: there exists then
the possibility that, in response to the carbon tax, residents of BC have engaged in
cross-border fuel shopping, which would have reduced the registered levels of gasoline
sales in BC and therefore biased its road transportation emissions totals downwards.

Abadie (2021) warns about the possibility of violations of the SUTVA stemming
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from interference, i.e. spillover effects among treatment and donor units; however,
the possibility of spillovers outside the control pool is not discussed extensively.
Given the set of results reported in Section 1.5, an eventual downward bias due to
cross-border shopping would not change the essence of our insights: unlike Pretis
(2022), we do not claim that transportation emissions reductions registered in BC
after 2008 are significantly different from zero, even if there is suggestive evidence for
such an interpretation due to a reduction in per capita gasoline consumption (Rivers
and Schaufele, 2015)'5. In order to analyse the determinants of cross-border travel in
the specific case of BC, we follow Chandra et al. (2014) in setting up a reduced-form
estimation of the joint effect of exchange rate swings and gasoline price fluctuations
on the monthly number of border crossings. In traditional models of cross-border
shopping, the domestic price of gasoline enters the estimation as a proxy for travel
costs, and the sign of its coefficient is expected to be negative, as higher travel costs
reduce consumers’ propensity to cross the border; however, if consumers cross the
border to buy a bundle of goods which includes foreign gasoline, domestic prices
play a more ambiguous role, since an increase in the domestic gasoline price vis-a-vis
the foreign one could also induce the marginal consumer to become more inclined to
travel across the border.

It is straightforward to show this in a simple extension of the Hotelling (1929) model
to continuous demand, as proposed by Friberg et al. (2022). Let x;; and x5 be
consumer 4’s demand for product 1 (motor fuel) and product 2 (a bundle of all
other goods). Let individual ¢’s utility function be a Cobb-Douglas of the form
Ui = 287}, , and her income m. Product 1 can either be purchased in British
Columbia (B) or in the US state of Washington (W), across the border; product
2 is always purchased domestically'®. Assume that British Columbian consumers
are located at distance d; from Washington state, and incur in travel costs t = kpip
for each kilometre of distance, where p;p is the price of fuel in BC and k is fuel
consumption per kilometre. Moreover, let F; be the idiosyncratic fixed cost incurred
by BC consumers in travelling to Washington state, which may reflect opportunity
costs, or different preferences regarding waiting times at the BC-WA border stations.
p1w denotes the cost of fuel in Washington state, while py denotes the cost of product
2. The utility maximisation problem of consumer 7 can be expressed as:

max x?xg s.t. pipr1 + pexs + de(p1B) + F < m when buying fuel in B.C.

U — x1,T2
max a:?xg s.t. piwxi + pare < m when buying fuel in WA
1,22

(1.4)
Solving the utility maximisation problem yields two sets of demand functions, one
for the case in which the consumer shops for fuel locally and one in which she crosses
the border to buy fuel:

15Who, however, base their estimation on a short post-intervention period, spanning only 2008-2011.

16 A5 shown in Chandra et al. (2014), this is unlikely to be the case, as cross-border travel between
Canada and the US involves shopping for multiple consumption goods and is thus heavily
influenced by the CAD-USD exchange rate
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The role of domestic fuel prices p;p is thus ambiguous, as the consumer’s decision
to shop for foreign or local motor fuel depends on swings in the relative prices of
domestic and foreign fuel, on travel costs dkp;p (a combination of fuel prices, fuel
efficiency and distance from the border) and on idiosyncratic fixed costs F. In this
context, the BC carbon tax acts as a further wedge in the per litre price of domestic
fuel, thereby appearing in both the domestic and in the foreign demand functions.
Let 7 be the per litre level of the carbon tax; demand functions stemming from the
same utility maximisation problem can now be expressed as:

T — am
((13* LE*) _ 1B p1e(14+7)
1By %2 _ (1—a)m
L2 = D2

a(m—drp1g(1+7)—F)

(x* x*): w = i
1w 2 To — (1—a)(m—dkp1g(14+7)—F)
9 =
p2

We parameterise these results in a similar fashion to that of Friberg et al. (2022),
that is, m = 1000, o« = 0.05, t =d *k = 0.1, F ~ N(9, 5). We slightly modify the
price ratio to reflect that observed between BC and Washington between both 2000
and 2007 and 2008 and 2016, where it’s 0.77. We keep p1g = 30, and therefore, piy
= 23.33. We also assume that distance increases in increments of 1/6 and that 900
consumers inhabit each location on the unit line!”. We consider two exercises in
comparative statics: (1) In a regime of low fixed costs F' ~ N (9, 5) (where the mean
of the individual-level fixed cost is much lower than the price of fuel), we let the price
of fuel in BC suffer a positive shock due to a carbon tax. The shock is either 7., =
USD 1.53/L (proportional to the maximum level of the ratio between the BC carbon
tax and BC’s gasoline price, registered in 2012-2013), or 745, = USD 6/L (equal
to 20% of the prior gasoline price and similar to the Swedish carbon tax studied in
Andersson (2019)); (2) we repeat exercise (1) in a regime of higher and less dispersed
fixed costs, F' ~ N (18, 5). Indeed, imposing a mean of the fixed cost distribution at
9 USD would imply individual fixed costs lower than both the domestic and foreign
fuel prices; in practice, as e.g. shown by Chandra et al. (2014), travellers face a mean
26-minute wait to cross the Canada-US border in each direction, which implies an op-

1"This latter assumption is important in order to determine the shape of the demand response
to price and tax increases, a fact which is unaddressed in Friberg et al. (2022). A uniform
population distribution is unlikely in practice: for this reason, in Figure 1.B.1 and Figure 1.B.2
in the Appendix, we replicate the same exercise but positing that consumers are distributed over
the d € [0,300] distance continuum according to a truncated Gaussian with y = 50 and o = 50,
which approximately reflects the distribution of Canadian residents in British Columbia. Results
are qualitatively unchanged, but the hump shape arises also in a high fixed costs regime.
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portunity cost of time that is likely to be much higher than the per litre price of fuel'®.
Figure 1.11 and Figure 1.12 illustrate the results of exercise (1) and (2), respectively.
First of all, the level of fuel sales after the introduction of any carbon tax is lower at
any distance from the international border, as expected. Further, it is immediate
to notice how in a regime of relatively low fixed costs, the hump-shaped curved
elasticity of fuel sales to shocks in fuel prices appears even at low levels of carbon
taxation. This behaviour could give rise to substantial cross-border shopping, as
the most elastic locations are relatively inland with respect to the BC-Washington
border. Equally important is the role of the distribution of individual level fixed costs
in giving rise to hump-shaped elasticities. Indeed, in Figure 1.12, the bell shaped
part of the curve vanishes, and the change in domestic fuel sales consequent to an
impulse to the carbon price takes a more conventional upward-sloping form, with
higher elasticities found at lower distances from the international border. Moreover
(panel A), the level of domestic sales is much less dependent on distance than with
low fixed costs, as in Figure 1.11, and only consumers located in close proximity
to the border exhibit cross-border shopping behaviour, while for inland locations
fuel demand is practically inelastic with respect to distance. While in principle
swings in the fuel price difference between BC and Washington could give rise to
extensive cross-border carbon leakage due to hump-shaped elasticity responses, in
practice the average real price gap has been equal to 0.21 USD between 2000 and
2007 and to 0.27 USD between 2008 and 2016; up to a certain distance, cross-border
shopping for fuel has been rational for consumers before the introduction of the
BC carbon tax, and its low level is unlikely to have affected consumers located fur-
ther inland in presence of high fixed costs of travelling to the border for fuel shopping.

18The estimated compensation per hour of travel found by Chandra et al. (2014) is 29.69 USD.

o8



Chapter 1 Carbon Pricing with Permeable Borders

1500

—-250

1000

-500

=750

-1000

Fuel sales in BC
@
8
Change in fuel sales in BC

o

100 200 300
Distance

o

100 200 300
Distance

Scenario — No carbontax — Low carbontax — High carbon tax Scenario — Low carbontax — High carbon tax

Figure 1.11: Model parameterisation with low individual fixed costs. Panel (A): Domestic
fuel sales with no carbon tax, low carbon price or high carbon price; Panel (B): Change in
domestic fuel sales with low carbon price and high carbon price.
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Figure 1.12: Model parameterisation with high individual fixed costs. Panel (A): Domestic
fuel sales with no carbon tax, low carbon price or high carbon price; Panel (B): Change in
domestic fuel sales with low carbon price and high carbon price.
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1.6.1 Empirics
Determinants of border crossings

In order to understand the relationship between fuel prices, exchange rates and
border crossings, and to uncover the determinants of cross-border travel between BC
and Washington, we set up a simple model in logarithms following Chandra et al.
(2014) and Friberg et al. (2022). In particular, we estimate the following regression:

In(Crossings;) = a4+ Biln(py) + Paln(er) + Psln(e;) x [e > 1.45] +  (1.5)
+ 54[71(615) X [6 < 111] + B5ln(Xt) + )\t + (58 + &

Where Crossings; is the monthly number of vehicles returning to Canada from
the US, analysed separately as the total number of vehicles returning from any
trip (Total), the total number of automobiles returning from any trip (Cars), the
number of automobiles returning from same day trips (Daytrips) and the number
of automobiles returning from trips spanning multiple days (Overnight). ¢; is the
monthly price of gasoline in BC; e; is the monthly real CAD-USD exchange rate. We
add interactions of e; with its highest and lowest quartiles as in Chandra et al. (2014),
and control for monthly after tax income and unemployment rate (contained in the
vector of controls X;). A; are month fixed effects and ds are year fixed effects, while
¢; is the usual idiosyncratic error term. Since border crossings are serially autocorre-
lated, we compute standard errors using the Newey and West (1987) procedure, with
robustness up to 60 lags. The potential for cross-border trips to influence the price
of gasoline in BC and viceversa, may give rise to endogeneity concerns; we therefore
estimate the same model with two stage least squares (TSLS), instrumenting the
price of gasoline in BC with the crude oil price.

Table 1.4 reports the results from this exercise. While high gasoline prices seem to
have a significant influence on cross-border travel in the OLS specification, thereby
suggesting consumers behavioural choices compatible with carbon leakage, significance
vanishes once the gasoline price is instrumented with the crude oil price. On the
other hand, the magnitude and significance of the f5 coefficient measuring the role
of the real exchange rate are always consistent and fundamentally unaltered. A weak
Canadian dollar is associated with less frequent trips across the border; moreover,
this effect is stronger for same day trips, suggesting that purchasing power plays
a fundamental role in stimulating crossing behaviour for shopping motives by BC
residents.

Carbon tax impact on retail sales in Washington state

After having individuated the real exchange rate as the main factor pushing BC
residents to cross the US border, the effect of the 2008 BC carbon tax on eventual
carbon leakage remains unidentified. In this section, we aim to circumvent the lack
of data on BC fuel sales at the station level by exploiting tax revenue data from
Washington state’s Department of Revenue. The theoretical predictions from the
model described in Section 1.6 can indeed be interpreted diametrically from the other
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Table 1.4: Determinants of border crossings: log-log

Total Cars Daytrips  Overnight Total Cars Daytrips  Overnight
(OLS) (OLS) (OLS) (OLS) (Iv) (Iv) (IV) (Iv)

In Gas price, ¢ 0.3316™*  0.3503***  0.3985*** 0.0564 0.2172 0.1966 0.2491 -0.0402
(0.0561)  (0.0664)  (0.0703) (0.0904) (0.1891)  (0.2016)  (0.2244) (0.1537)

Ine -0.8153**  -0.9296** -0.9251*** -0.8756™* -0.8636** -0.9944*** -0.9881*** -0.9163***
(0.1506)  (0.1658)  (0.1781) (0.1164) (0.2034)  (0.2196)  (0.2326) (0.1408)

In e x [e > 1.45] 0.0078 0.0105 0.0012 0.1588*** 0.0148 0.0199 0.0104 0.1647*
(0.0396)  (0.0446)  (0.0460) (0.0601) (0.0421)  (0.0462)  (0.0491) (0.0574)

Inex[e<1.11] 0.2430 0.2260 0.2626  -0.6484*** 0.2727 0.2659 0.3014  -0.6233***
(0.2508)  (0.2911)  (0.3552) (0.2174) (0.2841)  (0.3293)  (0.3932) (0.2363)
In Income 1.459 0.9444 1.089 4.430* 0.6136 -0.1909 -0.0145 3.716™

(1.641) (1.864) (1.945) (1.654) (1.861) (2.057) (2.147) (1.449)
In Unemployment  -0.1297 -0.1194 -0.1476 -0.0159 -0.1344 -0.1258 -0.1538 -0.0199
(0.1289)  (0.1500)  (0.1588) (0.0794) (0.1302)  (0.1515)  (0.1590) (0.0817)

Month FE v v v v v v v v
Year FE v v v v v v v v
Observations 312 312 312 312 312 312 312 312
R? 0.97596 0.97573 0.97564 0.97235 0.97573 0.97541 0.97537 0.97222
Within R? 0.30683 0.29827 0.28787 0.18661 0.30028 0.28885 0.28020 0.18291
F-test 149.50 149.50 149.50 149.50
p-value 0.000 0.000 0.000 0.000

Notes: Newey-West (1987) SEs robust to serial autocorrelation with 60 lags in parentheses. The Stock-Yogo (2005)
test for weak IV is reported together with its p-value. ***: p < 0.01, **: p < 0.05, *: p < 0.1.

side of the border: rational behaviour by cross-border shoppers entails that, during
periods of high cross-border travel and high fuel price differentials, locations immedi-
ately beyond the BC-WA border should see their fuel sales increase by an amount
proportional to the domestic decrease in sales. It is plausible that fuel retailers in
the state of Washington would respond to the increase in foreign fuel demand by
adjusting their margins upwards by a measure low enough to keep attracting foreign
consumers and high enough to profit with respect to regular pricing. It is therefore
to be expected that the gradient of Washington fuel prices decreases with respect to
the inland distance to the Canadian border. On the extensive margin, Washington
fuel retailers could respond by increasing the number of service stations or fuelling
positions in order to accommodate the relative increase in demand. Nonetheless,
these responses are likely to be relatively localised with respect of the size of the
entire state of Washington. If the motive pushing BC consumers to cross the border
is purely related to shopping, it is reasonable to expect any increase in retail sales to
be concentrated in Washington cities located near the BC border, as any increase in
inland distance travelled increases the travel costs and the opportunity cost of time,
therefore lowering demand and thus utility from cross-border shopping.

These stylised facts motivate the analysis of cross-border retail trade that we report
in what follows. In order to identify the eventual causal effect of the 2008 BC carbon
tax on cross-border retail sales, we consider Whatcom county, which hosts the two
most trafficked border crossing stations between BC and Washington state, the
Blaine-Peace Arch and Blaine-Pacific Highway crossings, as the county “treated” by
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the tax-mediated border shopping shock, and estimate the effect of the carbon tax on
its retail sales revenues using the other 38 Washington state counties as the control
pool. It is plausible that eventual cross-border shopping behaviour by Canadians
would be concentrated in the proximity of the BC-WA border, especially considering
same day cross-border trips as the mechanism through which cross-border shopping
manifests. We consider retail sales at the NAICS 447 industrial classification (Gaso-
line stations and convenience stores with pumps) in order to directly account for
carbon leakage; we further examine NAICS 441 (Automobile dealers) grouped with
447, then NAICS 443 (Food and beverages) and all NAICS 44-45 codes (all retail
trade sectors) as a robustness check and a further inspection of general responses in
cross-border shopping arising from the carbon tax.

Results

In Figure 1.13, 1.14, 1.15, and 1.16 we report the results from TWFE, SCM and
SDID estimation on the effect of the 2008 BC carbon tax on per capita taxable retail
sales from gasoline stations (NAICS 447), gasoline stations coupled with auto dealers
(441+447), food and beverage retailers (443) and all retail trade sectors (44-45),
respectively. No effect is found for the first two categories, which is suggestive of the
lack of significance of cross-border shopping behaviour in driving carbon leakage from
BC into Whatcom County, WA. In particular, in Figure 1.13, it is immediate to notice
how there is indeed a hump in gasoline stations TRS between 2010/11 and 2014/15,
the period coinciding with a strong Canadian dollar; however, the registered increase
is not picked up by the models as a statistically significant anomaly with respect to
gasoline stations TRS in control counties. The entire automotive and fuel industry
shows a similar absence of effects due to the carbon tax, as does the retail trade sector
when considered in its entirety. On the contrary, a positive effect on TRS is found
in the retail food and beverage sector (which includes supermarkets and large food
retailers); however, as evidenced in Figure 1.15, the effect arises from 2010 onwards,
and it is thus more aptly attributed to the incidence of exchange rate swings and in-
creases in Canadian consumers’ purchasing power rather than to the 2008 carbon tax.

Overall, there does not appear to be an impact of the 2008 BC carbon tax in increas-
ing taxable retail sales in Whatcom county. While there is suggestive evidence that
the food and beverage retail sectors have indeed experienced an uptick in sales in the
post-intervention period, the increase seems related to exchange rate dynamics rather
than to a cross-border travelling incentive induced by higher fuel prices. Consistently,
no effects are found for the NAICS category pertaining to gasoline stations, hence
reducing confidence in the causal claim that the tax has resulted in significant levels
of carbon leakage.
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Figure 1.13: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on
gasoline stations (NAICS 447) taxable retail sales in Whatcom County, WA.
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Figure 1.14: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on auto

dealers and gasoline stations (NAICS 441-447) taxable retail sales in Whatcom County,
WA.
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Figure 1.15: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on the
food sector (NAICS 445) taxable retail sales in Whatcom County, WA.
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Figure 1.16: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on all
NAICS retail trade codes (44-45) taxable retail sales in Whatcom County, WA.
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1.7 Discussion

A highly publicised, globally relevant policy implemented at a relatively aggregate
administrative level such as the 2008 British Columbian carbon tax is a natural
candidate for a quasi-experimental evaluation using the synthetic control method and
its recent extensions. As noted in Abadie (2021), however, “mechanical applications”
that overlook the importance of the context in which the analysis is performed
or do not carefully assess the robustness of the methodology vis-a-vis a suite of
falsification exercises, are prone to yield misleading estimates, which could imply
important consequences when evaluation informs the policymaker. In this paper, we
provide evidence of the potential pitfalls of naively implementing the synthetic control
method in the context of the 2008 British Columbian carbon tax. A recent paper by
Arcila Vasquez and Baker (2022) has analysed, among other outcomes, the effect of
the 2008 carbon tax on BC’s gasoline consumption, finding a contradictory long-run
null /positive effect of the tax on gasoline demand. However, their synthetic control
units’ outcome path is far from identical to the treated unit’s, and they fail to provide
any of the traditional instruments for inference using synthetic controls besides a
leave-one-out test (which confirms that BC’s outcome path is difficult to reproduce
with their data)'. Much more thorough is the study performed in Pretis (2022),
who analyses the whole range of aggregate and sectoral emissions in BC and finds
a negative effect on transportation emissions ranging from 3 to 15%. Nonetheless,
the study violates several of the contextual requirements listed in Abadie (2021), by
including provinces in the donor pool which are treated or experience large shocks
to the outcome variable, grouping emissions from treated and untreated segments of
the transportation sector, and perhaps most importantly, claiming causality where a
less-than-perfect fit between the treated and synthetic unit is observed. By omitting
robustness checks and predictor weights, it is also impossible to verify whether the
SCM analysis stands up to scientific scrutiny: in Section 1.5, we have illustrated how
it is sufficient to exclude unsuitable donor provinces from the control pool to make a
credible synthetic unit unattainable in practice. Furthermore, none of these studies
examine an oft-cited “elephant in the room”: the possibility that BC’s transportation
emissions figures are biased in the first place due to carbon leakage arising from cross-
border fuel shopping, mentioned in Rivers and Schaufele (2015), Antweiler and Gulati
(2016), and Andersson (2019). Even though the analysis in Section 1.6 has shown
that this problem is likely to be overstated, its empirical relevance is undeniable and
a careful practitioner needs to take it into account when providing recommendations
to prospective policymakers. By avoiding to claim causality for SCM estimates,
given the instability of the synthetic control unit to standard falsification exercises,
and by extending the analysis via recent advances in the synthetic control literature,
in this paper we provide a set of estimates which confirm the negative direction of
the impact of the carbon tax on road transportation emissions. Results from the

19A synthetic control and synthetic difference-in-differences estimation for gasoline consumption
was also separately performed for this paper and is available on request. While SCM fails to
identify a credible control unit for BC, SDID does a slightly better job, even if the method fails to
impose perfectly parallel trends for 2006-2008. The results contradict Arcila Vasquez and Baker
(2022), pointing again towards a reduction of gasoline consumption in BC which is consistent
with the remaining literature.
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synthetic difference-in-differences method are at the lower bound of all estimators and
identify a 6.1% reductions, or 0.21 in terms of annual metric tons per capita, which
is almost identical to the 6% reduction found in Andersson (2019) for Sweden. While
the Swedish tax is much higher than BC’s, fuel prices and taxes in Canada are much
lower than in Europe, and thus a smaller tax represents a higher relative increase in
the price of gasoline: a smaller tax can then lead to similar emissions reductions given
the context (Andersson, 2019). However, it must be noted that the placebo-based
standard errors around the point estimates for emissions reductions are large for
every estimator considered in Section 1.4, and that standard confidence intervals
always include zero, thereby failing to identify a statistically significant result. Given
the relative unavailability of donor pool provinces and the large heterogeneities in
outcome paths among observational units, however, these concerns seem related to a
lack of statistical power more than to a lack of significant effects, also considering that
all of the related literature analysing the 2008 carbon tax has found reductions in
fuel consumption (Rivers and Schaufele, 2015; Antweiler and Gulati, 2016; Bernard
and Kichian, 2019; Lawley and Thivierge, 2018), or in emissions (Xiang and Lawley,
2019; Pretis, 2022; Ahmadi et al., 2022). Nonetheless, these same caveats highlight
a general naivety in synthetic control applications in this field which perhaps veil
attitudes related to publication bias. Given that no US state has enacted a carbon
tax so far, that sectoral emissions data for US at the state level are available from
1980 onwards, and that carbon taxation will be required in the US if the 2015 Paris
Agreement targets are to be fully or partially met, future research will undoubtedly
leverage the methodology employed in this paper in order to analyse the impact of
not-yet-implemented US carbon taxes: a great dose of scientific rigour will be needed
in order to avoid the proliferation of misleading estimates of their impact based
on “perfunctory applications” of comparative case study methodology (Abadie, 2021).
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1.8 Conclusion

As highlighted by the 2019 US and EU economists’ statment on carbon pricing,
schemes such as the 2008 British Columbian carbon tax will need to be widely
applied in the coming years in order to abide to the targets established in the 2015
Paris Agreement. The Canadian federal government itself has imposed a federal
backstop mechanism which prescribes that each province which had not implemented
its own carbon pricing scheme as of 2019 would be subject to a CAD 20/tCO, federal
carbon tax. The widespread application of carbon taxes in different jurisdictions
calls for effective and rigorous evaluation of their performance, in order to inform
policymakers about the efficacy of such measures and to correctly calibrate tax
rates to the context in which they are rolled out. The British Columbian carbon
tax, hailed as the first North American “grand experiment” in climate policy, has
gained praise for its features of gradual ramp-up and revenue neutrality, which have
enabled it to overcome well-known obstacles due to public opposition and to persist
unrepealed for 14 years. In this paper, we first show that there is a good degree of
confidence about its effectiveness, with the most conservative estimate identifying
a 6.1% reduction in road transportation emissions in an average year, comparable
with higher taxes implemented in the 1990s in Sweden. Concerns about carbon
leakage to the neighbouring US State of Washington are likely overstated, having
taxable retail sales in the gasoline sector and in the whole retail trade economy
of Whatcom county not increased as a consequence of tax-induced cross-border
travel. Lastly, we show that methodological concerns are of primary importance
when analysing climate policies implemented at aggregate scales: our estimates of
emissions reductions are indeed not statistically significant, due primarily to a lack of
power and to BC being at the left tail of the emissions distribution, but also possibly
to a weak behavioural response to the tax signal. While it is encouraging that British
Columbia’s road transportation emissions have trended downwards with respect
to its synthetic counterfactuals, the level of emissions reductions is still not nearly
sufficient for the decarbonisation of the province’s most polluting sector; moreover,
these reductions seem to not have translated into “aggregate” emissions reductions,
calling for a stronger ramp-up of the tax rate and a coupling with additional policy
tools. Future analyses of carbon pricing schemes at the sub-national level ought to
adhere to the strictest empirical rigour in order to correctly inform the policymaker
about the advantages and shortcoming of carbon taxes, conscious that they represent
just one of the multiple tools at our avail in order to attain decarbonisation rather
than a “climate silver bullet”.
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Chapter 1 Carbon Pricing with Permeable Borders

1.A Full Sample Results

Table 1.A.1: Summary of 7 point estimates and relative standard errors from seven
different estimation methods, full control pool.

DID SCM SDID DIFP MC SCM,qe DIFP,;q4

A

T  -0.77 -0.33 -0.17 -0.34 -0.47 -0.28 -0.27
S.E. 0.96 0.78 0.48 0.44 0.77 0.88 0.63
Control —— British Columbia

1990 2000 2010 1990 2000 2010 1990 2000 2010

Figure 1.A.1: DID, SCM and SDID estimates of the effect of the 2008 carbon tax on
road transportation COs emissions in British Columbia, full control pool.
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1.B Alternative specification of the demand model
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Figure 1.B.1: Model parameterisation with low individual fixed costs. Panel (A):
Domestic fuel sales with no carbon tax, low carbon price or high carbon price; Panel (B):
Change in domestic fuel sales with low carbon price and high carbon price.
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Figure 1.B.2: Model parameterisation with high individual fixed costs. Panel (A):
Domestic fuel sales with no carbon tax, low carbon price or high carbon price; Panel (B):
Change in domestic fuel sales with low carbon price and high carbon price.



Chapter 2

Carbon Pricing with Regressive Co-benefits:

Air Quality and Health Effects from British Columbia’s
Carbon Tax are Positive but Unequally Distributed

Abstract

Empirical estimates of realised co-benefits arising from carbon pricing, such as improvements
in local air pollution, are practically inexistent. In this paper, the 2008 carbon tax
implemented in British Columbia, Canada is exploited as a source of exogenous variation in
order to evaluate the effect of a carbon pricing scheme on air quality. Combining a granular
dataset at the census dissemination area level (corresponding to US census tracts), satellite
observations of local pollutants, and a synthetic difference-in-differences methodology,
we find that the carbon tax has reduced PMa 5 emissions by 0.36-0.89 pg/m? in British
Columbian metropolitan areas compared to the rest of Canada, or 5.2-10.9% compared to
pre-tax levels. The result is heterogeneously distributed across census dissemination units:
areas which present lower levels of baseline pollution, less dense and in higher income
brackets experience greater reductions, suggesting a spatial dimension of the regressive
nature of climate policy. A mechanism underlying the results is the substitution of transport
mode from driving to public transit, cycling, and walking. Despite the regressive nature
of the carbon tax, its per capita co-benefits arising from the conversion of air pollution
hazard rates into monetary values are large, at $198 per capita.

For helpful discussions and comments we thank, in alphabetical order: Antonio Avila-Uribe,
Eugenie Dugoua, Glen Gostlow, Ben Groom, Beatriz Jambrina-Canseco, Charles Palmer, Alberto
Parmigiani, Elena Perra, Julien Picard, Capucine Riom, Sefi Roth, and all participants at research
seminars hosted by the Department of Geography and Environment at the LSE in 2022. The
author acknowledges funding from the UK Economic and Social Research Council (ESRC). All
remaining errors are my own.
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2.1 Introduction

The major sources of CO5 emissions are the fossil fuel combustion processes which
also give rise to emissions of air pollutants. Climate change and air pollution can then
be categorised as complementary global and local externalities from fossil fuel use.
Therefore, efforts to control CO5 emissions by internalising the social cost of carbon
are bound to give rise to significant “co-benefits” in terms of air quality improvements.

The preferred economic policy instrument to achieve CO, reductions is a carbon tax
(Nordhaus, 2008; Weitzman, 2015; Weitzman, 2016); however, the worldwide rate of
carbon tax adoption has been historically low, with sparse jurisdictions enacting this
form of regulation (World Bank, 2022). Given the relative scarcity of long-tenured
carbon pricing schemes, it is perhaps unsurprising that empirical evidence of their
causal impact on global pollutants is sporadic at best (Andersson, 2019), while at-
tempts to quantify the local co-benefits from carbon taxation from observational data
are practically inexistent. On the contrary, there is a large and growing literature
which, using theoretical insights (Parry et al., 2015) and simulation models (Zhang
et al., 2021; Knittel and Sandler, 2011), has attempted to calculate the monetary
value of air pollution improvements due to carbon taxation and compare them with
the cost of mitigation policies.

In particular, net health co-benefits arising from carbon taxation can reach a high
enough magnitude to partially or fully offset the mitigation costs for households at a
national (Li et al., 2018; Shindell et al., 2016) and global (West et al., 2013; Vandyck
et al., 2018) level, and may provide strong additional incentives for a swift transition
to a low-carbon economy. Moreover, reductions in morbidity and mortality due to
improvements in air quality are not likely to capture the full extent of the local
pollution externality: a large body of research has linked air pollution to negative
educational outcomes (Ebenstein et al., 2016; Wen and Burke, 2022), increase in
crime rates (Bondy et al., 2020), reductions in labour productivity (Graff Zivin and
Neidell, 2012), housing prices (Sager and Singer, 2022; Freeman et al., 2019) and
other non-health outcomes (Aguilar-Gomez et al., 2022), suggesting that any attempt
at quantifying the monetary impact of co-benefits based on health outcomes only
would, at best, provide a lower bound of the beneficial consequences of air quality
improvements.

It is therefore of fundamental importance to analyse, ex post, the eventual causal
effect of carbon pricing instruments in reducing local pollution, in order to estimate
the magnitude of co-benefits from carbon taxation; incorporating these estimates in
cost-benefit analyses of carbon pricing is indeed susceptible of raising the optimal
carbon price to reflect not only the social cost of carbon, but also the social cost
of complementary local pollutants (Parry et al., 2015). Furthermore, identifying
significant co-benefits from carbon pricing could incentivise policymakers to enact
mixed instruments for abatement, which appear to be the optimal choice when
pollutants are complements (Ambec and Coria, 2013), and to couple carbon pricing
with layered, spatially heterogeneous interventions specific to air quality (Zhang
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et al., 2021), in order to reap the benefits from policy additionality.

In this paper, we exploit the ideal policy setting of British Columbia, Canada, which
introduced a revenue-neutral carbon tax on July 1st, 2008, in order to empirically esti-
mate the impact of carbon taxation on PMy 5 concentrations in the Province’s Census
Metropolitan Areas. The tax, covering approximately 70% of British Columbian CO4
emissions, was initially introduced at a rate of $10/tCO., and sequentially ramped up
by $5 per year until 2012, when it was frozen at $30/tCO5 until 2018. Importantly, no
other Canadian Province introduced relevant! carbon pricing schemes between 2008
and 2018, when the tax was rolled out on a federal basis, which allows us to rely on
a control pool comprised of Census Metropolitan Areas in other Canadian Provinces.
We leverage high-resolution data on PMs 5, based on a combination of satellite obser-
vations, geo-chemical models and ground-based monitoring stations, from Meng et al.
(2019) and van Donkelaar et al. (2019), and combine them with highly disaggregated
socio-economic data at the Dissemination Area level? retrieved from the Canadian
Census at 5-year intervals between 2001 and 2016, in order to assess whether the
tax has resulted in significant reductions in air pollution concentrations within
British Columbian cities. We contribute to the nascent literature on the econometric
evaluation of the effect of carbon pricing on atmospheric emissions (Andersson,
2019), and, to the best of our knowledge, provide the first empirical analysis and
quantification of the magnitude of air pollution co-benefits arising from a carbon tax?.

The central result of the paper is that the 2008 British Columbian carbon tax
has resulted in statistically significant reductions in PMs 5 concentrations, with a
lower bound average estimate of -0.36 ug/m? (using the Meng et al. (2019) dataset
over 2000-2016) and an upper bound average estimate of -0.89 ug/m? (using the
van Donkelaar et al. (2019) dataset over 2000-2018), corresponding to a 5.2-10.9%
reduction in particulate matter concentrations with respect to pre-treatment average
levels. Importantly, as in e.g. Andersson (2019) and Sager and Singer (2022), this
result is obtained by moving away from traditional two-way fixed effects difference-
in-differences (TWFE-DID) estimation, in light of a violation of the foundational
parallel trends assumption: particulate matter trends between British Columbian
and control Dissemination Areas diverge prior to the implementation of the carbon
tax, thereby biasing DID estimates. As in Andersson (2019), we rely on a family
of estimators related to the synthetic control method (SCM) for comparative case
studies (Abadie and Gardeazabal, 2003; Abadie, 2021), employing in particular the
synthetic difference-in-differences (SDID) estimator by Arkhangelsky et al. (2021)
as our preferred methodology. The estimator, which to the best of our knowledge

! As discussed in Chapter 1, Quebéc implemented a minimal fuel duty in 2007, at a rate of 0.8 cents
per litre of gasoline. Since this intervention is not regarded as a carbon pricing scheme (World
Bank, 2022), it amounts to a simple change in gasoline excise taxation.

2Corresponding roughly to US Census tracts.

3A precedent attempt, confined in geographical scope to the city of Vancouver and in the temporal
dimension to the year 2013, is the unpublished work by Saberian (2017). Our contribution
goes beyond the scope of that paper by extending the series to 2016-2018, exploiting high-
resolution rasters in order to avoid incurring in measurement error, inspecting the heterogeneity
and mechanisms underlying our results, and quantifying the impacts in terms of health gains.
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has not been utilised in any applied study in environmental economics to date,
has attractive features which combine the use of unit and time fixed effects from
TWFE-DID, unit weights from SCM, and novel time-specific weights in order to
construct a set of synthetic counterfactuals whose outcome path is approximately
parallel to that of treated units prior to the intervention. In our setting, with multiple
treated units and a large number of control units to draw synthetic counterfactuals
from, both the SCM and SDID perform well in addressing concerns about diverging
pre-treatment trends and appear to identify unbiased and robust estimates of the
impact of the carbon tax on PM, 5 levels.

We subsequently inspect whether these reductions arise heterogeneously within
British Columbian metropolitan areas. A substantial body of research has indeed
documented geographic and socio-economic disparities in pollution levels within cities
(e.g. Jbaily et al., 2022; Currie et al., 2020) and it is paramount to inspect whether
carbon taxation, which has been shown to be regressive over income levels (Douenne,
2020), presents similar characteristics with respect to other socio-demographic com-
ponents. We split the pool of treated units in quintiles of pre-existing pollution,
population and road density, night-time luminosity, median income levels and dwelling
values and estimate the impact of the tax on PM, 5 reductions for each quintile of
each baseline characteristics. The carbon tax appears to be doubly regressive, with
an additional spatial dimension: reductions are higher in previously less polluted,
better off areas, and lower in denser urban conglomerations. Pricing carbon, while
giving rise to co-benefits across the entirety of urban areas, may thus exacerbate
the pollution-income and the pollution-density gaps (see e.g. Carozzi and Roth,
2022), highlighting the need for spatially differentiated climate interventions (Nehiba,
2022) or for additional layered instruments aimed at internalising the congestion
externality in urban centres and reducing local pollution (e.g. Pestel and Wozny,
2021; Sarmiento et al., 2022; Gehrsitz, 2017). Other examples of incremental policies
to aid carbon pricing in providing co-benefits are incentives for alternative transport
modes: by exploiting information on commute modes contained in the Canadian
census data, we show that one underlying feature driving the reductions in PMs 5 in
British Columbia is the switch from high to low emission transport modes, principally
public transport.

Finally, drawing from the insights of Fowlie et al. (2019) and Carozzi and Roth
(2022), we convert our estimates of particle pollution reductions into mortality re-
ductions, based on the environmental health and epidemiology literature (Lepeule
et al., 2012; Krewski et al., 2009) and associated monetary gains, relying on the
concept of the Value of a Statistical Life. The median monetary health gains appear
to be large, in the order of $88-402 per capita depending on the specification; our
preferred estimate of $198 is 66% of the Low Income Climate Action Tax Credit, the
carbon tax governmental rebate accruing to low-income families to mitigate the cost
of carbon pricing. Health gains stemming from PM, 5 are similarly heterogeneous
over space, with greater benefits manifesting in peri-urban areas rather than in city
centres, and exhibit an inverse correlation with income within metropolitan areas,
corroborating the “spatial regressiveness” hypothesis.
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The remainder of the paper begins with a detailed description and graphical analysis
of the data sources in Section 2.2. In Section 2.3, we describe the empirical analysis,
highlighting the shortcomings of TWFE-DID in the context, outlining the SCM and
SDID methodologies, the heterogeneity analysis, and the inspection of underlying
mechanisms; we present all main and heterogeneous results in Section 2.4, while
the commute mode analysis is reported in Section 2.5. In Section 2.6, we describe
how we obtained estimates of mortality reductions and monetary health gains, and
visualise the results spatially. Section 2.7 concludes, and additional information is
reported in the Appendices.

2.2 Data and Descriptive Statistics

In order to analyse the effect of British Columbia’s 2008 carbon tax on air quality,
we assemble and process information on local pollutants’ concentrations, geographic
characteristics, and socio-economic dynamics from multiple sources. The observa-
tional units which we employ in the analysis are Dissemination Areas (DAs), the
smallest standard geographic areas for which Canadian census data are disseminated.
Since the paper is concerned with analysing the effect of carbon pricing on air quality
in cities, we restrict the geographic scope of the dataset to 26 Canadian Census
Metropolitan Areas (CMAs), thereby excluding rural areas and smaller towns®.
Canadian census data is obtained from von Bergmann et al. (2022), while DA census
boundaries are converted to common geographies based on von Bergmann (2021),
and using DA administrative boundaries from the 2016 Canadian census as the target
geography. Our final dataset is thus comprised of 25,479 DAs observed over 19 years,
from 2000 to 2018, across 26 CMAs.

The dependent variable employed in the main part of the paper is yearly average
PM, 5 concentration, for which we rely on the Meng et al. (2019) dataset, which
combines information from satellite-retrieved Aerosol Optical Depth with simulations
and ground-based observations obtained from monitoring stations readings. We
extract the mean value of yearly PM, 5, weighted by grid-cell level population counts
obtained from Rose et al. (2020), onto the 25,479 DAs which constitute our dataset
for every year between 2000 and 2018. The resolution of the PMs 5 raster data is
0.01°x 0.01°, while population data is available for grid cells of dimension 0.0083°
x 0.0083°, hence implying that the population raster had to be resampled at the
resolution of the PM, 5 raster in order to be viable for use in the weighted mean
calculation. Hence, for each DA, the dependent variable takes the form:

4The CMAs in the dataset are: St. John’s, Halifax, Saint John, Quebec, Trois Rivieres, Sherbrooke,
Montreal, Ottawa, Saguenay, Kingston, Toronto, Hamilton, St. Catharine’s, Kitchener, London,
Windsor, Sudbury, Thunder Bay, Winnipeg, Regina, Saskatoon, Calgary, Edmonton, Abbotsford,
Vancouver, and Victoria. While the number of Canadian CMAs is 35 in the latest available census
wave (2016), we only keep in the dataset those CMAs which were designated as such in the 2001
Census, in order to ensure compatibility across all waves.
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N
1
PM; 5 = FJ ; Popji x PMs 55 (2.1)
Where j =1, ..., N is the number of raster grid cells in a DA 4, Popj; is the population
count in grid cell j at time ¢, and PMs 5 is the value of the particulate matter raster
in grid cell j at time ¢.

The main advantage of this source compared to data obtained from monitoring
stations only (Saberian, 2017), is their much wider spatial and temporal coverage,
which also allows us to overcome the selection problem mentioned in Carozzi and
Roth (2022) relative to the endogenous location of monitoring stations within urban
areas’. The entity of data loss when using ground-based data is considerable: PM, 5
data from the National Atmospheric Surveillance Program (NAPS) is only available
for 61 DAs in 2000, growing to 230 in 2018 as new monitoring stations get added
every year (see Figure 2.A.1). Nonetheless, the satellite-retrieved measurements
from Meng et al. (2019), when restricted to the DAs with at least one PMj 5 ground
monitoring station, correlate well with the NAPS readings, as shown in Figure 2.2.1.

We rely on the Meng et al. (2019) PM, 5 estimates in order to produce our main
results. However, we also run the main analysis using PMs 5 concentration data
from van Donkelaar et al. (2019), as done e.g. in Sager and Singer (2022). While
the two estimates are highly related, with a Pearson correlation coefficient of 0.729
(see Figure 2.2.2), the concentrations from Meng et al. (2019) are generally lower
throughout the sample. Moreover, a closer inspection of the van Donkelaar et al.
(2019) rasters reveals that, beginning with the year 2004, much of the variability
of PM, 5 pixel values over Canadian CMAs is swept out, resulting in unrealistic
estimates of pollution concentrations, especially with respect to their distribution
over densely populated DAs. The choice of employing data from Meng et al. (2019)
is therefore conservative, as results using the van Donkelaar et al. (2019) dataset are
generally higher in magnitude, as Section 2.4 shows.

Aware of a burgeoning literature relating population density and air pollution (Carozzi
and Roth, 2022; Borck and Schrauth, 2021), we obtain population counts at the DA
level from Rose et al. (2020), which are available for all years between 2000-2018°.
Road density is also likely to be a highly influential predictor of particulate pollution
from traffic congestion: therefore, we obtain data on the road network predating
the carbon tax from Statistics Canada (2006 Census Road Network) and calculate
baseline road density by dividing the total length of the network in each DA by its
surface. We complement these information with data on night-time luminosity, often
considered as a valuable proxy for economic activity (e.g. Henderson et al., 2012),
by extracting the harmonised version of the nighttime lights dataset from Xuecao
et al. (2020), from which we calculate the mean level of night lights (NTLs) at the

SMonitoring stations are likely to be located where air pollution is higher, thereby introducing
measurement error in an eventual empirical analysis.

5The dataset also contains population counts for all DAs extrapolated from Canadian censuses;
however, this data is only available in 5-years intervals between 2001 and 2016.
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Figure 2.2.1: Satellite PMy5 (Meng et al., 2019) vs PMy5 from NAPS monitoring
stations. Both measures are in jg/m?. The correlation coefficient is 0.597.
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Figure 2.2.2: Satellite PMy 5 (Meng et al., 2019) vs Satellite PMg 5 (van Donkelaar et al.,
2019). Both measures are in pug/m3. The correlation coefficient is 0.729.
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DA level for 2000-2018. Moreover, we extract information about weather controls,
namely precipitation, maximum and minimum temperature, and wind speed, from
Abatzoglou et al. (2018). We convert monthly to annual averages and compute
the mean of each variable at the DA level between 2000 and 2018. If the carbon
tax was successful in producing a behavioural adjustment in BC residents, we are
likely to observe higher take up of alternative means of transport, especially within
metropolitan areas, as an economic coping mechanism. Therefore, we leverage the
detailed information contained in the four waves of Canadian census data between
2001-2016 to retrieve DA-level data on commute modes. We divide commute modes
in two different categories: (1) High emission (cars, taxis, and motorcycles); (2) Low
emission (public transport, bicycles, and walking). Furthermore, we divide up the
low emission category in (3) Public transport only and (4) Zero emission (cycling and
walking). Finally, we also employ the Canadian censuses to retrieve information on
average and median income, and average dwelling values at the DA level, in order to
inspect whether the tax has produced heterogeneous impacts along these dimensions.

Figure 2.2.3 plots the baseline spatial distribution of the dependent variable and the
main covariates over the Vancouver CMA, the most populated metropolitan area in
the treated province of British Columbia. Time-varying variables are averaged over
2005-2007, the three years preceding the implementation of the carbon tax, while
road density is time-invariant and all variables retrieved from the Canadian Census
are taken at their 2006 values, the last observation before the tax was instituted.
The spatial distibution of PMs 5 concentrations is as expected: values are indeed
higher in central areas rather than in the periphery, qualitatively adhering to the
traditional association with population density found e.g. in the US (Carozzi and
Roth, 2022) or Germany (Borck and Schrauth, 2021); moreover, road density and
night-time lights seem to be highly spatially correlated with air pollution at the
baseline, while the pattern is less clear with respect to dwelling values (taken as
a proxy of local wealth) and median income. On the contrary, baseline commute
mode seems to be inversely related with the spatial distribution of PMs 5: areas
whose inhabitants are less reliant on cars, taxis and motorbikes seem to be more
polluted on average, a result probably due to their centrality with respect to the
road networks and urban form. Summary statistics for the whole sample, split across
treatment and control CMAs, are presented in Table 2.A.1 and Table 2.A.2 for the
pre-treatment and post-treatment periods, respectively.
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Figure 2.2.3: Spatial distribution of PMs 5 and relevant covariates within the Vancouver
CMA. Top row: PMy 5, population density and road density; Middle row: NTLs, dwelling
value and median income; Bottom row: high emission commute mode %, public transport
% and cycling/walking %.
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2.3 Empirical Strategy

2.3.1 Two-way fixed effects difference-in-differences (TWFE-DID)

The core aim of our empirical strategy is to estimate the treatment effect of the 2008
British Columbian carbon tax on local air pollution, measured in terms of PMs 5
concentrations at the DA level. A first attempt at this exercise can be operationalised
in terms of a traditional two-way fixed effects difference-in-differences (TWFE-DID)
strategy. The estimating equation takes the form:

PM2.5it = TTAXZ't + Ht + 7’]1 —|— €t (22)

Where T'AX;; is the DID binary indicator, taking value 1 for all treated units after
the implementation of the carbon tax in 2008, and 0 for all other observations;
0, and n; are respectively time and unit specific fixed effects, ¢; is a time-varying
idiosyncratic error term, and [ is the coefficient of interest, i.e. the average effect of
being exposed to the carbon tax.

In order for 5 to be equal to the average treatment effect on the treated cohort (ATT),
the identifying assumption is that parallel outcome trends between the treated and
the control units hold, i.e. if the 2008 carbon tax had not been implemented in British
Columbia, PM, 5 levels in British Columbian DAs would have followed the same
trajectory as PMs 5 levels in DAs located in other Canadian provinces. The parallel
trends assumption is not testable; however, in empirical work, it is standard to plot
the outcome path for the variables of interest in order to assess whether treatment
and control units exhibit similar or diverging trends. Figure 2.3.1 and Figure 2.3.2
report the average PMs 5 trends for 2000-2016 and 2000-2018, respectively, for British
Columbian and control DAs; when using the van Donkelaar et al. (2019) data, it is
immediate to dispel the possibility that outcome paths are parallel prior to treatment,
while trends using the Meng et al. (2019) dataset are slightly less divergent, but
noisy, especially for what concerns the control observations. Nonetheless, in both
cases there is reason to suspect that a TWFE-DID regression would fail to identify
the correct ATT. By giving equal weight to all control observations, TWFE-DID
indeed will indeed include units whose pre and post-treatment outcome paths funda-
mentally differ from those of DAs in British Columbia, and with greater potential
for abatement.

It is also worth noting that in both cases, in addition to diverging trends, the level of
PMs, 5 pollution is almost always’ lower for British Columbian vis-a-vis control DAs.
Province-specific factors such as city morphology, more progressive environmental
attitudes, different car fleet compositions and heterogeneous availability of alternative
means of transportation could be the reason why trends and levels diverge across
British Columbian CMAs and control Provinces. Treatment status in this instance
is place-based and dependent on the political choice of an individual province —
although sufficiently exogenous in timing (Rivers and Schaufele, 2015); nonetheless,
as in Sager and Singer (2022), bias in the TWFE-DID estimator introduced by the

"Except for the van Donkelaar et al. (2019) dataset in the very first year of the panel, 2000.
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failure of the parallel trends assumption needs to be acknowledged and a different
estimation strategy can give rise to more precise estimates. In particular, our two
alternative empirical methodologies are the synthetic control method for comparative
case studies (SCM) (Abadie and Gardeazabal, 2003; Abadie, 2021) and the newly
introduced synthetic difference-in-differences (SDID) methodology (Arkhangelsky
et al., 2021).

mmmss Control === British Columbia

2000 2005 2010 2015
Year

Figure 2.3.1: Trends in satellite PMy 5 (Meng et al., 2019), British Columbia vs control
provinces, between 2000 and 2016. The implementation of the carbon tax in 2008 is
highlighted by the dashed vertical line.

mss Control === British Columbia

10+
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Figure 2.3.2: Trends in satellite PMy 5 (van Donkelaar et al., 2019), British Columbia vs
control provinces, between 2000 and 2018. The implementation of the carbon tax in 2008
is highlighted by the dashed vertical line.
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2.3.2 Synthetic control method and synthetic difference-in-differences

A traditional solution to diverging pre-treatment trends in empirical applications
(usually with a unique treated unit, but extensible to the case of multiple treated
units) is the SCM (Abadie and Gardeazabal, 2003; Abadie, 2021). In the BC carbon
tax case, the SCM constructs a set of synthetic DAs as a weighted combination of
control DAs by finding, for each treated unit i, a non-negative vector of weights
w¢ summing to one, which ensures that each convex combination of the outcome
variable for control units matches each outcome variable for the treated units for all
periods up to the intervention date. Through this procedure, reliance on the parallel
trends assumption, which is violated in our setting, is fundamentally weakened.

In order to combine the attractive features of both TWFE-DID (the inclusion of
additive unit-specific and time-specific fixed effects), and SCM (reducing the reliance
on the parallel trends assumption by weighting observations in order to ensure closely
matched pre-intervention trends), Arkhangelsky et al. (2021)% have introduced a
new method, synthetic difference-in-differences (SDID), which employs time and unit
(two-way) fixed effects in the regression function (as in TWFE-DID), together with
unit-specific weights (as in SCM) and time-specific weights which lessen the role
of time periods that are largely divergent from post-treatment time periods. In a
nutshell, for each treated unit SDID estimates: (1) unit weights w?*¢ which underpin
a synthetic control whose outcome is approximately parallel to the outcome for the
treated unit; (2) time weights A\{%? which ensure that the average post-treatment
outcome for control units only differs by a constant from the weighted average of
pre-treatment outcome for the control units — a synthetic pre-treatment period using
controls. Omnce unit and time weights are calculated, SDID estimates a TWFE
regression on the resulting panel, identifying the SDID ATT.

In order to formally explain how SDID combines features from TWFE-DID and SCM,
let us consider a balanced panel with N observations and 71" time periods. In the
British Columbian case, the outcome variable is PMs 5;;, and the binary treatment
is TAX,;;. Let i =1,..., Ny, be the treated DAs in BC, and ¢ = Ny, + 1, ..., N, be
the DAs in control provinces. The baseline TWFE-DID regression problem can be
expressed as:

N T

(7%, 7, 0) = argmin {Z Z(PMQﬁit — = — 0 — TTAXit)2} (2.3)
(L et

Which is solved without the use of unit or time-specific weights, but with the inclusion

of unit and time-specific fixed effects n; and 6, as also illustrated in Equation 2.2.

The SCM estimator, instead, does not employ unit fixed effects, but includes time

fixed effects and unit-specific weights w;*:

LT N

N T
(%867 ﬂa ﬁv 9) = argmin {
=1

(PMosis — po — 0y — TTAXz‘t)@fc} (2.4)

8This Section draws heavily on the seminal work of Arkhangelsky et al. (2021). Omissions are in
the interest of avoiding redundancy.
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Finally, the SDID estimator combines features from Equation 2.3 and Equation 2.4.
Unit weights @i are chosen such that the pre-treatment outcome path of control

DAs are parallel to those of the treated units®:

Nco Nt'r

~ sdi 1
wo + Z wid PMs s ~ N Z PM; 5it (2:5)

i:Ntr'i'l

Moreover, time weights ;\fdid need to ensure that the pre-treatment levels for the
control units differs from the post-treatment levels for the same units only by a
constant. If we let t = 1,...,T be the total length of the panel, T}, be the number of
pre-intervention periods, and 7},,s be the number of post-intervention periods, the
condition can be expressed as:

Tpre T
Ao + Z AP Mo 53 = PM; 5 (2.6)
t=1 pOSt t:Tpre+1

Thus, the regression problem for the SDID estimator can be expressed as a weighted
TWFE-DID problem which incorporates unit and time-specific fixed effects n; and
0, plus unit and time-specific weights w; and ), as illustrated in Equation 2.7:

N T
(7*%, i, 7, 0) = argmin {Z > Yie—p—n;— 0, — TTAXia%fdidﬂfdid} (2.7)

In the remainder of the paper, we regard SDID as our preferred method in order to
estimate the effect of the 2008 BC carbon tax on air pollution co-benefits, as the
methodology allows us to overcome the apparent violation of the parallel trends as-
sumption in conventional TWFE-DID; nonetheless, we estimate our main regression
and robustness checks using all three of TWFE-DID, SCM and SDID, in order to
inspect the direction of the eventual bias.

We calculate standard errors for all methods using the bootstrap variance estimation
algorithm described in Arkhangelsky et al. (2021, p. 4109), with 200 replications.
The procedure constructs a bootstrap dataset by sampling a portion of the original
dataset with replacement, and computes the SDID estimator 7(*) on this subset for
each iteration b. The variance is then defined as:

1 1 ’
= = S (7“—(17) -= Z%(b)) (2.8)
b=1 b=1

9Unit-specific weights are found using a regularisation parameter ¢, as in Doudchenko and Imbens
(2016), which aids the estimation strategy by increasing the dispersion of the weights and ensuring
their uniqueness. When the intercept wy and the regularisation parameter are set to 0, the unit
weights w; correspond to the SCM weights in Abadie et al. (2010). For further details on the
procedure used to estimate ¢, please refer to Arkhangelsky et al. (2021).
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2.3.3 Heterogeneous Treatment Effects

In Section 2.3.1 and Section 2.3.2, the parameter identifying the effect of the 2008
BC carbon tax on PM, 5 emissions has always been assumed as constant across
treated units. In essence, the methodology explained above computes a homogeneous
ATT across DAs. Nonetheless, when dealing with disaggregated data within Census
Metropolitan Areas, a homogeneously estimated ATT is likely to mask substantial
heterogeneities across DAs which could be highly informative about the performance
of different locations within metropolitan areas.

A first channel to examine is certainly that of pre-existing pollution levels: standard
economic theory would in fact predict that emission abatement would happen first
where the marginal cost of reducing emissions is lower, i.e. where pre-existing pollu-
tion is higher (that is, lower-hanging fruits would be picked earlier). This avenue
is explored by Sager and Singer (2022) and Auffhammer et al. (2009), who find
substantially higher reductions in PMy 5 and PM;y due to the Clean Air Act in
nonattainment US census tracts that are more polluted in the three years preceding
the implementation of the policy. In light of the results of Carozzi and Roth (2022)
and Borck and Schrauth (2021), it is also worth exploring whether heterogeneity
in air pollution reductions arises at different levels of the population density dis-
tribution: indeed, while densely populated areas have been shown to experience
higher concentrations of PMs, 5 particulate, usually population density is higher in
city centres, where greater opportunities for substitution away from cars may arise.
Following the same logic, we also test whether results are heterogeneously distributed
according to road density and night-time lights. Lastly, an unexplored channel in
carbon pricing is that of “spatial regressiveness”. A large body of research has
shown that carbon pricing is regressive along income and wealth dimensions, but
the relationship between the geographic distribution of income and wealth and the
burden of carbon taxation is relatively underinvestigated. Therefore, we also inspect
the heterogeneity of PM, 5 reductions with respect to the geographic distribution of
mean dwelling value (as a proxy of wealth) and median income.

As the SDID methodology does not allow the inclusion of interactions in the estimation
procedure, we split the treatment sample into quintiles of baseline'? variables: PMj 5,
population density, road density, NTLs, average dwelling value and median income.
We then run SDID separately for each quintile and, in Section 2.4.3, we summarise
the results graphically. Moreover, we also inspect a slightly more extreme trimming of
the treated sample by dividing it in deciles of each baseline covariate and comparing
the 90th percentile with the 10th percentile, in order to analyse the ratio of the effect
at the top and bottom of the covariate distribution.

10For time-varying covariates we use the average of the three years prior to treatment as the baseline
value; for variables retrieved from the Canadian census, we use their 2006 values, i.e. the last
observation prior to the implementation of the carbon tax.

86



Chapter 2 Carbon Pricing with Regressive Co-Benefits

2.3.4 Mechanisms

It is paramount to be able to understand the potential mechanisms that determine
the relationship between the carbon tax and PMs 5 concentrations. Ideally, when
concerned with the estimation of PMs 5 reductions arising from the implementation
of carbon pricing, we would look at DA-level reductions in motor fuel sales or in the
quantity of vehicle kilometres travelled; however, these data are not available at the
desired level of granularity for Canada between 2000 and 2018. The only precedent
of a paper studying the relationship between the 2008 BC carbon tax and air quality
in Canadian cities is the working paper of Saberian (2017), who restricts the analysis
to Vancouver and uses monitoring stations data in order to infer her result — pointing
to a worsening in air pollution following the carbon tax. The analysis of mechanisms
leading to the result in Saberian (2017) highlights gasoline-to-diesel fuel switching as
the potential causal driver of increased air pollution. However, the evidence is only
anecdotal, as no evidence supporting the claim is presented in the study. Moreover,
while Canadian province-level data on vehicle sales disaggregated by type of fuel is
only available from 2011 onwards, the post-2011 trends in sales of diesel vehicles
are relatively flat (See Figure 2.A.3), and the landscape seems to be dominated by
gasoline cars (See Figure 2.A.2), suggesting that an eventual gas-to-diesel switch
caused by the carbon tax incentive would have produced all of its results between
July 2008 and January 2011 before bottoming out; the evidence for this conclusion
is not very strong as a result. Another potential mechanism behind an increase in
air pollution could derive from an exceptionally high rate of replacement in BC’s car
fleet with respect to other Canadian provinces, caused by the willingness of BC’s
residents to increase their cars’ fuel efficiency and realise savings at the pump. If the
savings per each tank refuel were sufficient to offset the increase in gasoline prices
due to the carbon tax, British Columbian residents could have potentially travelled
more kilometres than prior to the tax, thereby increasing road congestion and hence
pollution due to a rebound effect. As shown in Figure 2.A.4 there has indeed been a
rapid increase in truck and SUV sales in British Columbia after 2008; however, this
increase is paralleled by similar jumps in truck sales in all large Canadian provinces'?,
and it thus seems implausible to attribute it to the marginal effect of the carbon tax
in raising fuel prices.

In this paper, we instead exploit the information contained in the 2001, 2006, 2011
and 2016 waves of the Canadian census, which contains data on commute-to-work
modes at the DA level for all Canadian CMAs. While the information on commute
modes is not an exhaustive representation of all car trips made in each DA, the
granularity of the data may shed light on whether residents of DAs located in British
Columbia have adjusted their behaviour following the implementation of the carbon
tax, substituting public transport or active commuting modes such as cycling and
walking for car trips. Due to the structure of the data, collected at 5-year intervals, we
are prevented from using the SCM and SDID methodology in this exercise; We thus
resort to traditional TWFE-DID estimation of commute mode switching, analysing
the data separately for each category of commute mode. In particular, we estimate

' Namely, Alberta, Ontario and Quebec.
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the following equation:

Modeit = TTAXit + Gt + 1 + € (29)

Where Mode;; is the share of each commute mode (high emission, low emission, public
transport and zero emission, as described in Section 2.2, T'ax;; is the carbon tax DID
binary variable also employed in Equation 2.2, 6, and n; are time and unit-specific
fixed effects, and ¢€; is an idiosyncratic error term. In additional specifications, we
also add a vector of controls X;; which account for population density, median income,
and weather covariates (precipitation, maximum and minimum temperature, and
wind speed), hence the estimating equation becomes:

Modeit = TTAXZ't -+ ﬁXZt + 9t + ;i + €4 (210)

We initially run the TWFE-DID regressions for the whole sample, without trimming
the control pool. In further specifications, we restrict the control sample to the units
which receive positive w; weights in the SDID estimation of the main result, in order
to ensure comparability across treatment and control cohorts and reduce the reliance
on potentially violated parallel trends. Further, we retrieve the w; weights from the
SDID estimation and weigh our restricted TWFE-DID regressions with the SDID
weights, assigning equal weights N%T to the treatment cohort.
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2.4 Results

2.4.1 Main Specification
With Meng et al. (2019) PMs 5 data

In Figure 2.4.1 and Table 2.4.1, we report the results of the TWFE-DID, SCM and
SDID regressions for the Meng et al. (2019) PM, 5 dataset. Looking at the first
panel of Figure 2.4.1, it is straightforward to infer how the baseline TWFE-DID
strategy suffers from a clear violation of its foundational parallel trends assumption,
as discussed in Section 2.3. The graphical representation of the regression analysis
aids this line of interpretation: the DID ATT is indeed estimated by assuming that
the outcome path of the treated units is parallel to the outcome path of the controls,
thus the coefficient, 744 = 0.393 is biased. In the centre panel of Figure 2.4.1, we
plot the average outcome path for the treated units and the traditional synthetic
controls. The improvement in pre-treatment fit is dramatic, with minimal average
deviation between British Columbian DAs and their controls, implying that the SCM
performs well in giving positive weights to control units which best approximate
treated DAs’ outcome path and zero weight to control units which exhibit different
trends. The direction of bias from the TWFE-DID regression is positive: SCM
indeed identifies an effect of opposite sign to TWFE-DID, 7°¢ = —0.142. In order to
further augment the precision of our estimates, we also rely on the SDID estimator,
graphically shown in the right-most panel of Figure 2.4.1. At the bottom of the panel,
pre-treatment time-weights are represented in pink. The estimator gives positive tem-
poral weights to periods for which the treated and control units exhibit similar trends.
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Figure 2.4.1: Graphical results from DID, SCM and SDID for PMs 5 concentrations,
with Meng et al. (2019) data.

The SDID estimator does a particularly good job in imposing pre-treatment parallel
trends in the years preceding the tax, even if weights )\; are unevenly distributed over

the pre-intervention period. However, negligible weights in 2007-2008 are reassuring,
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given that a standard caveat in event-study methodologies is the excessive reliance on
the single period immediately preceding the intervention (Heckman and Smith, 1999).
The SDID procedure is able to select control units which exhibit pre-treatment trends
that are almost perfectly parallel to BC’s outcome path, especially in the four year
window preceding the intervention. The estimated ATT is 75%¢ = —(.363, therefore
higher than the SCM ATT, and corresponding to a 5.2% reduction with respect to
pre-intervention mean pollution levels. We regard SDID as the preferred methodology
due to its greater flexibility; furthermore, due to the selection of a different, sparser
set of control DAs. SDID selects indeed 6,258 control units among the untreated
DAs and then performs DID on the matched sample with the inclusion of unit and
time fixed effects to aid the estimation. On the contrary, SCM aggregates treated
DAs into a single treated unit and assigns positive weight to just 10 units among
21,979 available DAs in the donor pool. Therefore, while SCM obtains a near-perfect
fit pre-treatment, the outcome path of its synthetic unit heavily depends on the
particular set of units receiving positive weights, which in our highly disaggregated
setting is not ideal. In Figure B.1, we aggregate all 6,258 DAs which receive positive
weights to the CMA level, in order to obtain the composition of synthetic BC in
terms of percentages of other Canadian CMAs, in a similar vein to the traditional
SCM methodology of Abadie (2021).

Table 2.4.1: Summary of 7 point estimates and standard errors from
all estimation methods, dependent variable from Meng et al. (2019).

DID SCM SDID

T 0.3925 -0.1421 -0.3633
S.E. 0.0074 0.0809 0.0219
Nobs 432939 432939 432939

With van Donkelaar et al. (2019) PMy 5 data

In order to gauge the robustness of this exercise to an alternative particulate emis-
sions data source, we repeat the TWFE-DID, SCM and SDID estimation using the
van Donkelaar et al. (2019) PMy 5 dataset, which is available between 2000 and 2018.
Notwithstanding the high correlation between the two outcome variables, as outlined
in Figure 2.2.2, both the treatment and control pre-intervention trends exhibit some
differences with respect to the Meng et al. (2019) dataset; however, the temporal
location of peaks and troughs is generally respected, as is the relationship between
the BC and control units outcome path. Indeed, DAs located in British Columbia
always exhibit lower average annual concentrations of particulate pollution, and
their PMs 5 trend prior to 2008 appears to decline at an even faster pace than for
control observations, barring some peaks in concentrations typical of the control
provinces. The violation of the parallel trends assumption is once again highlighted
in the graphical representation of the TWFE-DID regression in Figure 2.4.2, which,
differently from the previous estimation, identifies a negative effect of the 2008 carbon
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tax on emissions of 744 = —(.495 (see Table 2.4.2).

Control —— British Columbia

10

e/

2000 2005 2010 2015 2000 2005 2010 2015 2000 2005 2010 2015

Figure 2.4.2: Graphical results from DID, SCM and SDID for PMs 5 concentrations,
with van Donkelaar et al. (2019) data. Time weights A; are represented in light red at the
bottom of the pre-intervention panel. The curved arrows graphically represent the ATT
over the post-intervention period.

The SCM, represented graphically in the middle panel of Figure 2.4.2, again obtains
a good pre-treatment fit in this instance, signalling that each British Columbian DA’s
outcome path is best approximated by a convex combination of control DAs rather
than equally weighted control units. Furthermore, as evidenced in Table 2.4.2, the
direction of the TWFE-DID bias is confirmed: the SCM estimates a negative ATT
of 7%¢ = —0.709, therefore qualitatively reinforcing the SCM result of Table 2.4.1. A
similar conclusion can be drawn from the results of the SDID estimation, presented
in the right-most panel of Figure 2.4.2. The SDID procedure is able to select control
units which exhibit pre-treatment trends that are almost perfectly parallel to BC’s
outcome path, with the exception of outlying time periods which receive zero-weights
in the estimation. The estimated ATT is 75%¢ = —0.890, therefore slightly lower, but
qualitatively similar to the SCM ATT. The two estimators are probably equivalent
in this application. In terms of magnitude, both the SCM and SDID regressions
identify a substantial drop in PMy 5 concentrations with respect to 2000-2007 levels,
corresponding to a reduction of 10.9% from the pre-intervention PMy 5 mean for
British Columbia.

2.4.2 Robustness Checks

We test the consistency of the main results by performing three additional analyses
on sub-samples of the full dataset. First, we restrict the treated pool to DAs within
the Vancouver metropolitan area, therefore excluding all DAs in the Abbotsford and
Victoria CMAs. The resulting treatment cohort is comprised of 2874 DAs, vis-a-vis
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Table 2.4.2: Summary of 7 point estimates and standard errors from
all estimation methods, dependent variable from van Donkelaar et al.

(2019).
DID SCM SDID
7 -0.4954 -0.7087 -0.8896
S.E. 0.0085 0.1540 0.0300
Nops 483873 483873 483873

the 3490 DAs constituting the entire treatment unit pool; the control pool is kept
the same, with 21989 control DAs. We then run TWFE-DID, SCM and SDID on the
restricted sample, in order to be able to compare our results with those obtained by
Saberian (2017). Perhaps unsurprisingly, given the relatively small number of DAs
pertaining to the Abbotsford and Victoria CMAs, the results (reported in Figure B.3
and Table B.1) are qualitatively unchanged from the main regressions using the
Meng et al. (2019) dataset.

We subsequently restrict the dataset to those DAs corresponding to the location
of NAPS monitoring stations (see Figure 2.A.1), by spatially joining monitoring
stations’ locations to DAs'?. Here, the size of the dataset is considerably restricted:
the cross-section of DAs kept in the treated pool counts just 25 observations, while
106 DAs are kept in the control pool. This exercise allows us to infer whether our
results also arise when considering just those locations in which pollution monitors
have been established, thereby restricting the analysis to areas in which pollution is
likely to be a greater concern. Once again, the results (presented in Figure B.4 and
Table B.2), are qualitatively similar to the main specifications, a first signal that
air pollution experiences greater reductions in places which exhibit greater levels
of pre-intervention concerns about air quality'®. Notably, the performance of the
SDID estimator is not considerably worsened on this much smaller sample, with
both estimators achieving a reasonable pre-treatment fit, and therefore identifying
credible ATTs. On the contrary, the fit of the SCM seems to be substantially worse,
and the method identifies a much higher ATT than in other specifications.

Lastly, we restrict the estimation window to 2000-2013, for two main reasons: (i)
Checking whether the carbon tax ramp-up is the main mechanism behind the contin-
uous reductions (the carbon tax was frozen at $30/tCO, as mentioned in Section 2.1),
and (ii) Comparing our results with Saberian (2017). The results, presented in
Figure B.5 and Table B.3 identify a much higher ATT of 7*%¢ = —0.67, which
corroborates hypothesis (i) and is not comparable with the study by Saberian (2017),
which identified an increase in particulate pollution over the same temporal window,
possibly due to selection bias in the establishment of monitoring stations.

12We match DAs with all monitoring stations in the dataset, regardless of the date of establishment
of each monitoring station, in order to maximise observations.

I3Heterogeneity with respect to pre-intervention pollution levels is explored in greater depth in
Section 2.4.3.

92



Chapter 2 Carbon Pricing with Regressive Co-Benefits

2.4.3 Heterogeneous Treatment Effects

After establishing robustness of our main result, the analysis turns to an in-depth
evaluation of the heterogeneity of the findings with respect to a set of baseline
DA-level characteristics. In light of the findings by Sager and Singer (2022), we first
examine whether eventual reduction arise in locations which were more polluted at
the baseline, i.e. where low-hanging benefits are more likely to be reaped. This is
consistent with a long established tradition in the economics of pollution abatement,
which points to the fact that abatement is likely to be cheaper where the initial
level of pollution is higher. Moreover, in the context of air quality, and especially
with respect to British Columbia, where average PM, 5 concentrations were low even
before the introduction of carbon pricing, the left tail of the pollution distribution
is likely to coincide with geographical areas in which road transportation is sparser
and traffic levels are lower. Analysing whether the reductions arise at the right tail
of the distribution is then useful in order to understand whether more problematic
areas, with more potential for reaping higher benefits, see greater reductions.

In Figure 2.4.3, we graphically'* report the results from the quintile SDID regressions
described in Section 2.3, together with the 95% confidence interval around each
estimate. We use quintiles for the distribution of each covariate of interest; further,
we analyse the top and bottom of covariates’ distribution via splitting the dataset
in deciles, and calculating the 90th-10th decile ratio of ATTs (see Table 2.4.3).
Quintile-SDID results for baseline PMs 5 concentrations are presented in panel A.
It is immediate to infer that greater reductions arise in DAs with lower pollution
levels between 2005 and 2007. Nonetheless, the ATT is in the [-0.2,-0.6] range for
all quintiles; comparing the result with the baseline pollution levels reported in the
first panel of Figure 2.2.3, it is striking how most reductions appear to manifest in
more peripheral areas, perhaps a sign of the necessity of driving through the most
central locations within the urban network. The remaining panels analyse the results
across population density (panel B), road density (C), NTL (D), median income
(E) and dwelling value (F) quintiles. In panels B, C, and D, the ordering of ATT
magnitudes is consistent with panel A, with greater reductions arising monotonically
in less densely populated DAs, units with a lower concentration of road infrastructure,
and DAs with lower emitted night-time luminosity. Taken in conjunction, these
insights appear to confirm that the 2008 carbon tax was not effective in curtailing
traffic in more central areas within British Columbian metropolitan areas, but rather
had greater effect in peri-urban locations. More surprising is the result in panel E,
which highlights the fact that richer DAs within metropolitan areas have experienced
greater reductions, possibly reflecting an inverse relationship between density and
income, but more importantly signalling that the pollution-income gap has increased
as a result of the carbon tax. This result is a clear confirmation of the “spatial
regressiveness” hypothesis, i.e. that a carbon tax is not only regressive on the vertical

14 Graphical representation is necessary in order to ensure a parsimonious representation of these
results. Tables are available on request.
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Figure 2.4.3: Graphical SDID results: heterogeneity by quintiles of baseline characteristics
for the treated sample. Panel A) Quintiles of baseline PMs 5; B) Quintiles of baseline
population density; C) Quintiles of road density; D) Quintiles of baseline nightlights values.
95% confidence intervals are shaded in grey.
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income dimension, but also geographically, with greater gains in better off areas. On
the contrary, the relationship with dwelling value is consistent with those for density,
possibly due to the association between centrality and land value.

In order to quantify the magnitude of the observed heterogeneity, in Table 2.4.3, we
report ATTs for the bottom 10% and the top 90% of baseline covariate distributions,
together with the 90-10 ratio of ATTs. With respect to baseline pollution, the ATT
for the 10th percentile is over 2 times greater than the ATT for the 90th percentile.
Similar ratios are observed for all other characteristics, with the exception of income,
for which reductions at the 90th percentile are 1.5 times stronger than at the 10th.

Table 2.4.3: SDID results for 10th and 90th percentiles, with 90-10 ratios.

PM, 5 Pop. Road NTL Income Dwellings

10th pct -0.5034 -0.6025 -0.5689 -0.6330 -0.3663 -0.5229
90th pct -0.2081 -0.2541 -0.3967 -0.3691  -0.5618 -0.4639
90-10 Ratio 0.4134 0.4218 0.6973  0.5831 1.5336 0.8872

2.5 Mechanisms

As outlined in Section 2.3, we analyse commute mode choices at the DA level as the
main mechanism driving the results obtained in Section 2.4. While commute mode is
an imperfect measure of the number and type of trips made by British Columbians,
we can rely on the same administrative level to the one used in the main analysis
by retrieving information from the 2001, 2006, 2011, and 2016 Canadian censuses,
thereby preserving granularity. In Table 2.5.1, Table 2.5.2, Table C.1, and Table C.2,
we report TWFE-DID regression results employing the share of commuters using
high-emissions, low-emissions, public transport, and zero-emissions commute modes,
respectively. As the low-emissions transport mode is the sum of public transport
and zero-emissions modes, we only report the results for low-emissions in the main
text and present the sub-splits in the Appendix.

In all tables, column (1) is the baseline specification, a simple TWFE-DID regression
with DA and year fixed effects and no controls, employing the full panel of DAs across
census years. In column (4), we add weather controls for precipitation, maximum and
minimum temperature, and wind speed, plus we control for the natural logarithm
of population and median income. When employing the full pool of control DAs,
the first result of note (Table 2.5.1) is that British Columbian DAs experience an
average 4.2% reduction in the use of cars, taxis, and motorcycles, which rises to
4.7% when adding controls. This reduction is almost specular to the increase in
the share of commuters using public transport, biking and walking to reach their
workplace (see Table 2.5.2); moreover, as evidenced in Table C.1 and Table C.2, most
of this increase (3.5-3.9%) is due to a higher reliance on public transport, while a
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residual share of 0.5-0.7% is due to a switch to active commuting. All results are
confirmed, and stronger in magnitude, when considering more restrictive specifica-
tions: columns (2) and (5) restrict the specifications in (1) and (4) to the DAs which
receive positive weights in the main SDID regressions, in order to establish whether
the mechanisms are effectively retrieved when employing the same set of observations
on which the main ATT is estimated. Results are higher in magnitude by about 1%,
jumping to a 5.3% reduction in high-emission commute modes in the case without
controls. Here, the inclusion of control variables slightly dampens the impact to
5.2%; nonetheless, the specularity with the increase in low-emission commute modes
is preserved. Finally, in columns (3) and (6) we further augment the TWFE-DID
regressions by retrieving an including the weights from the main SDID regressions;
we weigh all treatment observations equally and all control observations according to
the value of w; they receive after the data-driven SDID procedure. The magnitude
of the increase in low-emission commute share increases further, to 5.5% in the case
without covariates and is again dampened to 5.2% in the case with covariates. The
hypothesis of a behavioural adjustment by BC citizens in response to the carbon tax
is thus confirmed; residents of BC’s DAs switch away from high-emissions commute
modes towards low-emissions ones, with public transport as the main container for
these substitutions.
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Table 2.5.1: TWFE-DID results for high emissions commute mode

High Emission Commute Mode
(1) (2) (3) (4) (5) (6)
DID -0.0417**  -0.0527**  -0.0549*** -0.0466™* -0.0519*** -0.0516***
(0.0105)  (0.0095)  (0.0103)  (0.0102)  (0.0106)  (0.0109)

DA FE v v v v v v
Year FE v v v v v v
Controls v v v
SDID control pool v v v v
SDID weights v v
R? 0.87184 0.83989 0.84360 0.87595 0.84508 0.84847
Adjusted R? 0.82896 0.78629 0.79124 0.83400 0.79267 0.79721
Observations 101,358 38,769 38,769 100,244 38,348 38,348

Notes: Standard errors clustered at the CMA level. ***: p < 0.01, **: p < 0.05, *: p < 0.1

Table 2.5.2: TWFE-DID results for low emissions commute mode

Low Emission Commute Mode
(1) (2) (3) (4) (5) (6)
DID 0.0408**  0.0516** 0.0535™** 0.0457** 0.0510*** 0.0506***
(0.0111)  (0.0103)  (0.0110)  (0.0109) (0.0113) (0.0114)

DA FE v v v v v v
Year FE v v v v v v
Controls v v v
SDID control pool v v v v
SDID weights v v
R? 0.87321  0.84174  0.84532  0.87715  0.84674  0.84996
Adjusted R? 0.83078  0.78876  0.79354  0.83560  0.79490  0.79920
Observations 101,358 38,769 38,769 100,244 38,348 38,348

Notes: Standard error clustered at the CMA level. ***: p < 0.01, **: p < 0.05, *: p < 0.1
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2.6 Health Gains

In order to understand the magnitude of the economic co-benefits from air pollution
reductions arising due to the 2008 carbon tax, in this section we convert the PMs 5
estimates from Section 2.4 into a monetary quantification of the associated health
gains. Notwithstanding the relatively low concentrations of particle pollution in the
the British Columbian context, where pre-treatment air quality was of substantial
better quality than in other North American locations (e.g. in the USA), it is impor-
tant to note that the concept of “safe” thresholds for particle pollution concentrations
is more normative than positive. Indeed, some studies (e.g. Krewski et al., 2009)
have highlighted that the marginal benefits from abatement may be nonlinear in
baseline concentrations, with lower gains from abatement at higher levels of baseline
air pollution. Hence, any improvement in air quality is likely to carry significant
benefits in terms of reductions in mortality rates; moreover, the estimates reported
in this section are a lower bound of the gains from local pollution reductions, as
PMs; 5 has been shown to have a multidimensional impact, ranging from health to
productivity, to cognition and to long-term impacts on the formation of human capital.

Drawing from Fowlie et al. (2019) and Carozzi and Roth (2022), our approach
consists of two steps. We first estimate the impact of a reduction in PMs ;5 concen-
trations in terms of mortality reductions, using concentration-response (‘“hazard”)
functions derived from the environmental health literature. Second, we retrieve
the central estimate of the willingness to pay (WTP) to avoid a premature death
from Health Canada (2021) and Chestnut and De Civita (2009)*, and multiply
the mortality reductions estimated in the first step by the central estimate of the
Value of a Statistical Life (VSL), equal to $6.5 million in 2007 Canadian dollars,
for each DA in the census metropolitan areas of Vancouver, Victoria, and Abbotsford.

The traditional form of the Cox proportional hazard model used in the environmental
health literature is the log-linear regression reported in Fowlie et al. (2019):

In(y) = ¢+ aPMas (2.11)

Where In(7) is the natural logarithm of mortality risk, ¢ = In(Z) , and PM, 5 are the
local pollution concentrations. The term Z is a vector of covariates other than PMs 5
which impact mortality, and can be rewritten as Z = Zy + exp(f121 + ... + Bun),
with Zy being the mortality risk when all covariates are zero. Indicating vy as the
baseline mortality risk, and rearranging terms'®, the change in mortality rate A~y

15Tt must be noted that the reported estimate for the Value of a Statistical Life does not reflect
directly the economic value of an individually identified person’s life, but rather the aggregation
of estimates of the WTP for a small reduction in mortality risk. Using the VSL central estimate
of $6,500,000, for example, the average Canadian would be willing to pay $65 to reduce the risk
of premature death by 1 out of 100,000.

6The derivation is as follows (Carozzi and Roth, 2022):

0 1 0 0 1
Ay = Z(e@PMSs _ coPMis) 4 Ay = ZeoPMis [1 e—a(PMz_s—PMQ_S)}
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can be related to the change in pollution levels AP M, 5 with the following equation:

1
Ay =10 (1 - —eaAPMQJ (2.12)

In order to find the total number of deaths for each DA associated with the above
change in mortality rate A~, this quantity needs to be multiplied by the population
of each DA':

. 1
ADeaths; = Population; [% (1 — M)} (2.13)
And finally, the monetary health gains in terms of mortality reductions at the DA
level, AY;, are obtained by multiplying the above estimates by the VSL figure of
$6.5 million CAD obtained from Health Canada (2021):

AY; = VSL x ADeaths; (2.14)

Hence, in order to estimate the model outlined in Equation 2.12, and thus obtain
mortality rate changes at the DA level, we first need to estimate the baseline mor-
tality rate vy. Consistently with the literature, we obtain data for deaths due to
lung cancers, all circulatory diseases, and all respiratory diseases from the ICD.10
selected causes of death at the CMA level from Statistics Canada. We divide total
deaths due to the listed causes by total CMA population, and assign the resulting
(baseline) mortality rates to all DAs in a given CMA. The parameter « is usually
not directly indicated in epidemiology studies, which instead report the relative risk
(RR) increase due to a given increase in PMy 5. For instance, Lepeule et al. (2012)
report an all-cause RR of 1.14 associated with a AP M, 5 of 10 pug/m?, while Krewski
et al. (2009)’s estimate of RR is 1.06. However, it is straightforward to retrieve «
by exploiting the relationship between RR and AP M, 5, as reported in Carozzi and
Roth (2022): o = In(RR)/APM 5.

We employ these two estimates, in combination with the estimated PMs 5 reductions
for each quintile of the pre-intervention PMs 5 distribution, in order to calculate the
gains from mortality reductions at the DA level for the three CMAs included in the
treated sample: Vancouver, Victoria and Abbotsford. In Figure 2.6.1, we visually
report the results of this exercise for each CMA, using RR = 1.14 as estimated by
Lepeule et al. (2012) (visual results using the RR estimate from Krewski et al. (2009)
are reported in Figure D.1).

1TWe use the baseline population level, that is, the population of each DA in the year 2008.
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The left panel maps the estimated mortality reductions per 1000 people (estimated
according to Equation 2.13), while the right panel shows the associated per capita
health gains, estimated via Equation 2.14. The median monetary gains due to the
estimated reductions in PMy 5 are large: $198 when using the Lepeule et al. (2012)
RR and $88 with the RR from Krewski et al. (2009)'®.

Mortality reductions (x1000),
RR from Lepeule et al. (2012)

Health gains per capita (2007$),
RR from Lepeule et al. (2012)
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Mortality reductions (x1000), Health Gains per capita (20079),
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3115103938 250810 257.3

7
Figure 2.6.1: Spatial distribution of mortality reductions per 1000 residents (left panel)

and health gains per capita (right panel) using the RR estimates from Lepeule et al. (2012),
for the Vancouver (top row), Victoria (middle row) and Abbotsford (bottom row) CMAs.

To put this in context, the monetary value of per capita air quality co-benefits from
the BC carbon tax amounts to 66% of the Low-income Climate Action Tax Credit,
i.e. the carbon tax rebate for low-income families, for a family of four in year 2011;
the total air quality co-benefit accruing to the same family would thus exceed the
carbon tax rebate in monetary terms. The spatial distribution of these gains shows
substantial heterogeneity: in particular, it is once again striking how air pollution
co-benefits seem to be concentrated in peri-urban areas and positively correlated
with income (see also Figure D.2). The results confirms that carbon taxation appears
to be spatially regressive over urban areas, with greater co-benefits arising in higher
income, low pollution tracts, and thus underpinning an increasing “pollution-income
gap”, as also evidenced in Section 2.4.

18The same gains are $402 and $178, respectively, if calculated using the ATT estimated with the
van Donkelaar et al. (2019) PMs 5 dataset instead of Meng et al. (2019).
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2.7 Conclusions

A large body of literature has long posited that co-benefits arising from carbon taxa-
tion are large in magnitude, and may partially or fully offset the costs of complying
with mitigation when converted to per capita monetary values. In order to gauge
the entity of the full benefits of carbon taxation, it is essential to incorporate the
monetary value of the reduction of local externalities in cost-benefit analyses, since
policies aimed at the reduction of COy emissions may imply substantial complemen-
tarities with reductions in local pollutants.

This paper undertakes the first rigorous empirical analysis of the impact of a carbon
tax on particulate matter concentrations, focussing on PMs 5, showing that the
introduction of carbon pricing can significantly improve local air quality. After the
implementation of the 2008 carbon tax, PMy 5 concentrations dropped by 5.2-10.9%
in British Columbian Dissemination Areas, compared to a counterfactual obtained
through the synthetic difference-in-differences estimator, which is able to produce a
parallel pre-treatment trajectory for the average treated unit and its synthetic control.
The estimated reductions are significantly heterogeneous across the geography of
British Columbian census metropolitan areas, with greater reductions found in less
polluted, less dense, peripheral areas and in richer neighbourhoods. These results
highlight a spatial dimension of the regressive nature of carbon pricing: a carbon tax
is indeed prone to exacerbate the pre-existing pollution gap, and the pollution-income
gap. A significant driver of the air quality improvement is found in transport mode
switching, with a 5.3% reduction in high-emission transport modes, mostly in favour
of public transport: this insight is a signal that complementary policies such as
an incentive for alternative transport mode may entail further reductions in air
pollution if rolled out contemporaneously to a carbon tax. Moreover, the integration
of multiple instruments aimed at multiple externalities may be able to give rise to
increased benefits stemming from policy additionality.

Finally, the analysis converts the improvements in air quality into reductions in
mortality rates and monetary health gains from co-benefits of carbon taxation.
With a median estimate of the health gains of $198 per capita, the health “savings”
are large and comparable to the rebates offered to low-income families in British
Columbia to mitigate the impact of the tax on their disposable income. Health bene-
fits are heterogeneously distributed across metropolitan areas and accrue primarily
to neighbourhoods in higher income brackets, once again highlighting the need for
redistribution in the design of climate policy.
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2.A Additional Descriptive Statistics

PM2.5 Observations
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Figure 2.A.1: Availability of PMs 5 readings in the National Atmospheric Surveillance
Program database between 2000 and 2018. Lighter colours indicate higher availability of
readings, and hence, monitoring stations which were added earlier.
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Figure 2.A.2: Gasoline vs Other fuel car sales in BC 2011-2021.
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Figure 2.A.3: Minor fuel groups car sales in BC 2011-2021.
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Figure 2.A.4: Passenger cars vs Truck and SUV sales, large Canadian Provinces, 1990-
2021.

108



Chapter 2 Carbon Pricing with Regressive Co-Benefits

Table 2.A.1: Summary Statistics, 2000-2007

Control Provinces British Columbia

Variable N Mean SD N Mean SD

PMy 5 (van Donkelaar et al., 2019) 175870 9.52 1.54 | 27920 8.06 1.19
PMsy5 (Meng et al., 2019) 175870 8.61 2.07 | 27920 6.95 1.39
Pop. Deunsity (Rose et al., 2020) 175912 3358.26 3375.33 | 27920 3169.94 2136.98
Road Density 175800 12.07 4.71 | 27904 11.77 4.50
NTL (Xuecao et al., 2020) 175912 59.62 6.18 | 27920 53.00 17.38
Dwelling Value 43254 237314.81 196990.72 | 6885 417272.84 258798.32
Median Income 43978  26341.65 9088.59 | 6980  25055.65 8090.75
High Emission Commute % 43701 74.93 18.33 | 6926 77.64 16.37
Low Emission Commute % 43701 24.52 18.26 | 6926 21.62 16.26
Public Transport Commute % 43701 17.02 14.48 | 6926 13.06 10.68
Zero Emission Commute % 43701 7.50 9.43 | 6926 8.56 10.79
Precipitation (Abatzoglou et al., 2018) 175768 74.05 21.74 | 27920 131.20 37.06
Max Temperature (Abatzoglou et al., 2018) 175768 11.93 1.58 | 27920 14.55 0.66
Min Temperature (Abatzoglou et al., 2018) 175768 1.74 2.50 | 27920 6.46 0.62
Wind Speed (Abatzoglou et al., 2018) 175768 3.63 0.49 | 27920 2.98 0.16

Table 2.A.2: Summary Statistics, 2008-2018

Control Provinces British Columbia

Variable N Mean SD N Mean SD

PMs5 (van Donkelaar et al., 2019) 241865 8.15 1.51 | 38390 6.09 0.95
PMsy5 (Meng et al., 2019) 197888 7.35 1.73 | 31410 6.07 1.10
Population Density (Rose et al., 2020) 241879 3614.39 3365.36 | 38390 3478.58 2305.69
Road Density 241725 12.07 4.71 | 38368 11.77 4.50
NTL (Xuecao et al., 2020) 241879 60.31 6.87 | 38390 58.34 7.74
Dwelling Value 42437 415834.83 269717.66 | 6818 886776.76 584340.83
Median Income 43978  33324.06  11718.48 | 6980  31772.63 9765.79
High Emission Commute % 43806 74.39 20.20 | 6955 72.94 18.75
Low Emission Commute % 43806 25.06 20.12 | 6955 26.25 18.61
Public Transport Commute % 43806 18.85 15.89 | 6955 18.38 13.38
Zero Emission Commute % 43806 6.21 10.15 | 6955 7.87 11.32
Precipitation (Abatzoglou et al., 2018) 241681 77.57 21.99 | 38390 134.58 37.33
Max Temperature (Abatzoglou et al., 2018) 241681 12.32 1.76 | 38390 14.58 0.86
Min Temperature (Abatzoglou et al., 2018) 241681 2.11 2.59 | 38390 6.56 0.80
Wind Speed (Abatzoglou et al., 2018) 241681 3.64 0.48 | 38390 3.00 0.19
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2.B Additional Regression Results

2.B.1 Composition of Main SDID Control
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Figure B.1: Composition of the synthetic unit of Figure 2.4.1.
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Figure B.2: Composition of the synthetic unit of Figure 2.4.2.
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2.B.2 DAs in the Vancouver CMA
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Figure B.3: Graphical results from DID, SCM and SDID for PMs 5 concentrations, with
Meng et al. (2019) data, dataset restricted to DAs in the Vancouver CMA.

Table B.1: Summary of 7 point estimates and standard errors from all
estimation methods, dependent variable from Meng et al. (2019), dataset
restricted to DAs in the Vancouver CMA.

DID SCM SDID

7 0.4061 -0.1062 -0.3014
S.E. 0.0071 0.0702 0.0225
Nos. 422467 422467 422467
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2.B.3 DAs matching NAPS Monitoring Stations
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Figure B.4: Graphical results from DID, SCM and SDID for PMs 5 concentrations, with
Meng et al. (2019) data, dataset restricted to DAs matching NAPS monitoring stations’
locations.

Table B.2: Summary of 7 point estimates and standard errors from all
estimation methods, dependent variable from Meng et al. (2019), dataset
restricted to DAs matching NAPS monitoring stations’ locations.

DID SCM SDID
7 0.132 -0.865 -0.288
S.E. 0.117 0.128 0.097
N,p. 2227 92227 2297
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2.B.4 Post-treatment period limited to 2013
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Figure B.5: Graphical results from DID, SCM and SDID for PMs 5 concentrations, with
Meng et al. (2019) data, dataset restricted to 2013.

Table B.3: Summary of 7 point estimates and standard errors from all
estimation methods, dependent variable from Meng et al. (2019), dataset
restricted to 2013.

DID SCM SDID

T 0.0547 -0.2723 -0.6703
S.E. 0.0081 0.0803 0.0341
Nobs 432939 432939 432939

113



Chapter 2 Carbon Pricing with Regressive Co-Benefits

2.C Additional Mechanisms Tables

Table C.1: TWFE-DID results for public transport

Public Transport Commute Mode
(1) (2) (3) (4) (5) (6)
DID 0.0352***  0.0410™*  0.0417** 0.0391*** 0.0422*** 0.0414***
(0.0107)  (0.0107) (0.0112) (0.0115) (0.0115) (0.0111)

DA FE v v v v v v
Year FE v v v v v v
Controls v v v
SDID control pool v v v v
SDID weights v v
R? 0.83768  0.78668  0.78011  0.84196  0.79197  0.78571
Adjusted R? 0.78336  0.71526  0.70650  0.78851  0.72160  0.71322
Observations 101,358 38,769 38,769 100,244 38,348 38,348

Notes: Standard errors clustered at the CMA level. ***p < 0.01, **p < 0.05, *p < 0.1

Table C.2: TWFE-DID results for zero emissions commute mode

Zero Emission Commute Mode
(1) (2) (3) (4) (5) (6)
DID 0.0057** 0.0106™* 0.0117** 0.0066*** 0.0088*** 0.0092***
(0.0025) (0.0017)  (0.0021)  (0.0022) (0.0016) (0.0016)

DA FE v v v v v v
Year FE v v v v v v
Controls v v v
SDID control pool v v v v
SDID weights v v
R? 0.80811  0.80808  0.81877  0.81200  0.81355  0.82463
Adjusted R? 0.74390  0.74383  0.75810  0.74841  0.75047  0.76531
Observations 101,358 38,769 38,769 100,244 38,348 38,348

Notes: Standard errors clustered at the CMA level. ***p < 0.01, **p < 0.05, *p < 0.1
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2.D Additional Health Results

2.D.1 Estimates using RR from Krewski et al. (2009)
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Figure D.1: Spatial distribution of mortality reductions per 1000 residents (left panel)
and health gains per capita (right panel) using the RR estimates from Krewski et al. (2009),
for the Vancouver (top row), Victoria (middle row) and Abbotsford (bottom row) CMAs.
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2.D.2 Health-income relationships

Figure D.2: Bivariate distribution of health gains using the RR from Lepeule et al. (2012)
and median income for the Vancouver (top panel), Victoria (middle panel) and Abbotsford
(bottom panel) CMAs.
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Chapter 3

The Unintended Impact of Colombia’s Covid-19
Lockdown on Forest Fires

Abstract

The covid-19 pandemic led to rapid and large-scale government intervention in economies
and societies. A common policy response to covid-19 outbreaks has been the lockdown
or quarantine. Designed to slow the spread of the disease, lockdowns have unintended
consequences for the environment. This article examines the impact of Colombia’s lock-
down on forest fires, motivated by satellite data showing a particularly large upsurge of
fires at around the time of lockdown implementation. We find that Colombia’s lockdown is
associated with an increase in forest fires compared to three different counterfactuals, con-
structed to simulate the expected number of fires in the absence of the lockdown. To vary-
ing degrees across Colombia’s regions, the presence of armed groups is correlated with
this fire upsurge. Mechanisms through which the lockdown might influence fire rates are
discussed, including the mobilisation of armed groups and the reduction in the monitoring
capacity of state and conservation organisations during the covid-19 outbreak. Given the
fast-developing situation in Colombia, we conclude with some ideas for further research.

We thank the two reviewers at Environmental and Resource Economics for their helpful comments,
Tan Bateman for his editorial guidance, and Leonardo Correa of the Fundacién Paz y Reconciliacién
(PARES) for help in accessing data. Data used in the econometric analysis are available from the
authors on request. Qualitative material used in this paper originated from the ‘Bioresilience of
Andean Forests in Colombia’ research project, financed by NERC-UK.

Note: This chapter is available in print at Environmental and Resource Economics.
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Chapter 3 Colombia’s Covid-19 Lockdown and Forest Fires

3.1 Introduction

The global spread of Covid-19 in 2020 has had, and continues to have, a devastating
impact on our societies and economies. In response, governments have intervened
on a huge scale to try to slow and manage the spread of the disease, help those
who get infected, and support economies. With the aim of slowing the spread of
disease, mandatory ‘shelter-in-place’ restrictions on peoples’ movements, also known
as lockdowns or quarantines, typically prevent people from leaving their homes or
local areas for extended periods of time. By April 2020, lockdowns had become one
of the commonest policy responses to Covid-19, affecting up to two-thirds of the
global population (Bates et al., 2020).

Evidence is emerging that suggests lockdowns have unintended environmental con-
sequences, both negative and positive. For example, research undertaken in China
suggests that lockdowns are associated with improvements in local air quality, likely
due to sharp falls in road traffic and manufacturing activity (Liu et al., 2020; Le
et al., 2020), while a lockdown-induced collapse in ecotourism revenues may have
negatively affected local livelihoods, leading to an increase in wildlife poaching (The
Guardian, 2020). Yet, the evidence base and hence, our understanding of how
lockdowns might influence natural resource use, management and conservation, is
still relatively weak. Our paper is an early, exploratory contribution, motivated by
the release of satellite data showing a particularly large upsurge of forest fires in the
Colombian Amazon that coincided with the emergence of Covid-19 in Latin America,
in early-2020 (IDEAM, 2020; FCDS, 2020b).

We ask whether Colombia’s lockdown, which was implemented in stages between 14
March and 24 March 2020 and is projected to end on 15 July (at the time of writing
in early-July), is associated with this observed upsurge of forest fires. As detailed in
Section 3.2, forest governance and conservation in Colombia are intimately associated
with the country’s long history of internal conflict and the militarisation of conflict
areas. Thus, any analysis of forest change in Colombia needs to consider the role of
its numerous armed groups. This we do by first exploiting spatial variation in the
known locations of armed groups across Colombia in our econometric analysis, the
methods for which are described in Section 3.3.

The observed number of forest fires are compared with three different counterfactuals
(historical average, synthetic control, augmented synthetic control), constructed to
simulate the expected number of fires in the absence of Colombia’s lockdown. Our
results, presented in Section 3.4, suggest that the lockdown is associated with an
increase in the number of fires. To varying degrees across Colombia’s regions, the
presence of armed groups is found to be correlated with this increase. How and
why Colombia’s lockdown might influence forest fires are questions that cannot be
addressed by our econometric analysis. Therefore, in Section 3.5, we consider a
number of possible mechanisms, including the mobilisation of Colombia’s armed
groups and the monitoring capacity of state and conservation organisations, based
on information from local stakeholders in lowland and Andean Colombia and key
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informants connected with the Colombian Amazon, before and during the lockdown.
The final section of the paper, Section 3.6, concludes with some ideas for further work.

3.2 Background to Deforestation, Conflict and Covid-19 in
Colombia

Colombia is one of the most biodiverse countries in the world, with five major biotic
regions: Amazon, Andes, Caribbean, Orinoco and Pacific (see Figure 3.A.1). Be-
tween 1990 to 2016, more than six million hectares of natural forests were deforested
(IDEAM, 2018). There was a surge in deforestation after a peace agreement with
the guerrilla movement FARC-EP (The Revolutionary Armed Forces of Colombia —
People’s Army) was signed in 2016 (see e.g. Clerici et al., 2020). The joint efforts of
environmental organizations, state authorities, international cooperation, the media
and communities helped reduce the annual deforestation rate nationally, by 10.1% in
2018, a trend that continued into 2019 (IDEAM, 2018; IDEAM, 2020).

In common with many other parts of tropical Latin America, trees in Colombia are
felled before any remaining forest is cleared by fire in preparation for new areas
of crop cultivation and cattle pasture, although logging is not always followed by
forest clearance via fire. This procedure takes advantage of seasonal climates, with
felling often occurring in the wet season and fires subsequently started after weeks
or months of less rain in the dry season. Most forest fires in the Colombian Amazon
take place in the dry season, between November and April. When these dry season
fires are started they can spread in forest areas where logging has not taken place
previously. Forest fires are typically started by farmers or landless people seeking
land for crop cultivation in order to feed their families and generate income, although
other actors, such as armed groups, have also been implicated in forest fires.

Early estimates for 2020 suggest that rates of tree felling and deforestation in the
Colombian Amazon are likely to reverse the gains of 2018 and 2019 (MAAP, 2020;
SINCHI, 2020), while Colombia’s forest fire trends in the first half of 2020 imply
that the country is on course to record one of its largest numbers of forest fires in
recent years. As detailed in Section 3.3, a huge increase in the number of forest
fires was observed in March 2020 (12,953) compared to March 2019 (4,691) (Semana
Sostenible, 2020). One explanation is that more rain than usual fell in December
2019, with Colombia’s dry season starting later, in mid-January 2020 (FCDS, 2020b).

Forest governance and conservation in Colombia are associated with the militarisation
of conflict areas. The current internal armed conflict dates back to a period called
“the Violence”, which lasted from 1948 until 1958 (Guzman Campos et al., 1962).
After this period, bitterness at the lack of attention from the government in dealing
with the conflict’s underlying causes (land distribution and political exclusion), led
to the rearming of guerrillas associated with the Liberal party and the conversion
of some of these guerrillas into FARC-EP. Paramilitary groups were legally formed
under the government’s auspices in opposition to the guerrillas. The emergence of the
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paramilitary groups was closely connected to the geographies of drug trafficking in
Colombia (see e.g. Cubides, 1997; Gallego, 1990; Vargas, 1992). Areas under guerrilla
control were branded “red zones” while the areas controlled by the paramilitaries
were seen as zones of special control and military presence. People living in these
areas came under the rule of these armed groups and often endured terrible hardship.

After the peace agreement with FARC-EP in 2016, the ELN (National Liberation
Army) guerrillas, along with dissidents from FARC-EP, heavily-armed organized
criminal organizations and neo-paramilitary groups associated with the political far
right (see below!),expanded their territorial control in several forest areas, taking
over areas that were previously controlled by FARC-EP. In some parts of Colombia,
individual armed groups have secured full territorial control while in other parts
different groups have been disputing control.

Until 2018, there was a rise in coca cultivation and deforestation rates in the Amazon,
attributed to a lack of active government presence after the peace process (DelJusticia,
2018). The inability of the government in the post-conflict era to fill the power
vacuum in areas previously occupied by FARC-EP, gave rise to the emergence of
neo-paramilitary groups: the Urabenos, the Rastrojos and the Gulf Clan. Implicated
in drug trafficking in association (or dispute) with Mexican drug cartels (PARES,
2018; Fundacién Ideas para la Paz - FIP, 2019), these groups tended to operate on
the Pacific coast and in some Inter-Andean areas.

Many areas contested by the armed groups were also priority areas for the govern-
ment’s military and conservation strategies. After 2016, the Colombian government
promoted sustainable development and ecotourism, in an attempt to transform areas
that were heavily affected by the armed conflict and previously under the full or
partial control of FARC-EP. Under these government- and NGO-led schemes, some
of which were implemented in National Natural Parks and areas of high biodiversity,
former guerrillas were encouraged and trained for new roles, e.g. as forest guardians,

tourist guides and organic farmers?.

The reduction in deforestation rates in 2018 and 2019 is partially attributed to
Operation Artemisa, an initiative to curb deforestation in protected areas, led by
the armed forces with the support of the Chief Prosecutor’s Office, the Ministry of
the Environment, and the Institute for Hydrology, Meteorology and Environmental
Studies. Using satellite data, Geographical Information Systems, drones and field
intelligence, some operations led to the arrest of actors, often local farmers and
the landless, caught deforesting and starting fires illegally. Yet, the militarisation
of the environmental agenda led to new rounds of conflict and protest. Peasant

!The “old” paramilitary groups were demobilized in 2004-2006 but some of the members of these
groups joined forces with paramilitaries that chose not to demobilize to create smaller and more
adaptable military organizations, known as neo-paramilitaries, BACRIM or Armed Organized
Groups (GAOs).

2There are different types of protected area in Colombia: National Natural Parks, Regional Natural
Parks, National Forest Reserves, Integrated Management Districts, Soil Protection Districts,
Natural Reserves and Indigenous Territories.
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organizations, environmental NGOs and human rights organizations have alleged
that excessive force was used against local farmers and the landless, who were
often treated as guerrilla collaborators. None of those financing and organizing
the deforestation and forest fires, namely members of the armed groups, have been
detained. Colombia’s first case of Covid-19 was reported on 6 March 2020. The
government’s response to the outbreak that ensued was to implement a number of
lockdown measures with the following timeline (Presidential Decree 749, 2020):

e 14 March: closure of border with Venezuela

e 15 March: suspension of all schools and universities

16 March: closure of all land and sea borders; curfews in several municipalities

17 March: declaration of state of emergency; mandatory isolation for all over-70s

20 March: announcement of nationwide quarantine, starting at midnight on 24
March

At the time of writing, Colombia’s quarantine for all of the country’s citizens was
extended until 15 July, one the world’s most prolonged. Colombia’s lockdown was
effective in reducing mobility at its onset, soon after the closing of its land border
with Venezuela (see Figure 3.A.2 and Figure 3.A.3). As of 7 July 2020, Colombia
reported 124,494 cases of Covid-19, of whom 4,359 have died.
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3.3 Data and Methods

3.3.1 Data Description

Our econometric analysis in Section 3.4 primarily utilises data for forest fires detected
by the Visible Infrared Imaging Radiometer Suite (VIIRS) on board the Suomi NPP
satellite. The spatial resolution of VIIRS is 375 metres resolution per pixel, a higher
resolution than that of the Moderate Resolution Imaging Spectroradiometer (MODIS)
sensor (1000m resolution per pixel). Thus, VIIRS can detect fires that MODIS might
overlook, although fire data from the latter are used as an additional predictor in our
application of the synthetic control method (SCM; see below). Daily data for forest
fires detected by both VIIRS and MODIS are sourced from the National Aeronautics
and Space Administration (NASA)3.

While MODIS data are available from 2001 onwards, VIIRS began operating in
2012; therefore, our data cover all of Colombia over the period between 1 January
2012 and 28 May 2020. We use the daily count of VIIRS and MODIS fire hotspots,
a flow variable, and the daily cumulative sum of fire hotspots, a stock variable.
Additional analysis makes use of the sum of daily Fire Radiative Power (FRP), also
reported in the VIIRS and MODIS products, which accounts for heterogeneity in
fire hotspots’ size and intensity. Fire hotspots are aggregated at the country level
(for the analyses that cover all of Colombia), and the municipality level (allowing
us to examine regional heterogeneity). Given heterogeneity in the biophysical and
ecological characteristics of the country, including climatic conditions and forest
types, the municipalities are grouped by biotic region.

Figure 3.3.1 shows the location of fire hotspots during Colombia’s lockdown, up until
28 May 2020. Although fires can be observed across the country, in all biotic regions,
they are particularly concentrated in northern, central and south-western areas. The
northern and central zones are more seasonally dry, with large areas of dry forest
and savanna that are naturally more fire-prone, but there are also many fires in the
Andean valleys, and in and near the Amazon frontier. The lockdown restrictions
mandated that the entire population of Colombia should stay home yet the patterns
of fire hotspots in Figure 3.3.1 suggest that people, at least in some parts of the
country, were ignoring these restrictions.

Our 2012 to 2020 time-period, while motivated by data limitations, implies a reason-
able level of confidence in ruling out major climatic shocks as the sole drivers of
extreme fire seasons. We expect to observe some yearly fire variability in our sample,
although as shown in Figure 3.3.3 (daily count of fires) and Figure 3.3.2 (cumulative
daily number of fires), the dispersion of the time series is relatively contained. There
is, however, an unusual spike in fire hotspots in both the count and cumulative trends
starting from 14 March 2020, when the border with Venezuela was closed, the first
step in Colombia’s lockdown response to the Covid-19 pandemic.

3Available from NASA MODIS and NASA Earthdata.
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We are unable to augment the dataset with the inclusion of relevant climatic covariates
(temperature, rainfall, wind speed, etc.) as controls due to the near-real time nature
of our analysis.
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Figure 3.3.1: Location of fire hotspots in Colombia, 14 March—28 May 2020. Sources:
Hansen et al. (2013), NASA Goddard Space Flight Center, Ocean Ecology Laboratory,

Ocean Biology Processing Group, 2020. Visible and Infrared Imager/Radiometer Suite
(VIIRS)

Thus, a major caveat of our analysis is the possibility that any effects we find are
mediated by extreme climatic shocks during the lockdown period or by an idiosyn-
cratic alteration in the timing of the start of the dry season. Visual inspection of
the trends in cumulative hotspots (Figure 3.3.2) and fire counts (Figure 3.3.3) does
not lend full support to these alternative explanations. Indeed, the patterns for the
2020 fire season indicate spikes similar to earlier years prior to mid-March and an
unusual upsurge in hotspots during the Covid-19 lockdown. Also, 2020 was already
the third-highest fire season in the record as of 14 March 2020, having deviated from
the long-run historical mean since early-February, thereby reducing the likelihood
that the observed increase in March was solely due to a late dry season.

Our discussion of how and why Colombia’s Covid-19 lockdown might influence
deforestation, presented in Section 3.5, is based on secondary sources, interview data
and information obtained from research networks and key informants associated
with the interdisciplinary research project “BioResilience: Biodiversity resilience and
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Figure 3.3.2: Cumulative number of forest fires by year in Colombia, 2012-2020. Note:
95% Confidence interval around the historical mean shaded in grey. Source: NASA Goddard
Space Flight Center, Ocean Ecology Laboratory, Ocean Biology Processing Group, 2020.
Visible and Infrared Imager/Radiometer Suite (VIIRS)
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Figure 3.3.3: Daily number of forest fires by year in Colombia, 2012-2020. Source:
NASA Goddard Space Flight Center, Ocean Ecology Laboratory, Ocean Biology Processing
Group, 2020. Visible and Infrared Imager/ Radiometer Suite (VIIRS)
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ecosystem services in post-conflict socio-ecological systems in Colombia”*. Since 2018,
extensive socio-cultural fieldwork has been conducted in two areas representative of
two different socio-ecological systems in the central-eastern Andean mountain range:
the lowlands of the Middle Magdalena region (lowland rain forest merging with lower
montane (cloud) forest at higher altitudes, above 1500m) and the highlands of the
National Natural Park Chingaza.

3.3.2 Methodology

We first estimate “excess fires” over the lockdown period in Colombia covered in
this paper, that is, from 14 March 2020 until 28 May 2020. Our measure of excess
fires follows the methodology used to estimate excess mortality, a tool used in
epidemiology to describe the number of deaths exceeding what would have been
expected under “normal” conditions. Specifically, we use the methodology used
to calculate excess deaths due to Covid-19 by The Economist and the Financial
Times (for an overview, see Roser et al. (2020)), and adapt it to our purposes. Thus,
the number of excess forest fires, EF, during the lockdown period is calculated by
subtracting the mean number of fires, MF, during this same period between 2012 and
2019, i.e. 14 March-28 May, from the total number of fires observed, OF, between
14 March and 28 May, 2020:

EFiymarch-28May,2020 = OF1anarch-28May,2020 — M Franrarch-28May,2012-2019 (3.1)

Therefore, our first empirical approach simply compares the observed number of
fires against a historical average number of fires. As shown in Figure 3.3.2 and
Figure 3.3.3, however, 2020 deviated from the mean historical fire trend well before
the beginning of the lockdown, biasing this comparison upwards: cumulative fires
on 14 March 2020 were already in excess of the 95% confidence interval around
the long-run mean. Since this discrepancy could have been driven by idiosyncratic
climatic factors specific to 2020, such a comparison is only useful for descriptive
purposes, identifying this year’s fire season as anomalous with respect to prior ones.
Thus, the historical mean of fire trends is not a statistically-grounded counterfactual
for 2020 fire observations because it violates the foundational assumption of parallel
trends prior to treatment.

To account for this problem, we apply two further approaches, akin to difference-
in-differences, which compare the observed number of fires with a counterfactual
constructed to simulate the expected number of fires in the absence of Colombia’s
Covid-19 lockdown. Both methods have advantages over the use of the historical
average in terms of how the underlying distribution of the historical fire data is
treated and in accounting for pre-lockdown time trends in forest fires. Moreover,
both methods are geared towards the construction of a counterfactual that closely
tracks fire trends in 2020, thereby ensuring that fire trends for the treated and control
units are optimally matched for the whole pre-treatment period, conditional on the

4BioResilience Webpage.
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feasibility of said matching.

Our second approach is the SCM. First developed by Abadie and Gardeazabal
(2003), the SCM estimates an artificial counterfactual for the single treated unit
via a data-driven method that employs minimal assumptions on its underlying data
distribution. A synthetic control, our counterfactual, is a weighted average of the
available control units. The weights for these units are estimated by minimizing the
difference between the counterfactual and what was actually observed during the
pre-treatment period.

Following Modi et al. (2020), we construct the synthetic control unit for Colombia’s
2020 fire trends from a weighted average of fire trends in prior years. On the one hand,
by using historical time periods in a single country rather than multiple countries,
this procedure has the advantage of ruling out cross-country differences that cannot
be summarised by the predictors of choice (e.g. different structures of the forestry
sectors, differences in monitoring and enforcement, different timings of the wet and
dry seasons). On the other hand, it is possible that events specific to 2020, perhaps
not previously observed in the fire record, are entirely responsible for the deviation
of the actual trend from its synthetic counterfactual.

Another concern arises from the inspection of the time series used as outcome
variables. Indeed, as reported by Masini and Medeiros (2019), the SCM suffers
from issues of over-rejection of the null hypothesis of no effect when the data are
non-stationary, as is the case for the daily count of fire observations (Figure 3.3.3).
For this reason, we use the cumulative count of fire observations, rather than daily
fire counts, as our outcome variable.

To partially account for the issues connected to the data-generating process encoun-
tered with the SCM, we adopt the augmented SCM (ASCM, Ben-Michael et al.
(2021)). Our third approach addresses a concern about the SCM, namely that it
may not provide a meaningful estimate of excess forest fires if the trajectory of fires
in the synthetic control unit does not closely match the trajectory of the lockdown
treatment unit prior to the intervention (Abadie et al., 2015). In particular, we follow
Ben-Michael et al. (2021) and Cole et al. (2020) in implementing a ridge-regularised
outcome regression model to estimate and correct for the bias arising from discrepan-
cies in pre-intervention fit between the treated and synthetic units. Also, the ASCM
is able to describe dispersion around its point estimate by employing the “average
squared placebo gap”, which makes use of the standard leave-one-out SCM estimates
in calculating the SCM noise variance (Ben-Michael et al., 2021).

The synthetic and augmented synthetic controls are constructed by adapting the
methodology from Modi et al. (2020) and employ 2012-2019 data as the “donor pool”.
The number of pre-treatment days is T" = 73. We employ MODIS fire observations,
VIIRS Fire Radiative Power (FRP) and four lags of the dependent variable (n =
6) as predictors. Both approaches transparently report the observations receiving
non-zero weights in the construction of the artificial counterfactuals. For the SCM,
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the 2020 trends are reconstructed from a weighted combination of trends recorded in
2018, 2013 and 2016°. The ASCM algorithm allows negative weights to be placed on
donor observations thus making them slightly less interpretable. Nonetheless, 2018
and 2013 are again the most important fire seasons used in the construction of the
counterfactual, followed by 2019 and 2016°.

We perform two robustness checks on our country-level results. First, an in-time
placebo test (Abadie et al., 2010; Abadie et al., 2011; Abadie et al., 2015) for
both the SCM and ASCM, to check whether the optimisation algorithm provides
significant results in the absence of an intervention. If a test of no intervention
effects fails to reject the null hypothesis, then the method is poorly identified. We
impose a placebo lockdown on 19 February that ends on 13 March, letting the
matching procedure run up until 19 February. Second, we replicate the analysis
using Fire Radiative Power (FRP) as an alternative dependent variable. By mea-
suring the radiative intensity of fire hotspots, this outcome variable minimises the
possibility that our results stem from more frequent, but less intense, fire observations.

To test for the number of forest fires conditional on the presence of armed groups
in our regional analysis, data on the known locations of armed groups in Colombia
are digitally coded into our dataset from maps originally created in 2019 by the
Peace and Reconciliation Foundation (PARES). We focus on two of the main groups,
with broad geographic reach in Colombia: FARC-EP dissidents and the Gulf Clan
neo-paramilitaries (Figure 3.A.4).

Qualitative insights presented in Section 3.5 were generated from fieldwork involving
ethnographies, participant observation, interviews and workshops. Dialogue with the
inhabitants of the highlands as well as with those of the lowlands continued during
Colombia’s lockdown, via mobile phone and other electronic means. This dialogue,
though not initially motivated by our research question, gives clear local perspectives
on land-use change during the lockdown period, enabled by a high level of trust that
has been built between local people, including community leaders, and members
of the BioResilience research team. The BioResilience team is also embedded in
research and civil society networks across the country, which have generated insights
in other regions beyond the Andes, in particular, the Amazon. For security reasons,
key informants and stakeholders are not cited in the text unless their views have
already been made public, e.g. via NGO reports.

5This is reassuring because these three fire seasons have the largest numbers of fires in our dataset.
Hence, 2018, 2013 and 2016 are best-positioned to reproduce the 2020 season, respectively, receiving
weights of 0.508, 0.437 and 0.055. All the other years receive next-to-zero weights.

62019 is the fourth-highest fire year in the record, thereby validating the performance of the ASCM.
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3.4 Results

We provide exploratory, quantitative evidence for the unintended impact of Colom-
bia’s lockdown on forest fires, beginning with our results for all of Colombia. The
actual time series of cumulative fire observations in 2020 is examined vis-a-vis the
2012-2019 historical mean, the synthetic control counterfactual and an augmented
synthetic control estimated via a ridge regression in the pre-treatment period.

As noted in Section 3.3, the historical mean does not represent an adequate coun-
terfactual for 2020 fire trends. Indeed, even if the 2020 series is located in the 95%
confidence interval around the mean up until February (see Figure 3.3.2), the trends
diverge from January onwards, and exhibit fundamentally different slopes at the
start of the treatment in mid-March. Thus, any comparison that uses the historical
mean as a counterfactual substantially overestimates the upsurge in 2020 fires, as
evidenced in Figure 3.4.1, which shows the results of our country-level analysis.

The historical average is shown by the dotted line in Figure 3.4.1 while the counter-
factual fire trends generated by the SCM and ASCM are shown by the black and
blue dashed lines, respectively. The lines generated by the SCM and ASCM clearly
improve upon the simple historical mean. Indeed, these two fire trends are much
more closely matched to actual fire observations (line shaded red) in 2020, up until
14 March, than the historical average. After 14 March, they diverge dramatically
thus indicating evidence of a clear upsurge in cumulative daily fires. Note that
the 95% confidence interval around the augmented synthetic control, shaded grey
in Figure 3.4.1, does not overlap with the 2020 actual series, thus identifying a
statistically significant divergence of the 2020 fire season from weighted combinations
of previous years’ fire rates.

As of 28 May, the discrepancy between the actual 2020 fire season and its synthetic
counterfactual totals 35,212 fires, a number that falls to 13,019-52,781 (the point es-
timate is 32,900) with respect to the augmented synthetic control. Notably, 80.4% of
this difference (28,396 fires) is recorded within 1 month from the closure of the border
with Venezuela (58.6-84.6% or 7,631-44,661 fires when employing the ASCM, with a
point estimate of 78.7% or 25,894 fires), which indicates either that the lockdown
created particular incentives to start forest fires and/or that specific climatic condi-
tions have postponed the fire season to coincide precisely with the period of lockdown.

Our two robustness checks provide support for our country-level results. First, the
in-time placebo test results, shown in Figure 3.4.2, suggest that both the SCM and
ASCM fail to identify an upsurge in fires coinciding with the placebo lockdown
period, between 19 February and 13 March, thereby validating our SCM and ASCM
procedures. Second, results from replicating our analysis using Fire Radiative Power
(FRP) as an alternative dependent variable (Figure 3.B.1) are consistent with those
in Figure 3.4.1.

Figure 3.4.2 suggests that we are almost certainly capturing the pre-lockdown trend
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Figure 3.4.1: Actual series, historical mean, SCM and ASCM, for all of Colombia. Note:
95% Confidence Interval around the ASCM series shaded in grey.
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Figure 3.4.2: In-time Placebo Test for SCM and ASCM, with lockdown beginning on 19
February 2020. Note: 95% Confidence Interval around the ASCM series shaded in grey.
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correctly. Yet, we remain somewhat cautious about our results in Figure 3.4.1 due
to the non-stationarity caveats raised by Masini and Medeiros (2019) and the un-
availability of climatic data. Thus, we cannot completely discount the possibility
that our results, while robust and significant, could be plagued by oversized tests
of no intervention effects or, unlikely as it may seem, mediated by extreme climatic
events coinciding with the lockdown.

Although the cumulative number of fires has increased across the whole of Colombia,
this fire surge is heterogeneous across regions and by presence or absence of armed
groups. Results are generated by region with a focus on the two of the most biodiverse
regions for which we also have qualitative insights: Amazon and Andes. Because
their national-level command structures are not known with certainty, we consider
the presence or absence of one or both of the FARC-EP dissidents and the Gulf
Clan neo-paramilitaries at the regional scale. Note that due to the possibility of
unobserved confounders, the following results should be interpreted as showing the
extent to which the presence or absence of armed groups is correlated with forest fires.

The Amazon region, which is not naturally fire-prone, experienced an upsurge in
forest fires during the process of lockdown (Figure 3.4.3). We observe militarised
municipalities controlled by FARC-EP dissidents and municipalities where no known
presence of FARC-EP dissidents or Gulf Clan neo-paramilitaries is recorded in our
dataset”. Municipalities controlled by FARC-EP dissidents exhibit significantly higher
fire trends during the lockdown with respect to the synthetic (3,163 more fires as
of 28 May) and augmented synthetic (3,078-3,493 more fires) controls (Figure 3.4.3a).

The contribution of the first month of lockdown to the fire upsurge in the Amazon
is even starker than that for the whole country, accounting for 93.8% and 94.7%
(the point estimate) with respect to the SCM and ASCM, respectively. Interestingly,
and in contrast to the whole country, the fire upsurge begins to manifest after the
government’s announcement of a national quarantine on March 20, and levels off
once the quarantine took effect, after 24 March. A significant upsurge in fires, even if
more contained, is also observed in municipalities where neither FARC-EP dissidents
nor Gulf Clan neo-paramilitaries are known to be present. From Figure 3.4.3b,
the lockdown resulted in 672 and 427-923 more fire hotspots with respect to the
SCM and ASCM, respectively, again primarily in the first month of lockdown and
especially after the announcement of the national quarantine.

In the Andes (Figure 3.4.4), both FARC-EP dissidents and the Gulf Clan are present
in some but not all municipalities, and sometimes together in the same municipali-
ties. Municipalities solely controlled by FARC-EP dissidents do not show significant
increases in fires (Figure 3.4.4a). Here, the improved performance of the SCM
and ASCM with respect to the simple historical mean is apparent and protects
us against a false positive result. The ASCM, in particular, shields us against a

"Two municipalities are controlled by the Gulf Clan, as can be seen in Appendix Figure 3.A 4,
but their cumulative fire count never exceeds 60 between January and June 2020. Therefore, we
exclude them from the dataset.

131



Chapter 3 Colombia’s Covid-19 Lockdown and Forest Fires

14000 Venezuelan Border Closure ; | | National Quarantine.
12000 Quarantine Announcement ./ |
@ R
{T 10000 |k i i i i i
o Vo
= 8000 Lo
% I I 1
£ 6000 Lo
> 1 [
O 1 I 1
.(i I I 1
8 2000 .
1 I 1
I I 1
0 1 I 1
0 50 100 150
Days, since January 1st
(a) Areas with FARC-EP dissidents.
Venezuelan Border Closure ; | | National Quarantine
3500 Quarantine Announcement ./ |
(D I
g 3000
(I
© 2500
=
B 2000
g
> 1500
O
21000
©
(@]
500
O L
0 50 100 150
Days, since January 1st
= Actual + Historical Average
Legend _ Augmented Synth = Synthetic

(b) Areas with no known presence of FARC-EP dissidents or Gulf Clan neo-
paramilitaries.

Figure 3.4.3: Results for the Amazon region, conditional on armed group presence. Note:
95% Confidence Interval around the ASCM series shaded in grey.
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biased interpretation of the differences in trends between the actual series and the
synthetic counterfactuals via the calculation of a 95% confidence interval. As shown
in Figure 3.4.4b, the 95% confidence interval does not overlap with the actual trend
during the first month of the lockdown, suggestive of a significant fire upsurge in
municipalities controlled by the Gulf Clan. By 28 May, however, the observed 2020
rates are comparable with weighted combinations of previous years’ fire seasons.
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Figure 3.4.4: Results for the Andes region, conditional on armed group presence. Note:
95% Confidence Interval around the ASCM series shaded in grey.

Andean municipalities that register the compresence of FARC-EP dissidents and the
Gulf Clan neo-paramilitaries experienced an upsurge in fires, which is both dramatic
and significant (Figure 3.4.4c), albeit on a much smaller scale than the increases
observed in the Amazon. Here, the null hypothesis of no lockdown effects is rejected
in favour of the alternative of an increase accounting for 412—-658 more fires with
respect to the ASCM as of 28 May.

There are Andean municipalities that have no known presence of either the Gulf Clan
or the FARC-EP dissidents, at least according to our dataset (Figure 3.4.4d). The
ASCM improves significantly upon the SCM and guarantees a good pre-treatment
fit. We identify a zero effect from the lockdown in driving up fire rates, with the
actual series sitting within the 95% confidence interval around the ridge-augmented
synthetic counterfactual.

The other regions (Caribbean, Orinoco, Pacific), the results of which are shown in
Section 3.B, display heterogeneity in terms of forest fire trends. In the Caribbean
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region, the presence of either the Gulf Clan alone (Figure 3.B.2a), or in combina-
tion with FARC-EP dissidents (Figure 3.B.2b), is correlated with an upsurge of
forest fires during the lockdown, although the counterfactuals are subject to wide
uncertainty when we consider the 95% confidence interval around the ASCM fire
trends. Interestingly, the patterns observed in the Caribbean are, to some extent,
also observed in the Orinoco (Figure 3.B.3b). The presence of FARC-EP dissidents
alone is, similar to the Andes (Figure 3.4.4a), not associated with a fire upsurge
(Figure 3.B.3a). Yet, municipalities where neither FARC-EP dissidents nor the Gulf
Clan are known to be present (Figure 3.B.3d), appears to be associated with a huge
fire upsurge (4,712 to 6,501 fires with respect to the ASCM as of 28 May). The Gulf
Clan is omnipresent in the Pacific (Figure 3.B.4) and similar to the Caribbean and
Orinoco regions, this particular armed group is associated with an upsurge of fires
during the lockdown.
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3.5 Discussion

In this section, we discuss how and why the Covid-19 outbreak in Colombia and
its lockdown might relate to the particularly large and significant upsurge of fires
observed in early-2020. We begin with a number of general, possible mechanisms be-
fore exploring those that might help explain spatial heterogeneity in our econometric
results with respect to the Amazon and Andean regions, and the role of armed groups.

The Covid-19 outbreak is likely to have had the general effect of reducing individuals’
incentives to travel and interact with other people, thus changing behaviour. A
mandatory lockdown goes a step further by imposing a potential cost on individuals
if moving around and interacting with other people breaks any laws punishable by,
e.g. fines. In Colombia, people increasingly became less mobile after 14 March even
though the national, mandated lockdown (“national quarantine”) did not come into
effect until 25 March. After 24 March, mobility actually began picking up again.

Further costs are imposed when lockdowns reduce jobs and incomes. If this reduces
the ability or willingness to purchase commodities, such as timber and beef, at given
prices, then any resultant fall in demand could help alleviate pressure on forests. As
of June 2020, the effects of the Covid-19 pandemic on commodity markets appear to
have been mixed (Mongabay, 2020). If lockdowns prevent farmers and other actors
from clearing forests, e.g. for new cattle pastures, this may also reduce pressures on
forests, at least in the short term.

Our econometric results suggest that the opposite happened in Colombia, indeed
that the lockdown may have even increased incentives to start fires illegally. This
could occur if there is a fall in the cost of getting caught due to weaker forest law
enforcement, especially in forest areas where governance is already fragile. Reports
of weakening law enforcement in Latin America’s forests since the Covid-19 outbreak
began (e.g. British Broadcasting Company (BBC), 2020; FCDS, 2020a; El Pais,
2020) suggests the possibility that the behaviour of Colombia’s enforcement agencies
might have changed in response to the outbreak and/or lockdown.

We found that Colombia’s lockdown is associated with an upsurge in forest fires
between 14 March and 24 March, that is, before the start of the national quarantine
yet during the period when people were less mobile. Just after the announcement
of the national quarantine on 20 March, both the Chief Prosecutor’s Office and
the regional environmental agencies strictly limited or stopped their officials’ field
visits, including to deforestation hotspots, not only to protect themselves but also to
shield local communities. The armed forces and other agencies involved in Operation
Artemisa partially suspended their operations against deforestation, although it is
likely that this suspension occurred before the Covid-19 outbreak given that the last
known, reported operation took place in October 2019. Also, the suspension was
apparently motivated by criticism of Operation Artemisa from civil society and the
media as well as a new focus on the forced eradication of coca in the Inter-Andean
forests (see below).
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Along with the possibility that the upsurge of forest fires occurred due to a slowdown
of state enforcement, there are a number of alternative explanations. First, forest
fires might have been started by farmers and landless people in anticipation of being
locked down under the national quarantine. Second, the period after 14 March
was already a time when the attention of the media (and government) was focused
exclusively on the pandemic. Although plausible, we have little further information
on these two explanations and hence, focus our discussion below on a third possible
explanation, namely the mobilization of armed groups. In parts of the Colombian
Amazon region, where the state already had a limited presence, armed groups and
criminal networks, described by local environmental organisations as “land grabbers”
and “mafias come bosque” (forest-devouring mafias) (Krause, 2019), took advantage
of the lockdown to strengthen their territorial control and expand their activities,
particularly forest-based ones (FCDS, 2020b). The underlying motivation of the
armed groups and criminal networks was to profit from deforestation and generate
income, e.g. from cattle ranching. Yet, our econometric analysis suggests that the
upsurge in fires in the Amazon, which occurred at around the same time as the
slowdown in state enforcement activities, was similar regardless of whether or not
municipalities were under the control of FARC-EP dissidents. But as we lack data
showing the location of municipalities controlled by criminal networks, we cannot
evaluate whether, in municipalities where FARC-EP dissidents were absent, the fire
upsurge might be correlated with any of these criminal networks.

That FARC-EP dissidents have strengthened their territorial control and influence
in the absence of effective government control in the Amazon region, have expanded
to new areas of the Amazon and have taken advantage of the lockdown to “burn the
jungle”, is increasingly well-documented (Semana Sostenible, 2020). The National
Natural Parks System temporarily closed all its parks on 16 March 2020 but in
February, before the lockdown, FARC-EP dissidents forced the government to remove
its rangers from a number of parks in the Amazon (FCDS, 2020a). Also, reports
suggest that, pre-lockdown, FARC-EP dissidents collaborated with other actors to
occupy and clear forest in La Macarena National Park, and local people in forest
reserve areas were coerced by FARC-EP to cut or burn down large forest areas for
the expansion of cattle ranching and coca production. Such activities are known to
have continued during the lockdown.

The tightening of control by armed non-state actors in the Colombian Amazon has
made it more difficult for civilian government agencies and NGOs to operate in the
region. For the first time, FARC-EP dissidents have threatened the Amazon Vision
programme — the Colombian government’s programme for sustainable development in
the Amazon — as well as a number of other developmental and environmental actors,
including NGOs and agencies affiliated with international development schemes.

Our econometric results for the Andes are heterogeneous. In some areas, the forests

were unaffected, either by logging or fire, particularly in municipalities where neither
the Gulf Clan nor the FARC-EP dissidents had control, for example, in the highland
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Andean forests of Cundinamarca. In this part of the high Andes, the local authorities
closed the inter-municipal roads during the lockdown thus interrupting the trans-
port of cargo products, except for food, fuels and medicines. Affected commodities
included timber, mined extractives such as sand, limestone, and coal, and other
resources pertaining to the construction sector, which often involve dredging or
grinding of the Andean mountains.

Municipalities in the Andes controlled by the Gulf Clan, particularly those controlled
by both the Clan neo-paramilitaries and FARC-EP dissidents, experienced a sharp
and significant increase in fires during the lockdown. Whether these two groups were
in conflict or working with one another is unclear. Beyond these two groups, there
are also other armed groups implicated in the starting of fires. For example, the
municipality of Puerto Boyacd (Figure 3.B.5) has a long history of being militarised®
and was partially abandoned by the government after 2016. Since 2016, organized
criminal networks, along with the Gulf Clan neo-paramilitaries, have been in dispute
over control of Puerto Boyacd. An important transit zone for drug trafficking in the
lowland Andean forests, the national army entered Puerto Boyaca in early-April 2020
to carry out operations to eradicate coca crops and dismantle cocaine laboratories®.
Forced eradication involved burning part of the surrounding forest, a process that
has occurred in other coca growing areas in the Inter-Andean forests.

)

8Puerto Boyacé hosted a government-sponsored experiment, a “laboratory of military operations’
during the 1980s, in an effort to deprive the FARC-EP of territorial control by using paramilitary
groups. This model was exported to other parts of the county, and is known as the Puerto Boyaca
paramilitary model. Throughout the 1990s, this model was expanded to other Colombian regions.
New paramilitary blocs were established, which incriminated civilians, accusing them of being
guerrilla collaborators, perpetuating massacres on this basis, and exercising control over the local
economy.

9This occurred without consultation with, or participation of, local people or their organizations.
Part of the 2016 peace agreement between the Colombian government and FARC-EP includes
a right granted to local people to participate in voluntary programmes to eradicate illicit crops.
However, during the lockdown the government preferred to focus its efforts on the forced eradication
of illicit crops without the involvement of local people.
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3.6 Conclusion

In the context of what is a rapidly developing situation in Colombia, our study is
an early contribution regarding whether and how a common policy response to the
Covid-19 outbreak, namely the lockdown, influences forest fire rates. Our econometric
analysis clearly exposed the abnormality of the March-May 2020 fire season. Indeed,
the maximum spike in fire observations in Colombia is usually observed around
January-February, a trend from which 2020 does not diverge. Yet, as our results
show, the 2020 fire season exceeds the intensity of the fire seasons in the previous
8 years by a significant and alarming amount. Although fires occur naturally in
some of Colombia’s ecosystems, such as those in the Caribbean and Orinoco regions,
this upsurge generated additional carbon dioxide emissions and could be potentially
detrimental to biodiversity. Moreover, damaged and degraded forests are associated
with an increased risk of future virus spillovers (e.g. Olivero et al., 2017; Rulli et al.,

2017).

The public policy implications of the fire upsurge will become clearer as time passes.
That said, it is already clear that an increase in carbon dioxide emissions may make
it harder for Colombia to meet its ambitions to reduce emissions from deforestation
and forest degradation (REDD+). Other policy implications will emerge with further
research. First, future work should be able to confirm whether our results hold with
the inclusion of climatic data, as and when such data become available. Alternative
explanations for the upsurge could also be evaluated, including the fact that the
upsurge occurred while the country was preoccupied with the pandemic and the
possibility that forest fires were started in anticipation of being locked down. The
question then is who might have started these fires. We conjecture that it is likely
to have been the same actors who were implicated in activities that involved the
burning of forests prior to the Covid-19 outbreak. This includes poorer farmers and
the landless—whether they had agency or not—but also larger landowners, criminal
networks and armed groups.

From our regional analysis, territories controlled by the Gulf Clan neo-paramilitaries,
either alone or with FARC-EP dissidents, experienced a significant increase in fire
rates during the lockdown. This analysis could be improved with detailed data
on the Clan, along with other armed groups, criminal networks, assorted mafias,
and their activities. The involvement of some of these groups in the production of
high-value commodities, like beef and cocaine, is likely to be central to incentivising
forest clearing behaviour. Such incentives could be boosted by reduced government
capacity to monitor and enforce the rules against illegal fire-setting. The Colombian
government prior to the lockdown not only monitored fire hotspots and deforestation
but also the armed groups themselves. Thus, if lockdown-induced reductions in the
government’s monitoring and enforcement capacity has played a role in increasing
the incentives of armed groups to clear forest, it is imperative that such capacity is
reinstated when the Covid-19 outbreak recedes.
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