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Abstract

Economic complexity indicators, which aim to infer the knowledge and capabilities within
countries and regions, have become increasingly prominent in the economic geography lit-
erature, as well as on policy recommendations across several different geographical and
socioeconomic contexts. Such applications often lack a critical understanding of what eco-
nomic complexity encompasses and its applicability to different contexts. It is therefore
crucial to understand what economic complexity captures, and where and when it should
be applied, as well as to have a more grounded understanding of its conceptual short-
comings. This thesis contributes towards closing this gap in the literature and provides a
critical evaluation of the economic complexity concept and measure for regional economic
development. Structured along four chapters, the thesis provides, firstly, a critical survey
of the economic complexity literature and explores the export-based complexity index at
the country-level – this is the basis for the next chapters, which address key empirical
issues. Moving to the sub-national level and using employment data, the second chapter
explores occupation complexity across Portuguese municipalities – here, we analyse the
applicability of the economic complexity index to occupation and industry data and ex-
plore the policy lessons and implications for regional growth and development. The third
chapter focuses on export-based economic complexity and natural resource dependence,
where we investigate what the index captures in countries with a very high dependence on
oil and whether it is associated with economic growth, with a focus on the Gulf Cooperation
Council countries. Lastly, the fourth chapter provides an exploratory empirical analysis,
with a focus on the links between economic complexity, education and economic growth
across countries, followed by a concluding reflection on the thesis findings. Overall, this
thesis provides evidence that economic complexity indicators capture distinctive aspects
across different geographical levels and types of data, unlike what some of the existing
literature implies. Our findings call for more caution in empirical work, particularly for
policy-making purposes – the definition of economic complexity across applications to dif-
ferent types of data and to unique socioeconomic contexts should be carefully considered,
and any economic development policy based on this top-down indicator crucially requires
consideration of local conditions.
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Introduction

For many decades, scholars have tried to understand and explain economic development
across countries and regions, pointing to the importance of division of labour and trade,
technological change and innovation, human capital and knowledge, economic and indus-
trial structure, among other factors. Over the years, with improvements in computational
capacity and more sophisticated tools, new indicators have emerged aimed at helping us
better understand the process of economic growth and development over time.

The Economic Complexity Index (ECI) was first introduced over a decade ago by Hidalgo
and Hausmann (2009), as a new way of measuring the knowledge available within a coun-
try, inferred from the products it exports competitively. Since its introduction, economic
complexity has become increasingly prominent in research investigating the development
of countries and regions, and has been applied across several geographic and development
contexts. Moreover, the method has been applied to different types of data well beyond
exports, including patents and employment.

To provide evidence of this, Figure 1 shows the evolution of work published containing the
term “economic complexity” in the title, abstract or keywords from 2000 to 2022, showing
an exponential increase in recent years.1 The keywords that most come up in these papers
are “economic development” and “economic growth”, followed by words related to the
environment such as “carbon dioxide”, “sustainable development” and “renewable energy”,
particularly as researchers moved towards looking at how economic complexity is linked
with pollution and other environmental outcomes in recent contributions.

Despite this increased interest, many empirical applications lack a critical understanding
of what economic complexity measures and its applicability to different contexts. It is
therefore crucial to assess what economic complexity captures, and where and when it
should be applied, as well as to have a more grounded understanding of its conceptual
shortcomings. Structured along four main chapters, this thesis contributes towards closing
this gap in the literature and provides a critical evaluation of the economic complexity
concept and measure, with a focus on regional economic development.
1Own elaboration using data from Scopus.
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Figure 1: Publications with “economic complexity” in title, abstract or keywords over time

Chapter overview

There are four closely related chapters in this thesis. They each depart from the broad
motivation presented here and address different aspects about the Economic Complexity
Index that are not fully understood. The chapters investigate, firstly, the theoretical
foundations at national and sub-national levels of research and the main critical drawbacks
of the economic complexity literature; secondly, what the ECI captures when applied to
a single country at the sub-national level, and whether occupation data can address some
of the drawbacks of other types of data used in complexity measures; thirdly, whether the
ECI works in countries that are highly dependent on natural resources, in particular oil;
fourthly, whether economic complexity captures something beyond education levels when
it comes to explaining economic growth across countries. To do so, Chapters 1, 3 and 4
rely on the same country-level dataset, focusing on complexity measures built from world
export data, while Chapter 2 relies on employment data, focusing on the sub-national level
for the case of Portugal. These chapters are followed by a final conclusion reflecting on the
evidence provided in the thesis and highlighting key areas for future research.

2



Chapter 1 – Economic complexity: A critical survey

The first chapter provides a critical survey of the economic complexity literature and
explores the export-based complexity index for countries. Despite increasing popularity,
research on a theoretical level on what the economic complexity measure captures, and
how or where it should be applied is still lacking. This chapter takes a step towards
filling this gap. First, we situate economic complexity within the theoretical literature,
both at the national and regional levels. Second, we introduce the methodology and
examine the empirical literature to date. Third, we conduct exploratory data analysis,
focusing on economic complexity across countries, calculated from export data from the
Observatory of Economic Complexity, along with several additional variables to understand
what this measure is capturing. Finally, we identify the current drawbacks in economic
complexity, as well as its contribution to the wider literature and our understanding of
regional development. We argue that, while the notion of economic complexity provides
new and advanced methods, it still suffers from important drawbacks in three broad areas,
relating to conceptualisation and theory, data and methodology, and empirical research.
This chapter also provides some grounding to the following chapters, which address key
empirical issues.

Chapter 2 – Economic complexity & employment in Portuguese municipalities

Moving to the sub-national level and using employment data, the second chapter explores
occupation complexity across Portuguese municipalities – here, we analyse the applicab-
ility of the economic complexity index to occupation and industry data and explore the
policy lessons and implications for regional growth and development. While the ECI has
been applied to several types of data (including exports, patents and industries), we argue
that the use of occupations is likely to help overcome some of the drawbacks of current
applications at the sub-national level. However, more work is needed in conceptualising
and interpreting occupation-based ECI measures. To move in this direction, we apply
the methodology to a network connecting municipalities to occupations, derive occupa-
tional diversity and ubiquity, and get a ranking and level of complexity. Focusing on
308 Portuguese municipalities, from 1985 to 2019, we investigate how complexity evolves
over time and look at the association between complexity measures and regional outcomes
such as employment growth, through panel data analysis. Following this, we explore how
occupation-based complexity relates to the task-based approach to labour markets, as well
as to complexity measures based on employment industries. The empirical analysis shows a
negative association between both economic complexity measures and employment growth,
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though any association disappears once we control for initial employment levels, suggesting
this link may be simply reflecting convergence mechanisms. While discussing these results,
we suggest that occupation and industry-based ECI measures in this context may be re-
flecting specialisation patterns too strongly, without necessarily reflecting the underlying
‘capabilities’ within a municipality.

Chapter 3 – Economic complexity, exports & natural resources in the GCC

The third chapter focuses on export-based economic complexity and natural resource de-
pendence, and we investigate what the index captures in countries with a very high de-
pendence on oil and whether it is associated with economic growth, with a focus on the
Gulf Cooperation Council (GCC). The applicability of the ECI method and concept across
different contexts has remained unquestioned in existing literature. In particular, we argue
that the unique characteristics of natural resource dependent countries are largely disreg-
arded. Using the ECI for 179 countries from 1995 to 2019, we focus on the case of the
Gulf Cooperation Council countries, generally considered high-income economies heavily
reliant on oil and natural gas exports. While we find that the link between the ECI and
subsequent economic growth observed across countries holds for the GCC and other oil-
dependent countries, our analysis exposes important ways in which the ECI is affected by
the high dependence on oil and its price volatility. Contrary to existing literature, we found
no association between economic complexity and economic growth within countries over
time. Our analysis calls for more caution when relying on economic complexity measures
for policy-making, and highlights the need for additional and more granular analysis of
different contexts, particularly those heavily reliant on natural resources.

Chapter 4 – Economic complexity, education & economic growth

Lastly, the fourth chapter is more exploratory than the previous ones, providing a con-
cluding empirical analysis focused on the links between economic complexity, education
and economic growth across countries. Education has long been recognised as a key driver
of economic growth and development across countries. At the same time, the proponents
of the ECI argue that economic complexity can go beyond long-standing education vari-
ables in explaining future economic growth, as it captures productive knowledge within
economies, rather than how much of the same knowledge individuals acquired in school
(Hausmann et al., 2014b, p. 36). To test this hypothesis, this chapter investigates whether
initial economic complexity levels can explain future economic growth better than educa-
tion variables, such as years of education and schooling attainment. Our preliminary results
show that education measures have a stronger predictive power than economic complexity
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in explaining both short- and long-term economic growth across countries. Importantly,
this suggests that we should not overlook simpler variables such as education or other key
determinants of economic development, particularly for policy purposes.

Overall, this thesis provides evidence that economic complexity indicators capture dis-
tinctive aspects across different geographical levels and types of data, unlike what some
of the existing literature implies. Our findings call for more caution in ECI applications,
particularly for policy-making purposes – the definition of the ECI across applications to
different types of data and to unique socioeconomic contexts should be carefully considered,
and any economic development policy based on this top-down indicator crucially requires
consideration of local conditions.
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Chapter 1

Economic complexity: A critical survey

1.1 Introduction

In the last decade, a group of scholars introduced the Economic Complexity Index. Ac-
cording to this concept and methodology, the knowledge a country has, inferred from the
products it makes, can predict its future economic growth (Hidalgo & Hausmann, 2009).
As described by Hausmann et al. (2014b), countries with higher economic complexity
levels can bring larger volumes of knowledge together, across broader networks of people
to generate a larger number of more knowledge-intensive goods. In contrast, countries with
lower economic complexity levels have more limited knowledge bases and produce fewer
and simpler goods.

Since its introduction, economic complexity has become increasingly prominent in research
investigating the development of countries and regions, and has been applied to several con-
texts, from broad cross-country analyses to sub-national EU regions’ smart specialisation
strategies. This is sometimes done with limited consideration of socioeconomic or devel-
opment contexts.

Despite increased popularity among social scientists, several aspects related to the ECI
have yet to be fully grasped. Specifically, we need to understand whether it is in fact a
novel approach to understanding economic growth and, if so, whether the methods deliver
what we want to measure. Critiques so far consist of technical papers (e.g., Mealy et al.,
2018b; Tacchella et al., 2012), focused exclusively on the methodology, while assessment
of the usefulness and legitimacy of this measure for social sciences is still lacking.

To take a step in this direction, this chapter does three things. First, it situates economic
complexity alongside theories of economic development, both in national and regional con-
texts. Here, we question the originality of economic complexity as a novel explanation of
economic growth at both geographical levels. Second, it examines the empirical literature
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to date, at cross-country, national and sub-national levels. Third, it presents an explor-
atory analysis using data from the Observatory of Economic Complexity. With the two
latter points, the chapter challenges the widespread and uncritical use of this measure to
understand economic growth and capabilities.

We argue that, while the notion of economic complexity provides a new and advanced
method, which allows us to identify countries’ and regions’ competences through the lens
of the activities they are able to perform competitively, it still suffers from important
drawbacks in three broad areas, relating to theory, data and methodology, and empirical
applications.

This chapter makes two contributions. On a theoretical level, it brings much needed
scrutiny to an increasingly popular measure. On a practical level, the chapter identifies
the current drawbacks to set research priorities towards understanding whether and when
economic complexity is useful to understand economic growth and development.

The rest of the chapter is organised as follows. Section 1.2 introduces the intuitive idea
behind economic complexity and reviews the relevant existing theory, at both national
and regional levels, to place economic complexity in context. Section 1.3 outlines the
methodology, followed by empirical applications to date in Section 1.4. Section 1.5 presents
the exploratory data analysis, using country-level data. Section 1.6 provides a discussion
on the current challenges and the contribution of economic complexity to the literature,
followed by a conclusion and thesis roadmap in Section 1.7.

1.2 Understanding economic complexity

1.2.1 What is economic complexity?

The concept of economic complexity and the associated ECI were first introduced by
Hidalgo and Hausmann (2009) as a tool for measuring the knowledge in a society. They
suggested that it is possible to infer the amount of ‘capabilities’ or ‘knowledge’ in a country
by looking at the products it makes, through a network-based method borrowed from the
natural sciences. While methodologically advanced, this approach, and the terms used
by its proponents to describe it, remain somewhat abstract. This section introduces the
intuition and ideas behind the ECI, as portrayed in the literature, to guide the theoretical
grounding.

The authors start from the two-mode network connecting countries to the products they
export competitively, and assume that this two-mode network is part of a larger, un-
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observed, three-mode network connecting countries to the capabilities they possess and
products to the capabilities they require, as illustrated in Figure 1.1. The intuition is that
if one country is able to make a product, it must have the capabilities that are needed to
produce it. Even though we cannot identify those capabilities (i.e., the network on the
right panel), we can see which countries can make what products (i.e., the network on the
left panel).

Figure 1.1: Schematic representation of the two-mode and three-mode networks

Source: Hidalgo and Hausmann (2009), own drawing.

In order to define capabilities (used interchangeably with knowledge), Hausmann et al.
(2014b) distinguish between codified knowledge, which they argue can be more easily
transmitted, and tacit knowledge, which cannot be easily communicated or transferred.
The authors argue that tacit knowledge and countries’ ability to combine and share it are
at the heart of differences in economic development, as it is hard for other countries to
replicate – an idea that is far from new. Furthermore, in order to perform certain activities,
individuals need to hold pieces of knowledge that are coherent among each other. These
“modularised chunks of embedded knowledge” are what the authors coin ‘capabilities’,
and can be at the individual level, grouped within an organisation, or across networks of
organisations (Hausmann et al., 2014b, p.16).

Intuitively, if a country is able to export a specific pharmaceutical product competitively,
it is assumed that it can combine several pieces, or ‘capabilities’, including for example,
chemical engineering, laboratories and legal capacity that allow them to do so. These
capabilities all need to be present, they complement each other, and they are likely to
involve both codified and tacit knowledge components.

As described by Hausmann et al. (2014b), the economic complexity of countries is an
outcome-based measure, expressed in terms of their productive structures. From the two-
mode network, two variables are calculated – diversity and ubiquity. Diversity refers to the
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number of products that a country exports competitively, which the authors argue can be a
crude proxy for the variety of capabilities available in a country (Hausmann et al., 2014b).
Intuitively, this means that if a country is able to make a larger number of products (i.e.,
is more diversified), it has a higher number of capabilities. Ubiquity refers to the number
of countries that are able to export a product competitively, and can provide an indication
of the variety of capabilities required by a product (Hausmann et al., 2014b). In practical
terms, if a product is exported by a large amount of countries (i.e., it is more ubiquitous),
it should require fewer and more widely available capabilities.

Since each of these variables alone is an imperfect measure of complexity, diversity and
ubiquity need to be combined. Thus, the ECI is constructed by using diversity to adjust
the information carried by ubiquity, and ubiquity to adjust the information carried by
diversity, repeating this iteratively (Hausmann et al., 2014b). As an illustration of why
these two variables are corrected using each other, we can think about the example of
diamonds – they are produced by few countries (i.e., have low ubiquity) because they are
rare, thus it is a matter of geography or luck. The intuition behind this iterative mechanism
is that if diamonds were complex, countries producing them should also be able to make
other complex products; however, this is not observed (Hausmann et al., 2014b).

Overall, countries with higher economic complexity levels are those that bring many pieces
of knowledge together, across large networks of people and generate a diverse mix of
knowledge-intensive products. In contrast, countries with low economic complexity levels
tend to hold fewer pieces of knowledge, have more limited networks of people and make
fewer and simpler goods (Hausmann et al., 2014b).

The implications of having higher or lower economic complexity levels are two-fold. First,
Hidalgo and Hausmann (2009) showed that the ECI correlates with income per capita
across countries and can predict future economic growth. Second, due to path depend-
ence, current economic complexity levels shape the possibilities and incentives for future
development of capabilities. As described by Hausmann and Hidalgo (2010), the returns to
accumulation of new capabilities is higher for high complexity countries, that already pos-
sess a large number of capabilities, than for low complexity countries. This occurs because
countries with lower complexity have fewer capabilities, are able to produce fewer goods,
and will have little incentives to develop additional capabilities, since these are unlikely to
complement, or derive from, existing ones or to be useful for the production of new goods
(Hausmann & Hidalgo, 2010).
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1.2.2 Theoretical grounding I: National level

The ideas behind the economic complexity index, as originally introduced, relate first and
foremost to country-level theories of economic development. The proponents draw on
Adam Smith’s division of labour and specialisation and the idea that “development is as-
sociated with an increase in the number of individual activities and with the complexity
that emerges from the interactions between them” (Hidalgo & Hausmann, 2009, p.1). Fur-
thermore, the authors relate the ECI to trade theory and comparative advantage models,
highlighting the importance of the structure of the product space and the path depend-
ence it creates (Hausmann & Klinger, 2007). More recently, Balland et al. (2022) also
linked economic complexity with knowledge and technology, in particular the importance
of new combinations of existing ideas in developing inventions, previously emphasised by
Weitzman (1998) and Fleming and Sorenson (2001). Nevertheless, the idea at the heart
of economic complexity is far from new and relates to existing theory well beyond the
one its proponents drew upon. As a result, this sub-section focuses on key theoretical
contributions at the national level and how they relate to economic complexity.

Classical and dynamic legacies

As described by Hidalgo and Hausmann (2009), Adam Smith emphasised the role of the
division of labour, increasing productivity and demand. Smith argued that economic pro-
cesses are shaped by continued development that stems from the introduction of new
technologies, and emphasised the key role of the economics of knowledge in this process
(Smith, 1776; Antonelli, 2008a).

Antonelli (2008a) described Marshall as a key contributor to the ‘dynamic legacies’, follow-
ing Adam Smith. In particular, Marshall elaborated on Smith’s legacy to further introduce
the complexity of structural change, characterised by the interaction between specialisa-
tion and technological change and leading to a growing heterogeneity of firms in a context
of increased variety and complementarity (Marshall, 1890; Antonelli, 2008a). Moreover,
Marshall highlighted the collective character of technological knowledge, which makes co-
location crucial, and where various agents contribute complementary bits of knowledge.
Finally, he introduced the idea of knowledge externalities, which he argued play a central
role for firms, and are a key input for the generation of new knowledge – thus, identifying
the knowledge generated by firms both as an output and as an input in economic processes
(Marshall, 1890; Antonelli, 2008a).

Consistently with Marshall’s interpretation of competitive processes, which emphasised the
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importance of variety and selection, Schumpeter made crucial seminal contributions to the
economics of innovation and technological change, further adding to the dynamic legacies
(Antonelli, 2008a). Schumpeter (1942) articulated the role of large corporations as the
engines for the introduction of innovations, and emphasised that technological change is not
only endogenous to economic processes, but an intrinsic element of capitalism. Moreover,
writing nearly eight decades ago, Schumpeter (1942, p. 83) conveyed the importance of
goods and production for growth in capitalist societies:

“The fundamental impulse that sets and keeps the capitalist engine in motion
comes from the new consumers’ goods, the new methods of production or trans-
portation, the new markets, the new forms of industrial organization that cap-
italist enterprise creates.”

Thus, the idea that the products a country makes, as well as the underlying ability they
possess in terms of production methods, industrial organisation and capacity to innovate
determine its economic growth fate goes back to Schumpeter and others.

Further highlighted in this literature, and relevant to the mechanisms behind economic
complexity, is the role of the firm and the micro-foundations of innovation, which were
missing from neoclassical theory, as Antonelli (2009) argues. Rather than simply adjusting
prices and quantities, as was traditionally modelled in neoclassical growth models (e.g.,
Solow, 1957), Schumpeter highlighted the key role that firms play in innovation as they
react creatively to changing or unexpected conditions, thus making innovation fully endo-
genous to the economic system (Schumpeter, 1947; Antonelli, 2008a). Nelson and Winter
(1982) further highlighted the role of innovation as a crucial source of profits and growth for
firms, usually achieved by adapting the resources and knowledge within the firm, while also
drawing from complementary skills and resources of other firms, often located in proximity.

The literature evolved towards understanding the links between innovation, firm size and
market structure, and drawing a distinction between Schumpeterian Mark I pattern of in-
novation, characterised by ‘creative destruction’, in which firm entry and entrepreneurship
play and major role, and Schumpeterian Mark II of ‘creative accumulation’, implying a
more important role of large established firms and barriers to entry (Breschi et al., 2000).
This is closely linked with the notion of technological regimes, dating back to Nelson and
Winter (1982) and Winter (1984), describing the technological environment in which firms
operate. More specifically, a technological regime can be thought of as a combination of
crucial properties of technologies, such as the opportunity and appropriability conditions,
the degree of cumulativeness of technological knowledge, and the nature of the knowledge
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base, especially in terms of transmission (Malerba & Orsenigo, 1993; Audretsch, 1997;
Malerba & Orsenigo, 1997).

This importance of the wider environment is also emphasised in the localised technological
change literature that developed following the legacies of Smith, Marshall and Schumpeter
among others. In addition to the importance of innovation as one of the forms of ‘reac-
tion’ by firms facing unexpected events, which can lead to successful technological change,
the extent to which it happens depends on whether underlying conditions allow for it
(Nelson & Winter, 1973, 1982). This strand of literature also highlights the importance
of learning, in which firms are viewed as key agents, and which is inherently localised,
not only in terms of geography, but also technical space and factor intensity (Atkinson &
Stiglitz, 1969). Moreover, rather than seeing one single firm as commanding all knowledge,
technological knowledge became increasingly viewed as dispersed and fragmented into vari-
ous complementary, yet specific, applications and contexts (Hayek, 1937, 1945; Antonelli,
2008b).

Economics of innovation, evolutionary theory and complexity

These legacies and contributions related to the economics of knowledge and innovation
are very closely interlinked with evolutionary economics, as are many of the phenomena
described, such as the importance of firms, technological change and the importance of
variety and complementarity (Metcalfe, 1994). Moreover, in turn, there are important
overlaps in conceptual ideas between the evolutionary economics approach and economic
complexity. For example, the ideas of path dependence and cumulative technology in
evolutionary thinking – i.e., that today’s technological advances build from and improve
upon the technology that was available at the start of the period, and that what can be
done in the future is dependent on what is available and built in the present moment
(David, 1985; Dosi & Nelson, 1994) – are fundamental to the way economic complexity is
conceived.

As described by Hidalgo (2021), the concept of economic complexity derives from complex
systems thinking and relates, in particular, to Weaver’s (1948) early idea of ‘organised com-
plexity’ focused on “vast systems for which the identity of the elements involved and their
patterns of interaction could not be ignored” (Hidalgo, 2021, p.2). With the emergence
of more advanced data and methods, matrices or networks started being used to capture
this understanding and to measure the presence of multiple factors simultaneously by us-
ing dimensionality reduction techniques that preserve the identity and inter-dependencies
of the factors involved. Despite the name, the ECI is not directly related to the field of
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complexity economics, which is concerned with viewing the entire economy as a ‘complex
system’ and modelling several different aspects (e.g., people, firms and markets) simultan-
eously. Nevertheless, these research areas have some commonalities in the sense that they
both derive from natural science methods, and can be closely linked with earlier work on
the economics of innovation, which is attributed all the way back to evolutionary economic
thinking (Antonelli, 2009; Foster & Metcalfe, 2009).

In fact, the ECI network-based approach is not the first application of a natural science
method to the broad field of innovation and technology. Marshall can be considered the
first economist to look to biology as a source of inspiration for a dynamic approach to
economics (Foster, 1993; Antonelli, 2008a). Moreover, Fleming and Sorenson (2001) draw
on evolutionary biology and on complex adaptive systems theory and methods to develop
a framework of technological evolution as a recombination of new and existing technology
components to understand how the likelihood of useful inventions can be maximised, while
relying on patent data. Nevertheless, it remains unclear whether drawing on technical
measures for social science analyses is always a good and reliable practice.

Technological and other capabilities

A third important broad avenue of research that can provide important insights to the
concept of economic complexity relates to capabilities. The rationale behind ‘capabilities’
put forward by Hausmann et al. (2014b) is not unprecedented, nor are the theoretical ideas
that accompany it, as they relate closely to those of several papers from the 1990s. In fact,
Bell and Pavitt’s (1995) notion of technology consists of complex ‘bundles’ of information,
involving both codified and tacit knowledge, as well as physical capital – a description that
does not fall far from the one seen in the economic complexity literature.

Previous authors, however, explored and developed the concept much further, provid-
ing relevant insights. Technological capabilities were defined by Kim (1997, p.4) as “the
ability to make effective use of technological knowledge in efforts to assimilate, use, ad-
apt and change existing technologies [...] to create new technologies and to develop new
products and processes.” As noted by Fagerberg and Srholec (2017), this description is
close to the concept of ‘absorptive capacity’ introduced by Cohen and Levinthal (1990),
who highlighted the importance of firms’ capabilities to access, absorb and use knowledge
for technological change and economic development.

This literature makes a crucial distinction regarding types of technological capabilities,
namely between production capacity – the ability to operate technology and produce
goods and services – and technological or innovation capability – the ability to create
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configurations of products and technologies and to implement improvements, necessary for
technological change (Lall, 1992; Bell & Pavitt, 1995; Bell, 2009), as well as to reap the
profits from those technologies (von Tunzelmann & Wang, 2007). This distinction between
production and innovation capabilities is consistent with theories that highlight differences
between developed and developing countries in their access to different amounts of inform-
ation and the ability to accumulate further information through time, as is the case in the
model developed by Acemoglu and Zilibotti (1999), leading to different economic relations
and institutions. This distinction is not made in economic complexity but is particularly
important when considering countries at different stages of development. This raises the
question of whether exports can accurately reflect underlying capabilities across countries.
A country that is able to export a product competitively today does not necessarily possess
all the capabilities it needs to be able to generate technological change and move to other,
more complex, products in the near future – particularly in today’s globalisation context
of intricate production networks and value chains. Thus, the opportunities to develop
new products and to increase economic complexity may differ across countries that are
seemingly the same in terms of economic complexity levels today.

Lall (1992) suggests the development of capabilities rests on the outcome of complex inter-
actions between incentive structures, human capital, technological effort and institutional
characteristics, and that governments play an indispensable role. Moreover, Lall (1992) ar-
gues that national capabilities do not consist simply of the sum of thousands of individual
firm-level capabilities, but rather there are important externalities and linkages between
these, leading to different national outcomes, and it ultimately means that countries dif-
fer in their ability to employ and further improve technology, which is mirrored in their
productivity, growth or trade performance.

Beyond technological and production capabilities, Abramovitz (1986, 1994a, 1994b) sug-
gested that differences in countries’ economic success can also be explained by differing
levels of ‘social capabilities’, a term that encompasses aspects such as general education
levels, organisational competence, stable and effective government, functioning financial
institutions and markets with capacity to mobilise capital, and the spread of trust among
people (Abramovitz, 1986, 1994a, 1994b; Fagerberg & Srholec, 2008).

National innovation systems and institutional settings

The existence of externalities and linkages as well as the importance of the wider societal
and institutional context are reflected on the literature on national innovation systems
(Freeman, 1987; Freeman & Lundvall, 1988; Lundvall, 1992; Nelson, 1993; Edquist, 1997).
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While definitions vary, national innovation systems refer to the institutional settings within
which the creation, storage and transfer of knowledge and technological opportunities occur
(see, for example, Fagerberg and Srholec, 2008).

Ultimately, there may be considerable variation in the gains derived from producing certain
goods across countries, particularly for those at different development levels. Hausmann
and Rodrik (2003) highlight the importance of ‘learning what one is good at producing’,
which was overlooked in neoclassical theory, where production functions were assumed to
be common knowledge. This is not an accurate assumption in developing countries as, even
when there is full exposure to foreign technology and production techniques, there is the
need to transfer it to new economic and institutional environments, which is an uncertain
process. Thus, the importance of institutions for the long term development of countries
has been widely recognised and cannot be overlooked (North, 1990, 1991; Rodrik et al.,
2004).

Trade and international competitiveness

Economic complexity can also be approached in light of the literature on international
competitiveness and trade performance, dating back to the 1980s. This is a wide-ranging
literature that involves different levels of analysis, including countries, industries, firms
and products. Technology gap theories of trade emphasise the importance of technolo-
gical knowledge in explaining international trade patterns (Lundberg, 1988). Further-
more, Fagerberg (1988) suggests that beyond the ability to compete in technology and
price, countries also compete in their capacity to deliver, and highlights the fundamental
role played by investment, creation of productive capacity and technological diffusion.

As an outcome-based measure, economic complexity is likely to capture Fagerberg’s ideas,
as it is assessing not simply whether countries have the technology available or the most
attractive prices, but rather whether they are able to export competitively a vast number
of sophisticated products. The nature of international competitiveness as a relative term,
given the focus on how well a country does relative to other countries (Fagerberg, 1996),
is also inherent to the ECI, which is based on revealed comparative advantage in specific
products across countries.

Indicators of technological intensity are often used as competitiveness proxies, including
Research and Development (R&D) expenditure (Pavitt, 1984), employment of scientists
and engineers, and the number of patents (Patel & Pavitt, 1987). As suggested by Buckley
et al. (1988), these should be complemented by an indicator of the outcome of the tech-
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nology process, as it is the outcomes, rather than the inputs or spending that matter for
firms and industries. Furthermore, Buckley et al. (1988, p. 196) argue:

“Rather more sophisticated are measures which take into account the (changing)
composition of exports and imports, more specifically the concern that market
share in ‘sophisticated’ products is declining and unsophisticated ones is in-
creasing. The argument then is that sophisticated products are technologically
intensive and that the loss of technology intensive market share has detrimental
social implications including declining employment and increasingly unskilled
job provision.”

This idea that some products are more sophisticated than others, requiring higher tech-
nology intensity – which is likely not achievable across all countries – and that the mix
of products results in different outcomes for economic growth, as well as other qualitat-
ive aspects of development, such as employment levels and quality, is central to economic
complexity.

Moreover, the interest in the link between income per capita and the mix of exports goes
further back to the idea of ladders of development by Chenery (1960), and to Leamer
(1985) a few decades later. More recently, there were in fact attempts to measure product
sophistication through exports. Lall et al. (2006) developed a classification of products
based on the characteristics of the exporter rather than from parent industry data on factor
content or R&D activity, as had been done previously. They called it export ‘sophistication’
– the higher the average income of its exporter, the more sophisticated a product is, with
the rationale that products exported by richer countries have characteristics that allow high
wage producers to compete globally, at least in the absence of trade interventions (Lall
et al., 2006). Since then, Sutton and Trefler (2016) also developed a theoretical model to
link countries’ income with changes in their export mix and, turning to the empirical side,
they find that the range of income levels of significant exporters of most products is very
wide (this is because in equilibrium, there are a range of producer qualities and country
income levels that are viable in a given industry; as quality rises, the country moves into
the production of higher-ranked products and its equilibrium wage and income per capita
rises). As will be further discussed, this is an important point that methodological critiques
of the ECI have raised.

Lastly, a recent theoretical model by Dam and Frenken (2022) links capabilities, variety
and complexity with economic development stages – they argue that countries tend to
abandon the least complex activities as they develop (for instance, due to increases in

16



the minimum wage) and that, consistently with a phenomenon known as ‘the hump’,
variety of products first increases and then decreases with economic development. The
authors argue that this is inconsistent with economic complexity analyses, which would
predict ever-increasing variety as more capabilities are acquired over time. Thus, their
model imposes a constraint on the range of the complexity of products that a country
produces whereby at a certain level of development countries will drop their least complex
products, implying that increases in the economic complexity of a country will accelerate as
a function of new capabilities developed (Dam & Frenken, 2022). While this provides a first
step in thinking more clearly about the theoretical links between economic complexity at
different development levels, questions remain about the channels through which economic
complexity leads to economic growth, and ultimately development, across countries.

1.2.3 Theoretical grounding II: Economic complexity and regions

While the original economic complexity literature followed a top-down view of development,
looking at countries and pooling together all development contexts, this concept is relevant
for and has been applied to regional contexts. This subsection explores economic geography
and regional development theory, and the ways in which economic complexity fits in this
literature.

Regional worlds and evolutionary economic geography

Regions are recognised as important geographical units of analysis, particularly follow-
ing the work by Storper (1993, 1997). They are characterised by place-specific features
that evolve over time, including human capital, firms, institutions and innovation capacity
(Iammarino et al., 2019). These lead to different outcomes, not just in terms of income
per capita and wages, but also with regards to qualitative aspects of development, such
as employment opportunities and public service provision. Moreover, regional economic
development involves enduring systems and gradual change (Maskell & Malmberg, 1999),
thus altering a region’s fate is not a straightforward process. Since the 1970s, regional
inequality increased in both developed and developing countries (Iammarino et al., 2019),
a trend that propelled researchers to try to understand why some regions within a country
succeed while others lag behind.

Many of the concepts and ideas that researchers turned to in order to explain regional
development mirrored those introduced at the national level. The field of evolutionary
economic geography (EEG) emerged, first adapted from evolutionary economics to the
regional world by Boschma and Lambooy (1999), and focused on the role of knowledge
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and innovation in regional development paths. As defined by Boschma and Frenken (2011,
p. 295), EEG “explains the spatial evolution of firms, industries, networks, cities and re-
gions from elementary processes of the entry, growth, decline and exit of firms, and their
locational behaviour.” Concepts such as path dependence, increasing returns and variety
became increasingly seen as relevant and useful in understanding the processes of localised
collective learning, problems of negative lock-in and the development of agglomeration eco-
nomies and spatial emergence of industries experienced in regions (Boschma & Lambooy,
1999; Lambooy & Boschma, 2001; Martin & Sunley, 2006; Boschma et al., 2017).

The idea that geography and location are key factors in explaining innovation and techno-
logical change became a key insight and stylised fact from the 1990s onward (Jaffe et al.,
1993; Audretsch, 1997; Audretsch & Feldman, 2004). Because of the tacit nature of much
of the knowledge embedded in regions – which does not travel easily and is rooted in place
– geographical location is crucial and continues to play a critical role in the development of
technology, in particular more complex and valuable one, and tacit knowledge is a crucial
source of competitive advantage for firms and regions, and in itself leads to the concentra-
tion of activity (Kogut & Zander, 1992; Lawson & Lorenz, 1999; Gertler, 2003; Balland et
al., 2019). Collective learning and innovation are seen as core regional assets underpinning
geographical concentration, specialisation and technological performance (Storper, 1993,
1997), and the capacity of regions for continuous learning and product innovation is at the
heart of sustained competitive advantages (Lawson & Lorenz, 1999; Morgan, 2007).

It is recognised that technology moves along different trajectories across space and is con-
ditioned by local processes of search and learning, ultimately leading to differing techno-
logical change trajectories across different regions (Rigby & Essletzbichler, 1997). Firms’
processes of building competitiveness is further influenced by localised capabilities, which
are regional characteristics, such as infrastructure, access to natural resources, specific in-
stitutional endowment and the knowledge and skills available (Maskell & Malmberg, 1999).
This results in a diverging pattern, with some prosperous regions that succeed because they
possess the right knowledge base, employ organisational methods that efficiently translate
that knowledge into marketable products, while other regions lag behind due to less com-
petitive technologies and inferior organisational methods (Rigby & Essletzbichler, 1997;
Döring & Schnellenbach, 2006). As argued by Iammarino et al. (2019), a hierarchy of
regions is becoming increasingly evident in terms of knowledge creation and non-routine
activities.
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Agglomeration economies

From the external economies that Marshall (1890) introduced, the term agglomeration
economies emerged (Weber, 1929), along with the idea that agglomeration generates geo-
graphically bounded positive externalities and drives economic growth in large cities and
regions (Glaeser et al., 1992; Glaeser, 1999). As described by Frenken et al. (2007), there
are four main sources of agglomeration economies, namely increasing returns to scale (from
serving large markets), localisation or ‘Marshallian’ economies (external economies derived
from other firms within the same sector), urbanisation economies (derived from city size
and density per se), and Jacobs externalities (stemming from the presence of a variety of
sectors).

Agglomeration externalities are more prevalent in industries where new knowledge plays
a greater role, and there is a higher propensity of innovative, technology- and knowledge-
intensive activities to cluster geographically (Audretsch & Feldman, 1996; V. Henderson,
1999). In line with this, we expect knowledge externalities to be more prevalent in in-
dustries or products associated with a higher complexity level and for these industries to
be more geographically concentrated, a hypothesis that was confirmed by Balland et al.
(2020). Moreover, there are regional discrepancies in the efficiency of using knowledge
spillovers (Döring & Schnellenbach, 2006), thus we expect regions with higher economic
complexity levels to be more well-equipped to maximise the benefits derived from these
externalities.

Local capabilities and regional diversification

Importantly, researchers are interested in how the process of diversification unfolds in
regions, and there are several studies showing that existing local capabilities condition
the range of new activities that regions are likely or able to develop (Neffke et al., 2011;
Boschma et al., 2014; Boschma, 2017). The concepts of related variety and relatedness
are considered important drivers of diversification and other regional outcomes, such as
employment and labour productivity growth (Frenken et al., 2007; Boschma & Capone,
2016; Content & Frenken, 2016; Boschma, 2017). This literature posits that related activ-
ities demand similar capabilities which, as in economic complexity, are broadly defined and
usually inferred from outcome-based empirical observations (Boschma, 2017). Thus, as for
the case of country-level research, the term capabilities is not new; Maskell and Malmberg
(1999) suggested that local capabilities are a combination of a region’s infrastructure, nat-
ural resources, institutions, knowledge and skills.

More specifically, Frenken et al. (2007) initially distinguished between ‘related’ and ‘unre-
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lated’ variety and suggested that related variety provides more opportunities for knowledge
spillovers and learning, due to smaller cognitive distance between sectors and stronger Jac-
obs externalities, whereas unrelated diversity is more akin to a portfolio strategy, whereby
regional income is more protected from sector-specific shocks. A central dilemma lied in
defining how ‘proximity’ or ‘relatedness’ between activities and sectors should be under-
stood (Kemeny & Storper, 2015). The ‘related variety’ entropy measure relied on industrial
classifications and assigned proximity based on the distribution of sectors at different digit
levels (Frenken et al., 2007). Conceptually, this presents several drawbacks as, firstly, the
results are sensitive to the choice of aggregation level (Kemeny & Storper, 2015), secondly,
industry classifications tend to favour industrial sectors over service ones (Frenken et al.,
2007), and, thirdly, they present a delayed view of the industrial and technological land-
scape (Bishop et al., 2018), disproportionately overlooking the most dynamic and novel
sectors, which we most want to capture. Moreover, classifications are based on taxonomies
developed by statistical offices without relying on economic criteria that provides a clear
rationale as to why certain industries should be considered related to each other or not.

Given these drawbacks, researchers turned to co-occurrence analysis in order to assess
relatedness across industries, based on whether or not two industries are found together
within the same region (Neffke et al., 2011). The underlying idea is that if two industries
tend to co-locate in the same region, they are likely to share or require similar knowledge,
technology, skills or other location-specific characteristics. The methods used are outcome-
based and thus abstract in terms of pinpointing the specific complementarities that drive
relatedness (Hidalgo et al., 2018). Relatedness has been widely applied to industries,
technologies, products and occupations, at different geographical levels, including regions
and cities. Researchers are interested in identifying how the activities found in a region
determine or condition what the region is able to do in the future. There is a robust
relationship between the probability that a location will enter a new industry (Neffke et
al., 2011; Zhu et al., 2017), technology (Kogler et al., 2013), research area (Guevara et al.,
2016), product (Hidalgo et al., 2007) or occupation (Mealy & Coyle, 2019), and the number
of related activities that are already present in that location.

In this context, economic complexity can provide an additional lens through which to
analyse regional paths – as argued by Mealy et al. (2018b), by creating a ranking of re-
gions, it can shed light on the differences between the core regions racing ahead and the
peripheral ones further behind in the ranking. As evidenced in this section, the focus on
the importance of knowledge and capabilities has been present for decades in the regional
development literature. Nevertheless, as will be further described, economic complexity
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provides a way of quantifying differences across regions and of assessing the relative per-
formance of regions. As a result, some regional context applications use relatedness and
economic complexity jointly for the identification of diversification strategies (e.g., Balland
et al., 2019 for smart specialisation in European regions). As Davies and Maré (2020) ar-
gue, these frameworks suggest that economic complexity can complement analyses based
on relatedness because it helps understand not just whether regions are moving into related
areas of activity, but also provide some idea of the relative attractiveness of the direction
– for instance, expanding into related activities with lower complexity levels can lead to
‘lock in’ and a lack of growth because local capabilities are not expanding.

Regional innovation systems and institutions

While agglomeration externalities have been recognised as crucial for regional development,
other regional characteristics cannot be overlooked. The notion of regional system of
innovation departed from the concept of national systems of innovation referred to in the
previous subsection, and the view that a top-down approach needs to be integrated and
complemented with a bottom-up perspective of development that tackles internal dynamics
and socioeconomic structures that are embedded in regions, often requiring longer-term
historical perspectives in order to be fully understood (Asheim, 1996; Asheim & Isaksen,
2002; Iammarino, 2005). Regional systems of innovation are defined as ‘localised networks
of actors and institutions, across both public and private sectors, whose activities and
interactions generate, import, modify and diffuse new technologies within and outside
the region’ (Howells, 1999; Iammarino, 2005). Nevertheless, as argued by Cantwell and
Iammarino (2003), proper regional systems of innovation are only present in a few places,
with most regions lacking systemic interactions and knowledge flows between firms and
other actors that are strong or integrated enough for the presence of system of innovation
to be identified.

Moreover, as is the case at the national level, institutions – both formal (e.g., rule of law)
and informal (such as routines, norms and values) – are increasingly regarded as crucial
determinants of regional development, despite often being overlooked, due to being more
subjective, controversial and inherently difficult to change (Rodríguez-Pose, 2013). Insti-
tutions determine the learning capacity of regions (Morgan, 2007), and the presence of
untraded interdependencies highlighted by Storper (1997) further emphasises the import-
ance of shared conventions embedded in regions through the positive externalities generated
by local institutions (Rodríguez-Pose, 2013).
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Inter-regional linkages and global production

Beyond the level of knowledge, capabilities and other regional characteristics, however,
much has to be said about the external surroundings and neighbouring regions. While the
literature on agglomeration economies viewed regions as self-contained and often overlooked
the importance of linkages across regions, there are important ways in which regions can
tap into external knowledge, which can be crucial to avoid lock-in (Asheim & Isaksen,
2002) and allows for new and related variety (Boschma & Iammarino, 2009).

More recently, Balland and Boschma (2021) investigated whether inter-regional linkages
can affect the development of new activities and diversification in regions, while considering
the role of relatedness. They found that being connected to regions with complementary
capabilities significantly increases the probability that a region develops new technological
specialisations in the European context. Furthermore, they showed that this is particularly
relevant for peripheral regions which, although less diversified, see their capacity to diversify
increase significantly when they connect to regions with complementary capabilities.

Given this evidence, inter-regional linkages are likely to play an important role in the
context of economic complexity. Economic complexity may well be capturing different
regions’ capacity to tap into external markets, production capabilities and flows of people,
capital and technology. Nevertheless, any discussion in this regard, or on the impact this
has on economic complexity measurements is largely missing in the literature.

Taking a step further, the role of globalisation and the increased integration experienced
over the past decades, as well as the major transformations they brought about, should
not be overlooked. The importance of multinational corporations in technology generation
(rather than simply in knowledge transfer) has long been recognised in the literature, going
all the way back to Cantwell (1989). Their activity is believed to be self-reinforcing, given
the nature of knowledge creation as a cumulative and localised process, thus leading to
further regional concentration (Cantwell & Iammarino, 2003). Furthermore, the interaction
between the local and global processes of knowledge creation can further reinforce this,
leading to further disparities within countries (Cantwell & Iammarino, 2003).

Importantly, the global production network (GPN) literature takes a relational view of re-
gions as interconnected worlds of innovation and production, emphasising the existence of
exogenous sources of regional change (J. Henderson et al., 2002; Parrilli et al., 2013), and it
is primarily anchored in economic geography (Coe & Yeung, 2019). The GPN framework is
closely linked with the global commodity chain and global value chain (GVC) approaches
– at their core, these different frameworks aim to capture the “the nexus of interconnected
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functions, operations and transactions through which a specific product or service is pro-
duced, distributed and consumed” (Coe et al., 2008, p.272). GPNs try to go further in two
ways – first, by incorporating all kinds of network configurations, rather than just linear
relationships and, second, by attempting to encompass all relevant sets of actors and rela-
tionships, rather than focusing more narrowly on inter-firm transactions (Coe et al., 2008).
More recent developments in this framework and literature have moved towards attempting
causal explanations for the links between global configurations and uneven regional devel-
opment (Coe & Yeung, 2015; Coe & Yeung, 2019). While this field emerged in parallel with
evolutionary economic geography, recent work by Yeung (2021) tried to bridge GPNs and
diversification efforts, particularly by exploring the links between ‘strategic coupling’ in the
GPN literature and related variety. More specifically, strategic coupling of regional firms
and complementary actors in GPN, which is seen as a territorially-embedded mechanism
that drives regional development, can provide an important lens to our understanding of
diversification into related and unrelated activities (Yeung, 2021), thus further pointing to
this literature’s relevance for economic complexity.

The economic complexity literature has paid limited attention to multinationals, inter-
regional linkages, global value chains and intermediate trade, particularly at a theoretical
level. Some recent research has started to consider these issues empirically, for instance by
focusing on value-added exports (e.g., Koch, 2021 for the case of countries), and by assess-
ing whether GVC participation and relatedness density are associated with higher economic
complexity across regions and whether GVC participation benefits higher complexity re-
gions more than it does lower complexity regions (Colozza et al., 2021). Moreover, low
complexity regions only appear to benefit from GVC participation if they have high levels
relatedness density, which the authors use as a proxy for regional capabilities (Colozza
et al., 2021).

These research areas bring further importance to the question of whether or not all regions
that are able to competitively export a product today hold the same know-how regarding
how that product is made and have the same ability to further improve or to combine
the knowledge involved in producing it with other knowledge within the region to keep
innovating and growing. Moreover, the role played by different regions in global pro-
duction and location decisions of firms and their different functions (e.g., manufacturing,
research and development, branding) have an important effect on what is captured by eco-
nomic complexity. In fact, Boschma (2022) has recently put forward several opportunities
for cross-fertilisation between these literature areas, including a suggestion that economic
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complexity may also help in the understanding of upgrading processes within the work on
GPNs, among other ways.

1.3 Measuring economic complexity

1.3.1 The method of reflections

The original network-based methodology for the ECI, known as the method of reflections
(MR), was first introduced by Hidalgo and Hausmann (2009) and further described in
Hausmann et al. (2014b). The calculation starts from a two-mode network that links
countries to the products they export competitively – defined as those products in which
a country has Revealed Comparative Advantage (RCA)1 greater than the threshold value
of one.

Formally, where Xcp represents the exports of product p by country c, the RCA that
country c has in product p is expressed as:

RCAcp = Xcp∑
c Xcp

/

∑
p Xcp∑

c,p Xcp
(1.1)

This measure is then used to construct the network that connects each country to the
products it exports, represented by the adjacency matrix Mcp:

Mcp =

 1, RCAcp ≥ 1

0, RCAcp < 1

 (1.2)

This matrix, in which rows represent different countries and columns represent different
products, summarises which countries export which products competitively and is used as
the basis to construct the ECI.

From this matrix, the authors derive diversity and ubiquity, simply by summing over its
rows and columns, respectively. Thus, diversity is the number of products that a country
exports competitively, while ubiquity is the number of countries that are able to export a
product competitively (Hausmann et al., 2014b). Formally, they are defined as:

Diversity = kc,0 =
∑

p

Mcp (1.3)

1The authors use Balassa’s (1965) definition of Revealed Comparative Advantage.
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Ubiquity = kp,0 =
∑

c

Mcp (1.4)

In order to generate a measure of the number of capabilities available in a country or
required by a product, the information carried by each of these variables needs to be
corrected using the other, thus correcting diversity with ubiquity and vice versa. For
countries, this involves averaging the ubiquity of the products exported by a country,
then averaging the diversity of the countries that make those products, and so forth in
an iterative manner.2 For products, it involves calculating the average diversity of the
countries that export them, followed by the average ubiquity of the other products that
those countries export, and so forth (Hausmann et al., 2014b).

This exercise can be expressed in the following way:

kc,N = 1
kc,0

∑
p

Mcp ∗ kp,N−1 (1.5)

kp,N = 1
kp,0

∑
c

Mcp ∗ kc,N−1 (1.6)

Inserting equation (6) into equation (5) and re-arranging yields:

kc,N = 1
kc,0

∑
p

Mcp ∗ 1
kp,0

∑
c′

Mc′p ∗ kc′,N−2

=
∑
c′

kc′,N−2 ∗
∑ McpMc′p

kc,0kp,0

(1.7)

This can be re-written as:

kc,N =
∑
c′

M̃cc′kc′,N−2 (1.8)

Where:

2The two measures are iterated until the addition of one more iteration does not alter the order of the
ranking of countries. As the number of iterations increases, it becomes harder to define the exact meaning
of each, but as shown by Hidalgo and Hausmann (2009), the ECI becomes more highly correlated and a
better predictor of income.
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M̃cc′ =
∑

p

McpMc′p

kc,0kp,0
(1.9)

As described by Hausmann et al. (2014b), this is satisfied when kc,N = kc,N−2 = 1,
which corresponds to the eigenvector of M̃cc′ that is associated with the largest eigenvalue.
Since this eigenvector is a vector of ones, it does not reveal useful information. Thus, the
authors look for the eigenvector associated with the second largest eigenvalue, which is the
eigenvector that captures the largest amount of variance in the system and is the measure
of economic complexity. Thus, the ECI is defined as:

ECI = K⃗− < K⃗ >

stdev(K⃗)
(1.10)

where K⃗ is the eigenvector of M̃cc′ associated with the second largest eigenvalue, <>

represents an average and stdev the standard deviation.

The authors coin this the method of reflections as, due to the symmetry of the two-mode
network, it produces a symmetric set of variables for each of the two types of nodes in the
network – countries and products (Hidalgo & Hausmann, 2009). Therefore, the Product
Complexity Index (PCI) can be obtained analogously by exchanging the index for countries
(c) with that for products (p) in the previous mathematical definitions, obtaining:

PCI = Q⃗− < Q⃗ >

stdev(Q⃗)
(1.11)

where Q⃗ is the eigenvector of M̃cc′ associated with the second largest eigenvalue.

1.3.2 Alternative interpretations and reformulations

Since the introduction of the method of reflections by Hidalgo and Hausmann (2009),
other authors have examined this methodology and proposed modified interpretations and
reformulations. Kemp-Benedict (2014) and Mealy et al. (2018b, 2019) challenge the inter-
pretation of the eigenvector of the matrix and argue that the ECI is orthogonal to diversity,
rather than a ‘corrected diversity’ measure, and thus captures features that are distinct
from diversity.3 Furthermore, Mealy et al. (2018b, 2019) put forward a new interpretation,
whereby the ECI represents a ranking that places countries or regions with similar exports

3Diversity in this context refers to the number of products, or activities more generally, in which a country
has revealed comparative advantage.
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closer together in the ordering and those with distinct exports further apart. The authors
argue that, as a result, the ECI is able to shed light on what separates richer and more
complex regions from those with lower income and complexity levels, and thus is more
useful in sub-national contexts than simpler diversity measures Mealy et al. (2018b).

Separately, a group of researchers proposed a reformulation of the methodology and intro-
duced the fitness-complexity method (Tacchella et al., 2012; Cristelli et al., 2013; Tacchella
et al., 2013). The authors plot the country-product matrix and show that, by listing coun-
tries in an increasing order of specialisation and products in decreasing order of diffusion,
a triangular shape is obtained, indicating that countries tend to make all the products
they are able to, given their technological and development levels. This matrix structure
implies that the information that a product is made by a diversified country conveys little
information regarding the complexity level of that product, as diversified countries export
almost all products; conversely, if a less advanced country is able to export a product, it is
very likely that this product requires only the low level of technological sophistication of
that country (Cristelli et al., 2013). As a result, the authors propose a non-linear approach
that guarantees that the only possibility for a product to have a high complexity level is
to be produced exclusively by technologically advanced countries.

Morrison et al. (2017) analyse the fitness-complexity method further, from a methodology
perspective, through simulations and real data on exports and patents, and show that the
method is inherently unstable to minimal perturbations in the network. In sparse networks,
this instability becomes particularly severe, and the method assigns disproportionately high
complexity levels to niche products exported competitively by very few countries (Morrison
et al., 2017). This is driven by the non-linear nature of this method (thus, not applicable
to the original ECI methodology), and to its definition that assigns a lower complexity to
products produced by many producers, and ultimately limits complex products to the most
advanced countries; the iterative process further amplifies this, ultimately meaning that
the fitness-complexity of countries that produce a limited number of unique products con-
verges to zero as the number of iterations increases (Morrison et al., 2017). More recently,
Sciarra et al. (2020) combine the ECI and Fitness methodologies through a multidimen-
sional framework and linear algebra tools to develop yet another metric, the GENeralised
Economic comPlexitY index (GENEPY), which they argue combines the strengths of both
methods.

Another important point raised by Morrison et al. (2017) relates to trade in intermediate
products and value added – in particular, if a country imports intermediate inputs, that has
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an impact on competitiveness. Koch (2021) addresses precisely this point, by investigating
whether complexity measures based on value-added exports (rather than gross exports)
can better explain the link with economic growth. They construct a value-added exports
fitness complexity metric, and show that the rankings obtained differ from those with the
existing ECI and fitness-complexity methods; furthermore, their metric appears to have a
stronger association with economic growth than existing ones (Koch, 2021).

Despite these differing interpretations and reformulations of the ECI, it has been shown
that the resulting metrics are highly correlated with each other (Albeaik et al., 2017).
For the purpose of this review chapter and the remainder of the thesis, we will carry
on using the methodology originally introduced by Hidalgo and Hausmann (2009). A
deeper investigation of the mathematical methods is beyond the scope of this thesis – while
scrutiny is very important, there are several authors making contributions on this front;
rather, we focus on the conceptual and theoretical issues that have yet to be addressed.

1.4 Empirical applications

Given the nature of the ECI as an outcome-based measure and mainly an empirical exer-
cise, most of the literature consists of empirical applications at several geographical levels
and across different development contexts. This section explores this literature, distin-
guishing between cross-country, country level and sub-national applications. We refer to
Hidalgo (2021) for a comprehensive review of empirical applications to date, including both
economic complexity and relatedness metrics.

1.4.1 Cross-country applications

The Atlas of Economic Complexity by Hausmann et al. (2014b) and the accompanying
website4 contain trade data and ECI calculations for 250 countries and territories.5 This
data and methodology have been used in cross-country econometric analyses that emphas-
ise the strong association between economic complexity and economic growth across the
globe.

Hidalgo and Hausmann (2009) provide the original empirical application. Firstly, they
show that the ECI measures are correlated with income per capita and that the correlation
4http://atlas.cid.harvard.edu/
5The raw trade data on goods originates from the United Nations Statistical Division (COMTRADE)
and is available in two trade classification systems, the Harmonized System (HS) 1992 and Standard
International Trade Classification (SITC) revision 2 at different digit detail levels in both cases. HS data
covers approximately 5000 goods, for the period 1995-2017. SITC data covers approximately 700 goods,
for the period 1961-2017.
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becomes stronger as the number of iterations – i.e., the number of times that ubiquity and
diversity are averaged – increases. Secondly, they demonstrate that the ECI is associated
with future economic growth by regressing income per capita growth on a country’s initial
income and ECI levels. These results hold for growth periods of different lengths (20-, 10-
and 5-year periods) and are robust to the inclusion of country dummy variables. Thirdly,
they show that the ECI outperforms the Herfindahl-Hirschman Index as well as entropy
measures (e.g., related variety) in explaining economic growth. Finally, they highlight the
path dependent nature of the ECI, which indicates that a country’s current productive
structure will influence the new products a country is able to export in the future, and
argue that this is “consistent with the existence of an unobservable capability space that
evolves gradually, because the ability of a country to produce a new product is limited
to combinations of the capabilities it initially possesses plus any new capabilities it will
accumulate” (Hidalgo & Hausmann, 2009, p. 10575).

Hausmann et al. (2014b) perform a similar analysis and regress the annualised growth rate
of Gross Domestic Product (GDP) per capita on initial ECI and two control variables – the
initial level of GDP per capita in each period and the increase in natural resource exports
(as a share of initial GDP).6 Furthermore, the authors show that, while the ECI is construc-
ted using export data, its association with future growth is not driven by export growth,
export concentration or population size. After controlling for increase in exports (in both
goods and services, as a share of initial GDP), openness (exports to GDP), initial export
concentration (Herfindahl-Hirschman index) and population in separate specifications, the
coefficient on initial ECI remains strong and statistically significant.

Relying on their own complexity calculations using the method of reflections and data from
Harmonised System (HS) 6-digit level classifications for 5132 products and 176 countries,
Felipe et al. (2012) investigate trends in complexity and country development levels and
compare the ECI with other measures of technological capability.7 They find that, as ex-
pected, high-income countries are the biggest exporters of more complex products, whereas
low-income countries largely export lower complexity products, and that the export share
of higher complexity products increase with income, while the export share of the lower
complexity products decrease with income (Felipe et al., 2012). Additionally, they find
strong correlations between the method of reflections and other measures of technological
capabilities.

6For the periods 1978-1988, 1988-1998 and 1998-2008.
7These consist of the indicator of technological capabilities by Archibugi and Coco (2004), the technology
achievement index by Desai et al. (2002), the technology effort and industrial performance indices by Lall
and Albaladejo (2002) and the science and technology capabilities index by Wagner et al. (2001).
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Other cross-country analyses investigate the link between economic complexity and income
inequality within countries, using data from the Atlas of Economic Complexity. Hartmann
et al. (2017) show that across 79 countries, those with a higher ECI (i.e., exporting more
complex products) have lower levels of income inequality, measured by the Gini coeffi-
cient, than countries with lower ECI levels. This negative correlation between economic
complexity and income inequality is robust to controlling for income levels, institutions,
export concentration and human capital (Hartmann et al., 2017). Hartmann et al. (2016)
compare the productive structures of countries in Latin America and Caribbean with those
of China and other high-performing Asian economies. The authors show that there is an
increasing gap in the productive capabilities of Latin American countries and that the mix
of products they export are associated with higher income inequality than those exported
by China and the other Asian economies considered.8 These papers argue that the ECI
can also shed light on countries’ income distributions, and that productive structures may
help or hinder countries’ efforts to reduce inequality.

Economic complexity has also been linked with environmental concerns. Researchers have
linked the ECI with different environmental outcomes, showing a positive association with
indicators on environmental performance, but a negative association between economic
complexity and air quality (Boleti et al., 2021). Others have tested out the hypothesis of
an environmental Kuznets curve, whereby emissions initially grow and then decline with
economic growth – Chu (2021) find an inverted U-shaped relationship between economic
complexity and carbon dioxide emissions, for a panel of 118 countries. In contrast, Romero
and Gramkow (2021) do not find support in favour of an environmental Kuznets curve,
but rather they find a negative and statistically significant association between economic
complexity and greenhouse gas emissions per capita. The authors also go further and
develop a Product Emission Intensity Index (PEII), which provides and weighted average of
the emissions levels of countries that export a product competitively, thus assessing which
products are associated with higher or lower emissions intensity (Romero & Gramkow,
2021). They find that more complex products tend to be associated with lower greenhouse
gas emissions intensity.

Moreover, researchers developed indices aimed at capturing countries’ positions in terms
of their current productive capabilities or the extent to which they are stranded with
productive structures relating to highly polluting products, with a focus on transition
to greener activities. Namely, the Green Complexity Index (GCI) – aimed at capturing

8Their analysis is based on the Product Gini Index (PGI) introduced in Hartmann et al. (2017), which is a
product-level measure of the income inequality that is expected for countries exporting a given product.
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“the extent to which countries are able to competitively export green, technologically
sophisticated products” (Mealy & Teytelboym, 2020, p.2), and the Brown Complexity
Index – aimed at assessing the “dependence on brown activities which provide fewer and
fewer opportunities to the economy as the green transition progresses” (Andres et al., 2023,
p.3). These depart from the ECI methodology and logic, but focus on different networks,
with the aim of understanding to what extent countries are more or less well-equipped to
navigate the transition towards greener or less polluting activities.

As the vast majority of these papers relies on export data, they do not consider services
and focus strictly on products. There have been efforts to include services in the ECI
measures available on the Atlas of Economic Complexity, but this presents challenges as
the level of granularity of data for services is much lower than that for products. Stojkoski
et al. (2016) were the first ones to address this issue by relying on the World Bank Trade
in Services database and aggregating product data further, so that products and services
are comparable and can be meaningfully included in the same network as the basis for
calculation of the ECI. Based on 22 broad categories (10 capturing goods and 12 capturing
services) for 130 countries, they find that their aggregated ECI measure is a statistically
significant predictor of long-term economic growth, despite significant differences in rank-
ings vis-a-vis the traditional ECI, particularly for countries where service sectors play an
important role (Stojkoski et al., 2016). Since then, Mishra et al. (2020) and Patelli et al.
(2022) relied on Balance of Payment Statistics by the IMF to integrate services into Fit-
ness and ECI calculations as well. Drawing comparisons between the relative complexity
of products and services, Mishra et al. (2020) find that services, particularly modern ones,
are among the most complex activities. Neither of the papers looks at outcomes such as
income growth, but we might start seeing more research using the integrated complexity
database provided by Patelli et al. (2022).

The broader limitations of using trade data are recognised in the literature and have been
recently addressed by Stojkoski et al. (2023), who built economic complexity measures
across countries using patents (technology complexity) and research publications (research
complexity), in addition to the trade-based ECI (trade complexity). They compare these
three measures in terms of their predictive power for economic growth, income inequality
and greenhouse gas emissions across countries and find that technology and trade complex-
ity together can explain all three outcomes across countries (even when combined), while
research complexity only had a positive association with greenhouse gas emissions. The
authors also validate their results by instrumenting economic complexity with the average
complexity levels of a country’s three most structurally similar non-neighbouring countries,
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in an attempt to address endogeneity concerns relating to the possibility that local aspects
could be driving both complexity levels and other outcomes, which further supports their
findings. Due to data limitations, the paper looks at a more limited sample of countries
and fewer years than previous key contributions (Stojkoski et al., 2023); moreover, as will
be further explored in the discussion, there are important drawbacks in relying in these
two alternative sources of data across countries, even though they are more widely used in
sub-national contexts.

Lastly, some recent papers have looked at the determinants of economic complexity, in-
vestigating what factors may explain why some countries achieve higher ECI levels than
others. In particular, researchers have looked at intellectual property rights (Sweet & Mag-
gio, 2015), taxation (Lapatinas et al., 2019), demographics and cultural diversity (Bahar
et al., 2020), technology proxied through internet access (Lapatinas, 2019), and inward
FDI (Antonietti & Franco, 2021). These papers focus on export data from the Atlas of
Economic Complexity and find each of these factors to offer some explanation to ECI levels
across countries. Nevertheless, the underlying mechanisms with regards to the ECI at the
cross-country level remain unclear.

1.4.2 Country-level applications

In addition to macro analyses drawing comparisons across a large range of countries, this
data and method have also been applied to country-level reports, particularly in lower
income countries such as Uganda (Hausmann et al., 2014a), Panama (Hausmann et al.,
2017) and Rwanda (Hausmann & Chauvin, 2015). These country reports all follow a sim-
ilar structure – they start by looking at the growth trajectory experienced by each country
and the major challenges faced, followed by an analysis of structural transformation, eco-
nomic complexity and diversity levels in each country (still comparing to the rest of the
world), and the identification of existing binding constraints (e.g., limited access to finance,
lack of skills, inadequate infrastructure, weak institutions). Finally, they propose policy
actions, which involve export diversification into products that are close to the country’s
current productive structure and that present opportunities in global and regional mar-
kets. While these policy implications are not unprecedented and could have been reached
through existing analytical methods, the ECI provides an additional tool for understanding
a country’s productive structure relative to the rest of the world.

Relatedly, Hartmann et al. (2019) look at the case of Paraguay and develop an analytical
framework to identify smart strategies for economic diversification and inclusive growth
that identifies the most feasible and desirable products for Paraguay to start producing.
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The authors do this by measuring the expected level of income, economic complexity,
technology and income inequality associated with each product9, and present a scoreboard
that allows for a consideration of different diversification strategies (Hartmann et al., 2019).

Country-level applications are not limited to lower income countries. Zaccaria et al. (2016)
look at the case of the Netherlands, with the aim of illustrating how economic complexity
can be a useful tool to analyse a country’s competitiveness. Using the fitness complexity
method by Tacchella et al. (2012), they examine the top exported products, the com-
plexity levels of different sectors and how these have changed over time, and compare the
Netherlands to different countries. From this, they examine trends in different sectors and
identify the most promising ones. O’Clery (2015) do a similar exercise for the case of
Ireland, highlighting different key sectoral clusters in the country.

1.4.3 Sub-national applications

The economic complexity concept and method was quickly adopted in research at the sub-
national level. Some researchers followed the original application and relied on exports
to measure complexity across regions. Among the first ones, Poncet and Starosta de
Waldemar (2013) examined the link between initial complexity level and subsequent GDP
per capita growth across Chinese cities, using export data and the method of reflections
and found a positive correlation between initial ECI and subsequent income growth, robust
to controlling for initial income and traditional economic growth determinants, such as
human capital, openness and Foreign Direct Investment (FDI). They conducted several
robustness checks, including changing the threshold levels of RCA calculations, excluding
the top decile of exporting cities and conducting an alternative system-GMM estimation.
In a similar nature, Zhu et al. (2020) also calculated complexity across Chinese regions with
export data and analysed the link with income inequality, focusing not just on exports’
complexity levels, but also on the complexity level of the destination countries. Export
data has also been used by Reynolds et al. (2018) for the case of Australia, with a focus on
understanding the relative competitiveness of different territories, rather than explaining
outcomes across them.

Beyond applications of the method of reflections to a two-mode network regions or cities
to the products they export, researchers started applying this methodology to alternative
types of data, such as patents and employment. These papers make up an important share
of the research done at the sub-national level.

9See footnote 8.
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Measures based on networks linking sub-national regions and patents have been referred
to as knowledge or technological complexity. The first to develop these applications were
Balland and Rigby (2017), who draw on a two-mode network of cities and patents, which
they coin the city-tech knowledge network, and calculate the Knowledge Complexity Index
(KCI) for US metropolitan areas, with the aim of capturing their technological structure.
The authors found wide variations in knowledge complexity levels across metropolitan
areas, with only a few specialising in the most complex technologies. Furthermore, their
analysis shows that, in line with theoretical expectations and past research, not all know-
ledge is spatially sticky and that the extent to which it moves across space depends on the
complexity level, with lower complexity knowledge travelling more easily across metropol-
itan areas, thus providing a precarious source of competitive advantage (Balland & Rigby,
2017).

Since then, patent data has been widely used in applications to European regions (Antonelli
et al., 2017; Balland et al., 2019; Antonelli et al., 2020; Mewes & Broekel, 2022; Pinheiro
et al., 2022; Pintar & Scherngell, 2022). These papers tend to explore different outcomes
– such as regional economic growth (Mewes & Broekel, 2022; Pintar & Scherngell, 2022),
innovation, and generation and exploitation of new technologies (Antonelli et al., 2017,
2020) – or be coupled with relatedness to build smart specialisation strategies and un-
derstand diversification trajectories across different regions (Balland et al., 2019; Pinheiro
et al., 2022). In addition to these broad contexts of US cities and European regions, there
is also research using patent data to explore regions within individual countries, such as
the work by (Whittle, 2019) for the case of Ireland.

Beyond this, research exploring individual countries at the sub-national regional level tend
to use employment data. One of the reasons for this is that employment data covers a
lot of economic activity (including services) and tends to be available at quite granular
levels within individual countries, but is not always easily comparable across nations. Key
contributions have explored several countries, including Norway (Broekel et al., 2021),
Sweden (Hane-Weijman et al., 2022), France (Lo Turco & Maggioni, 2020), New Zealand
(Davies & Maré, 2020), the United Kingdom (Mealy et al., 2018b; Mealy & Coyle, 2022),
and the United States (Mealy et al., 2018b).

Across these papers, as we might expect, there is a strong correlation between the ECI and
regional income per capita, with higher ECI levels in cities or urban areas and lower levels
in rural areas. Importantly, Fritz and Manduca (2021) measured economic complexity
of US metropolitan areas using employment data and, while they argue that the spatial
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distribution of economic activity across US metropolitan areas is suitable for measuring
economic complexity, their findings on the links between complexity and income changes
are mixed – across metropolitan areas, higher complexity is associated with higher economic
growth, while within metropolitan areas over time they find a negative association – and
thus they call for caution when referring to the links between economic complexity and
different outcomes at the sub-national level (Fritz & Manduca, 2021). It is also important
to note that by looking at the case of the United States (US), they are drawing on a larger
network than applications to the United Kingdom (UK) and other smaller countries, and
the suitability for smaller countries has not been discussed in the literature.

Bishop et al. (2018) and Bishop and Mateos-Garcia (2019) also analyse the case of the
UK and go a step further in investigating the mechanisms behind the relationship between
the ECI and income per capita. In both papers, the authors combine industrial activity
and business website data for the UK and employ Natural Language Processing to identify
what drives the emergence of new ideas across LADs. They find that locations with higher
ECI scores have a stronger share of companies active in emerging technologies, even when
controlling for industrial composition (Bishop et al., 2018). Bishop and Mateos-Garcia
(2019) also compare the ECI and fitness complexity measures10 and find strong correla-
tions between them, reaching broadly similar results across the different measures. Eco-
nomic complexity is higher in urban travel-to-work areas and involves knowledge-intensive,
creative and digital sectors (Bishop & Mateos-Garcia, 2019).

Finally, Balland et al. (2020) moved away from the method of reflections and defined
complex activities as those that require more profound division of knowledge and labour.
They suggest that what makes an activity complex is the need for a large network of people
with complementary (advanced) knowledge, rather than simply requiring an individual that
is more skilled than is required for another activity (Balland et al., 2020). Thus, they use
data on scientific publications, patents and employment, proxying complexity by the age
of the knowledge combined in patents, the average size of the team involved in a scientific
publication, and the average number of years of education of the employees working in
an occupation or industry, respectively.11 They analyse 353 metropolitan areas in the US
and show that more complex economic activities concentrate disproportionately in large
cities (Balland et al., 2020). However, their analysis is simply descriptive, and they do not
pinpoint the mechanisms linking complex activities and spatial concentration.

10Calculated using the fitness complexity method by Tacchella et al. (2012).
11The age of the knowledge combined in patents is measured by the average years of emergence of the

sub-classes in which a patent makes a knowledge claim (Balland et al., 2020).
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1.5 Exploring the data – Export-based ECI across countries

This section presents an exploratory analysis of economic complexity, focusing on the
original export-based ECI for countries. The aim is to understand what is captured by the
ECI in its original conceptualisation and to identify key trends.

Our economic complexity measure relies on export data downloaded from the Observatory
of Economic Complexity (OEC), based on the BACI international trade database at the
product level, and we use the HS-1992 four-digit level classification.12 The yearly ECI
(and PCI) measure is calculated from a network with 1241 products and 179 countries, for
the period from 1995 to 2019.13 It is based on the Method of Reflections introduced by
Hidalgo and Hausmann (2009), following the equations and method described in section
1.3 of this chapter, and an RCA threshold of 1.14

Figure 1.2 shows average, maximum and minimum ECI values each year from 1995 to
2017. The ECI is centred around zero for the entire time period (due to the way it is
constructed). The maximum values remain relatively stable at around 2.5 over the time
period, whereas the minimum values seem much more volatile, ranging from just under -2
to below -3.

Figure 1.2: Maximum, minimum and average ECI values, from 1995 to 2019

12We use the four-digit level classification as it provides enough granularity and country reporting at this
level is more reliable than at the six-digit level.

13We departed from all the countries with export data and selected those that had population over 200,000
in the year 2000, giving us a total of 179 countries (of which ten have some early years of export data
missing). More details on the countries covered are provided in Chapters 3 and 4.

14The measure was built using the economiccomplexity R package and the default of 20 iterations.
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We also draw on several variables that are often used to draw comparisons across countries.
These include economic variables, such as GDP, trade and employment-related measures;
investment and innovation data, including R&D measures and Foreign Direct Investment
(FDI); human capital data, including education enrolment and the Human Development
Index (HDI); poverty and inequality indicators; urban population and living conditions
data; and, finally, several institutional and business environment indicators.

The vast majority of the additional variables was downloaded from the World Bank Open
Data, including the institutional variables, which come from the World Bank’s Worldwide
Governance Indicators database.15 The HDI originates from the United Nation’s Human
Development Reports.16 Table 1.A.1 provides definitions and sources for the variables
used, while Table 1.A.2 presents summary statistics (see Appendix).

Economic complexity across countries

We start by investigating the ECI data by itself in more detail, to investigate how com-
plexity levels vary across different countries. Figure 1.3 shows the average ECI values for
the 1995-2019 period for each country, ordered according to ECI level and split in two pan-
els, each covering positive or negative average ECI values. These plots show the contrast
between continents, with most countries in Europe showing positive ECI values, while a
lot of countries in Africa present very low or negative ECI values.

In general, the countries at the top of the first panel, which have the highest positive ECI
values, tend to be technologically-advanced and high-income countries. In contrast, the
countries at the bottom of the second panel, presenting negative values, are countries that
have been war-struck and/or are heavily reliant on natural resources. While this follows
rough expectations, some inconsistencies are evident. For example, São Tomé and Príncipe
scores above higher-income countries in Europe and Latin America that we might expect
to see ranked higher.

To complement this, and explore actual ECI values across different years rather than aver-
ages, Table 1.1 shows the top and bottom five countries according to economic complexity
for the years 1995, 2007 and 2019. Across each of these years, the top five countries re-
mained relatively stable and represent advanced democracies with high income per capita,
with the exception of Timor-Leste which ranks as fifth highest in 1997, counter-intuitively
given its income level and broader socioeconomic context. The bottom five countries have
among the lowest levels of income per capita, and some are war-torn places. In the first

15Available at: https://data.worldbank.org/
16Available at: http://hdr.undp.org/en/data
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Figure 1.3: Average ECI from 1995 to 2019, panel 1 (positive values)
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Figure 1.3 (continued): Average ECI from 1995 to 2019, panel 2 (negative values)
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panel of Figure 1.3, we can see that the average ECI level in Timor-Leste is below 0.5
(albeit not among the lowest), pointing to sharp swings in ECI values across the period.
Chapters 3 and 4 will explore in more detail changes in ECI over time.

Table 1.1: Top and bottom 5 countries by economic complexity in 1995, 2007 and 2019

Top 5 countries by economic complexity each year Bottom 5 countries by economic complexity each year

1995 1995
ECI Rank Country ECI GDPpc ECI Rank Country ECI GDPpc

1 Japan 2.667 34868 165 Mauritania -1.961 4674
2 Germany 2.345 39366 166 Nigeria -1.993 2902
3 Sweden 2.242 34234 167 Angola -2.328 4140
4 Switzerland 2.235 54079 168 Equatorial Guinea -2.349 1781
5 Timor-Leste 2.157 - 169 Papua New Guinea -2.516 3272

2007 2007
ECI Rank Country ECI GDPpc ECI Rank Country ECI GDPpc

1 Japan 2.421 39281 174 Mauritania -1.724 4979
2 Germany 2.239 47101 175 Iraq -1.907 7695
3 Sweden 2.081 48557 176 Sudan -2.036 4834
4 Switzerland 2.021 65642 177 Papua New Guinea -2.048 3119
5 Finland 2.010 48664 178 Chad -2.551 1570

2019 2019
ECI Rank Country ECI GDPpc ECI Rank Country ECI GDPpc

1 Japan 2.268 42022 175 Equatorial Guinea -2.080 18503
2 Taiwan 2.105 - 176 Guinea -2.112 2567
3 South Korea 2.084 42805 177 South Sudan -2.329 -
4 Switzerland 1.986 70944 178 Guinea-Bissau -2.527 1939
5 Germany 1.908 53930 179 Chad -2.882 1580

Notes: Ranks are based on the total number of countries with ECI data available for that specific year.
GDPpc refers to GDP per capita, PPP (constant 2017 international $).

Economic complexity, income per capita and other variables

The next step is to investigate the ECI data alongside GDP per capita. Figure 1.4 shows
scatter plots of the correlation between ECI and the natural log of GDP per capita across
countries, for 1995 and 2019, the start and end of our period of analysis. In both cases,
we observe a positive relationship between the ECI and income per capita, that is more
accentuated in the final year. These plots also allow us to see where countries from different
regions fall in this correlation. European and Central Asian countries are more represented
in the top-right quadrant, with both high ECI and high GDP per capita figures, whereas
Sub-Saharan African countries are more widely represented in the bottom-left quadrant,
with the lowest ECI and GDP per capita values. In contrast, countries in the East Asia
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and Pacific region are more evenly represented across the plot, and in terms of ECI and
GDP per capita levels.

Beyond GDP per capita, the ECI may also be correlated with other variables of interest
related to the economy, education, institutions, development, among other areas. Figure
1.5 shows the correlations between the ECI and several variables for averagevalues 1995-
2019. Aggregate measures such as the Human Capital Index (HCI) and HDI show up at
the top, with very strong positive correlations. In addition, variables related to educa-
tion, institutional quality and R&D also show strong positive correlations with economic
complexity, which are higher than the correlation with GDP per capita.

Among the strongest negative correlations in Figure 1.5 are variables related to the im-
portance of natural resources and agriculture, as well as poverty and two of the inequality
indicators. Several variables lie between the two extremes, showing only moderate or no
correlation with economic complexity – for instance, the population variables, unemploy-
ment, FDI, and trade-related variables such as imports, merchandise trade as a percentage
of GDP and, to a lesser extent, exports.

Economic complexity, country size and composition effects

An important possibility to consider is that the ECI simply reflects certain aspects of coun-
tries’ size or economic structure, with the method disproportionately favouring countries
that export more extensively than others (e.g., due to geographic characteristics), or are
more reliant on a specific macro-sector. To go a step further in investigating this possibility,
we present scatter plots between the ECI and other key variables to identify any patterns.

We start by looking at whether the ECI is closely related to population size. For instance,
it could be that larger countries have different diversification or specialisation strategies,
leading to higher economic complexity. To this end, Figure 1.6 presents scatter plots of the
ECI and the natural logarithm of population for 1995 and 2019. In both cases, as expected
from Figure 1.5, there is no apparent correlation between the ECI and population size.

Following this, Figure 1.7 presents scatter plots of the ECI and exports of goods and services
(as a percentage of GDP) in 1995 and 2019. In 1995 there is no correlation between the
ECI and exports, while in 2019 there is a positive correlation, though it might be, to some
extent, driven by outliers. Thus, the ECI does not appear to be heavily affected by the
importance that exports of goods and services play in a country’s economy.

Lastly, Figure 1.8 presents scatter plots of the ECI and the share of employment across
industry, services and agriculture in 1995 and 2019 (region colours follow previous figures).
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This allows us to investigate the possibility of composition effects in the ECI — for instance,
the extent to which countries with a larger manufacturing sector tend to be ‘favoured’ in
ECI estimations, leading to higher complexity levels. Across the two periods, both the
share of employment in industry and in services show positive correlations with the ECI –
in the case of employment in industry, the correlation is weaker in 2019 than at the start
of the period, while for employment in services it is more accentuated in the final year. In
contrast, there is a negative correlation between the share of employment in agriculture
and the ECI, as expected, as countries more reliant on agriculture tend to export simpler
goods, which are more widely accessible to other countries and therefore more ubiquitous.
Interestingly, the correlation between the share of employment in services (which assesses
the relative importance of the service sector in a country) and the ECI in 2019 is stronger
than that for employment in industry, despite ECI calculations not taking into account
services. This may be driven simply by the fact that higher income countries have both
relatively large service sectors and high economic complexity.
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Figure 1.4: Scatter plots of ECI and GDP per capita across countries, 1995 and 2019

43



Figure 1.5: Correlation between ECI and other variables, 1995 to 2019 average
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Figure 1.6: Scatter plots of ECI and population size across countries, 1995 and 2019
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Figure 1.7: Scatter plots of ECI and exports across countries, 1995 and 2019
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Figure 1.8: Scatter plots of ECI and employment across macro-sectors, 1995 and 2019
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1.6 Discussion

While it has been well over a decade since the ECI was first introduced, there are several
drawbacks that persist, regarding its conceptualisation, data, methodology and empirical
applications. At the same time, there are concerns over the novelty and usefulness of this
concept – in particular, whether it helps us unveil anything we did not already know re-
garding regional economic development and reach meaningful and actionable policy implic-
ations. This section addresses, on a first instance, the current drawbacks in the economic
complexity literature, followed by its contribution to existing research.

1.6.1 Current drawbacks of economic complexity

This subsection outlines and discusses the drawbacks in the economic complexity liter-
ature, organised along three main areas: theory, data and methodology, and empirical
applications.

Theory and conceptualisation

There are pressing issues in economic complexity regarding the lack of clear and exact
definitions of the term and the disagreements between different interpretations and math-
ematical methods proposed. While it appears that the different methods generate measures
that are highly correlated with each other and lead to similar conclusions, the lack of an
unequivocal definition and interpretation presents risks as the term can easily be used to
portray whatever a researcher or user may want, leading to misguided analyses and policy
conclusions. This is particularly pressing given that the Atlas of Economic Complexity and
similar platforms are being promoted as tools that can be widely used everywhere across
the world.

Moreover, the literature overlooks important theoretical considerations that are likely to
impact, on the one hand, what economic complexity captures and, on the other hand, how
we interpret it. The first relates to blindly pooling countries across dramatically different
income and development levels, often with very limited consideration of socioeconomic
contexts – a top-down approach that risks overlooking important singularities. The second
relates to the lack of discussion regarding the role of intermediate trade and global value
chains that characterise today’s production processes (and how this is reflected on the data
used and the final measure calculated).

Beyond this, several theoretical ramifications of this concept have not been analysed extens-
ively – for example, the use of terms such as ‘knowledge’ and ‘capabilities’ without clearly
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relating it to existing definitions of the terms surrounding them. There is still a somewhat
superficial understanding of what exactly the ECI is capturing and what is meant by these
terms in this context, as well as what their implications may be for countries – beyond the
often-cited empirical correlation with future economic growth.

When moving from national to regional context, these concerns are even more justified, as
the concept was initially developed for countries. Nevertheless, theoretical considerations
at the sub-national level have been more extensive, particularly in applications relying on
patent data and the idea of ‘technological complexity’. Moreover, these applications tend
to use networks covering locations that are more comparable – for instance, metropolitan
areas within the US, regions within Europe, or even comparing regions simply to the rest
of the country to which they belong, allowing for more meaningful comparisons than when
considering countries across the globe with vastly different historical, geographical and
socioeconomic contexts.

Data and methodology

Beyond the issues concerning theory, there are important practical-level drawbacks of the
ECI method. The first drawback relates to the type of data used. The original proponents
justified their focus on exports due to the wide availability of comparable data across world
countries. Nevertheless, this has three major limitations – firstly, it does not account for
domestic market production; secondly, it disregards services, as they do not go through
customs and thus are not recorded in the same way as products17; thirdly, it does not
capture the non-tradable sector (Hausmann et al., 2014b); and, fourthly, on a more con-
ceptual level, trade is impacted by political economy issues and fluctuations in demand for
different types of products or resources.

We find the first two limitations to be particularly critical. Disregarding services and
domestic production of goods that are not exported may explain some of the discrepancies
found in the data. While the authors argue that a country’s inability to export these goods
may indicate low productivity or quality (and thus signify lower capabilities or knowledge),
the applicability of this statement is likely to differ across countries, depending on size and
location. For instance, in large or geographically remote countries, domestic production
of goods and services is likely to play an important role in the economy and may differ
significantly in composition from exports. This is the case for Australia, a service-oriented
economy whose exports are focused on low complexity products, such as minerals and

17There has been a recent effort to include some service data in the Atlas for Economic Complexity website.
Nevertheless, the data includes only five service categories, presenting a much less granular level than for
the case of products. Thus, services remain largely disregarded from ECI measures using export data.
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metals. Despite a high income level, Australia ranks poorly in terms of the ECI, appearing
behind countries such as Bahrain, South Africa or Cyprus (see Figure 1.3). The omission
of services is likely to become an increasingly pressing issue, as services are central to
knowledge-based economies, and there is increasingly a blurring of manufacturing and
services that cannot be ignored if we are to fully understand the knowledge and capabilities
embedded in a country or region.

Moving to the sub-national level, the use of export data can be further questioned. On the
one hand, it may be justified from a theoretical perspective. For instance, Kemeny and
Storper (2015) defend that a region’s income level is strongly influenced by specialisation
and trade – firstly, output level is influenced by the tradable sector, as demand is not
limited by the region’s income and, secondly, the terms of trade (i.e., the relative prices
of the region’s output compared with the prices of their imports) are set by the tradable
sector – thus focusing on exports may capture these dynamics. On the other hand, it poses
important drawbacks as the previous limitations still apply and may be even stronger.
One region within a large country can be export-oriented, while another one specialises in
activities for the domestic market, without this necessarily implying that the first one has
more ‘capabilities’ than the second. Brazil provides a good example of this – the states of
São Paulo and Santa Catarina both have high income levels, but while São Paulo has the
highest complexity level in the country, Santa Catarina has among the lowest.18 Finally,
incorporating important aspects such as inter-regional linkages in economic complexity
analyses becomes impossible since international trade does not capture linkages between
regions within the same national borders.

There are alternatives to the use of export data in regional contexts. Employment data
(mostly based on industry classifications) and patent data are used in sub-national analyses
to calculate complexity indicators using the method of reflections (as will be described in
Section 4.3). Nevertheless, while researchers have argued that patents can reflect different
technological capabilities across regions (e.g., Balland and Rigby, 2017), there is still a bias
in patenting towards certain industries, in particular manufacturing, and regions strongly
specialised in advanced services may appear to be lagging behind competitively even when
that is not the case. Similarly, for the case of employment data, it was not established
or thoroughly discussed whether capabilities can be accurately inferred from industry or
occupation data, and empirical applications have abstracted from discussing this, as will
be further explored in Chapter 2.

18This statement is supported by sub-national economic complexity data derived from Brazilian government
sources, available at: http://dataviva.info/en/
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Recent research by Stojkoski et al. (2023) relies on patents and research publications to
measure economic complexity across world countries. Nevertheless, we argue that this is
problematic in a context where countries with different historical backgrounds, languages
and cultures are considered together. In particular, what this type of data can capture
might be completely different across countries due to varying propensities to patent tech-
nologies or publish academic research across different parts of the world.

A second drawback rests on the choice of the two-mode network used to calculate economic
complexity and on how the RCA is calculated. It remains unclear whether RCA calcula-
tions should be based on larger networks, comparing a region to the rest of the world, as
is often the case when using export data, or on smaller networks, comparing a region to
the rest of the country to which it belongs, as is done for employment data. As described
by De Benedictis and Tamberi (2001), the RCA is calculated for a particular aggregation
of products or sectors, and relative to a particular benchmark of countries or regions.19

French (2017) goes further to argue that the most appropriate point of reference for RCA
calculations depends on the purpose. The network and points of reference used will there-
fore lead to substantially different conclusions (and, ultimately, different interpretations
of the ECI). Theoretically, it is important to consider what we want to capture. In the
case of a large country with high regional disparities, it may be more sensible to compare
regions to the rest of the country (or, for instance, the wider macro-region), than to the
rest of world. For a lagging region, adopting technologies and developing capabilities that
are already present within the country might be enough to generate economic growth and
for the region to continue on its own development trajectory thereafter, and is perhaps
more insightful than starting from a point of comparison with the rest of world.

Beyond this, there are questions over the legitimacy of relying on spatial distributions of
economic activity in order to measure economic complexity or underlying capabilities. The
implications of this are, of course, very different at the national and sub-national levels. As
discussed, some recent applications have tried to move away from the reliance on spatial
distribution, and this issue will be further explored in Chapter 3.

Finally, it is important to note that these data limitations are likely to explain some of

19The lack of comparability of measures of revealed comparative advantage across different countries and
other interpretations issues propelled researchers to develop normalised RCA measures (e.g., Proudman
and Redding, 1998; Laursen, 2000) and alternative revealed comparative measures (such as the Gravity-
Based Index or Bilateral Additive Index, see French, 2017); these transformations bring other important
limitations and thus De Benedictis and Tamberi (2001) argue that relying on the traditional RCA meas-
ures is preferred, while French (2017) argue that the alternative indices are theoretically appropriate for
different tasks. The ECI literature has abstracted from any discussions at this level; the main robustness
check in empirical analyses is using alternative cut-offs when calculating the binary matrix.
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the inconsistencies identified in our initial analysis. As mentioned, some of the countries
that appear to rank too high in terms of economic complexity compared to the rest of
their macro region or their income level are tax havens, and this is probably driven from
the use of export data and how that data is recorded. Furthermore, the ECI appears
to be particularly flawed at capturing relative capabilities in certain parts of the world.
For instance, within Africa, it seems to be less accurately reflecting the complexity and
income level of countries that rely on natural resources, as Nigeria and Angola rank below
Somalia or São Tomé and Príncipe – while natural resources should not be considered
‘complex’ products, it seems countries that export them are prejudiced and rank below
other countries that we may expect to have a lower complexity level (e.g., war-struck,
very poor countries or tax havens). In contrast, in Europe and Asia, rankings appear to
make more sense intuitively. Still, Norway presents another inconsistent example – it has
a relatively low economic complexity level compared to what we would expect from their
income and development levels, which appears to be driven from their exports of oil and
fish, both of which are associated with low complexity.

Empirical applications

Lastly, there are challenges with empirical applications, in particular the lack of a causal
link between initial economic complexity and subsequent economic growth. Most papers
avoid discussions regarding the strength of the empirical methods used and thus this lit-
erature is often not seen as robust by other groups of scholars. While there have been
some recent attempts using System GMM and instrumental variable approaches to argue
for causal links, these papers are still not entirely convincing. As economic complexity in-
dicators are increasingly used in country and regional development reports, there is a need
to either establish a more robust relationship between economic complexity and income
growth or to recognise that this should be simply understood as a descriptive tool.

There is also limited evidence of what drives economic complexity, and what exactly differs
between countries or regions at different economic complexity levels. Beyond productive
structures, it is important to understand what kind of prerequisites may be needed, such as
institutional quality, and what kind of policies may be helpful to achieve higher economic
complexity – for instance, is it simply a matter of introducing industrial policy targeting
more complex goods or industries that may be within reach of that location given their
current production structure (e.g., with the help of relatedness measures), or are educa-
tional policies also an effective way through which countries have managed to increase their
economic complexity level in the past.
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While several country reports focus on industrial strategy, there is no clear empirical
evidence that shows that is necessarily the most objective and efficient way to increase
economic complexity levels. Instead, there may be other target areas, such as institutional
capacity and educational attainment, that could be more promising areas of action. From
our exploratory analysis, it appears that these variables are very highly correlated with
the ECI, particularly in contexts where a certain threshold has not yet been achieved.

1.6.2 ECI’s contribution to regional development literature

In addition to the drawbacks outlined, as evidenced throughout the theoretical grounding
discussions, the ideas adopted to introduce the term and methods of economic complexity
are not new. Similarly, the empirical findings are not ground-breaking. For instance, the
importance of knowledge and capabilities has long been recognised, and it has been clear
for several decades that some activities are only found in the largest metropolitan areas,
while other more mundane ones are present across all cities or regions. This begs the
question of what is new about economic complexity and what this top-down approach has
to offer to our understanding of development, particularly in regional contexts.

We argue that the main contribution of the ECI is as a new methodology for quantifying
differences across regions, which allows for the identification of capabilities through the
lens of the activities that a country or region is able to perform competitively. In doing so,
it is based on outcomes, rather than on a priori assignment of the ‘difficulty’ that some
activities appear to involve compared to others. As a result, the method does not require
pinpointing what capabilities are – they might include many things beyond tacit or codified
knowledge, including human capital, organisational skills, institutional contexts, availabil-
ity of services, among many others that affect a location’s capacity to perform an activity
competitively. Furthermore, it allows for the identification of productive outcomes, rather
than relying on the assumption of a direct link between innovation inputs, such as R&D
spending or physical and social infrastructure availability, and innovation or knowledge
outputs, that often occurs in the literature.

Still, by capturing ‘everything’, it might overlook what really matters. In particular,
this literature has failed to explain the ways in which economic complexity is connected
to economic growth and how it translates into development and prosperity – precisely
a shortcoming that has been emphasised by Kogler (2017) for the case of relatedness.
Furthermore, researchers have only recently started considering negative path dependencies
and the competition for scarce resources – both emphasised by Hassink (2005) as important
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aspects in regional contexts – which suggests that attempting to continuously increase
complexity levels across all regions is not a sustainable goal.

Regarding policy implications, economic complexity offers a ranking of countries or re-
gions, shedding light on how different places fare in relation to others. However, a better
understanding of the links between economic complexity and economic growth would be
beneficial for the development of policy actions that go beyond what we already knew, or
the aspiration towards ever-increasing economic complexity levels (which, moreover, is a
moving target). Finally, because capabilities are not explicitly identified, understanding
the fundamental differences between places ranked at different levels is challenging, and
it is not evident what must change ‘qualitatively’ in order for a place to become ‘more
complex’.

All in all, while the ECI provides a promising and improved way of quantifying differences
across regions, much work is still needed in terms of improving our understanding of how
it works, what it captures in regional settings, how it relates to our vast existing knowledge
about regional development, as well as what drives different economic complexity levels
across regions. We identify these aspects as the main priorities in this literature area, and
as those that have been most overlooked in existing work.

1.7 Conclusion

This chapter presented a comprehensive review of economic complexity, starting from how
the original proponents portray the term, how it is grounded in the existing theory, both in
terms of national and regional contexts, moving to the methodology, empirical applications
and exploratory data analysis, and finalising with a discussion of what we identified as the
most pressing challenges, as well as the contribution that the ECI method and concept
make to existing research.

This represents the status quo regarding economic complexity and our understanding of
this concept, and helps guide the remaining chapters in this thesis. The main priority is to
further understand whether this index can be applied across different geographical levels
and development contexts. To do this, we will move from the cross-country national level
to the sub-national one, starting with a country within the European context in Chapter
2, where we will also explore the applicability of the methods to occupation data.

The next step will be to further explore the link between economic complexity and exports,
with a particular focus on countries that are heavily reliant on natural resources. To that
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end, Chapter 3 will return to cross-country analysis, and explore a different context of oil-
dependent countries, with a focus on the Gulf Cooperation Council region. The aim is to
explore the usefulness and relevance of the economic complexity methods in this context
and the challenges that arise when investigating countries with particular export bases,
further challenging the universal applicability of this model.

Lastly, Chapter 4 will turn to linking economic complexity with education and economic
growth, with the aim of understanding whether economic complexity can indeed better
explain future economic growth than simpler measures capturing human capital across
countries.
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1.A Appendix

Table 1.A.1: Description and source of variables

Variable Definition Source
ECI Economic Complexity Index based on HS-92 classific-

ation. Own calculations.
Observatory of Eco-
nomic Complexity

GDP per capita GDP per capita, PPP (constant 2017 international $) World Bank Open Data
Natural resource rents Total natural resources rents (% of GDP) World Bank Open Data
Exports (% GDP) Exports of goods and services (% of GDP) World Bank Open Data
Imports (% GDP) Imports of goods and services (% of GDP) World Bank Open Data
Merchandise trade (share
GDP)

Merchandise trade (% of GDP) World Bank Open Data

High-tech exports (% exp) High-technology exports (% of manufactured exports) World Bank Open Data
Agriculture VA (% GDP) Agriculture, forestry, and fishing, value added (% of

GDP)
World Bank Open Data

Manufacturing VA (% GDP) Manufacturing, value added (% of GDP) World Bank Open Data
Employment share in agricul-
ture

Employment in agriculture (% total employment) World Bank Open Data

Employment share in industry Employment in industry (% total employment) World Bank Open Data
Employment share in services Employment in services (% total employment) World Bank Open Data
Secondary school enrolment School enrolment, secondary (% gross) World Bank Open Data
Tertiary school enrolment School enrolment, tertiary (% gross) World Bank Open Data
FDI inflows (% GDP) Foreign direct investment, net inflows (% of GDP)) World Bank Open Data
R&D expenditure Research and development expenditure (% of GDP) World Bank Open Data
R&D researchers Researchers in R&D (per million people) World Bank Open Data
Unemployment Unemployment, total (% of total labour force) World Bank Open Data
Population Total population (regardless of legal

status/citizenship)
World Bank Open Data

Urban population People living in urban areas as defined by national
statistical offices

World Bank Open Data

Urban primacy Population in the largest city (% of urban population) World Bank Open Data
Income share top 10% Income share held by highest 10% World Bank Open Data
Income share bottom 10% Income share held by lowest 10% World Bank Open Data
Gini Gini index World Bank Open Data
Poverty headcount ratio (1.90
USD line)

Poverty headcount ratio at $1.90 a day (2011 PPP)
(% of population)

World Bank Open Data

Poverty headcount ratio (na-
tional line)

Poverty headcount ratio at national poverty lines (%
of population)

World Bank Open Data

Firms market capitalisation Market capitalization of listed domestic companies (%
of GDP)

World Bank Open Data

Time to start business Time required to complete procedures to legally oper-
ate a business (days)

World Bank Open Data
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Table 1.A.1 (continued): Description and source of variables

Variable Definition Source
Human Capital Index (HCI) Measure of the productivity as a future worker of a

child born today relative to the benchmark of full
health and complete education (ranges from 0 to 1).

World Bank Open Data

Human Development Index
(HDI)

Summary measure of average achievement in key di-
mensions of human development (long and healthy
life, being knowledgeable, decent standard of living)

United Nations Human
Development Reports

Voice & Accountability Perceptions of the extent to which a country’s citizens
are able to participate in selecting their government, as
well as freedom of expression, freedom of association,
and a free media

World Bank Worldwide
Governance Indicators

Political stability Perceptions of the likelihood of political instability
and/or politically motivated violence, including ter-
rorism

World Bank Worldwide
Governance Indicators

Government effectiveness Perceptions of the quality of public services, the qual-
ity of the civil service and the degree of its independ-
ence from political pressures, the quality of policy for-
mulation and implementation, and the credibility of
the government’s commitment to such policies

World Bank Worldwide
Governance Indicators

Regulatory quality Perceptions of the ability of the government to for-
mulate and implement sound policies and regulations
that permit and promote private sector development

World Bank Worldwide
Governance Indicators

Rule of law Perceptions of the extent to which agents have con-
fidence in and abide by the rules of society, and in
particular the quality of contract enforcement, prop-
erty rights, the police, and the courts, as well as the
likelihood of crime and violence

World Bank Worldwide
Governance Indicators

Corruption control Perceptions of the extent to which public power is
exercised for private gain, including both petty and
grand forms of corruption, as well as ‘capture’ of the
state by elites and private interests

World Bank Worldwide
Governance Indicators
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Table 1.A.2: Descriptive statistics, 1995 to 2019, 179 countries

Variables N Mean SD Min Max
ECI 4403 0.00 1.00 -3.87 2.71
GDP per capita (constant intl. $, PPP) 4125 18339 20716 469 161971
Natural resources rents (% GDP) 4211 7.60 11.41 0.00 87.46
Exports (% GDP) 4006 40.31 28.78 0.01 228.99
Imports (% GDP) 4006 44.50 26.09 0.02 221.01
Merchandise trade (% GDP) 4250 64.90 40.91 7.81 419.96
High-tech exports (% exp) 1701 10.39 11.30 0.00 68.14
Agriculture VA (% GDP) 4101 12.82 12.32 0.03 79.04
Manufacturing VA (% GDP) 3888 13.03 6.41 0.23 49.88
Employment share in agriculture 4378 29.24 24.18 0.03 92.37
Employment share in industry 4378 19.70 8.57 0.32 59.58
Employment share in services 4378 51.06 18.68 5.36 89.94
Secondary school enrolment 2957 78.49 30.75 5.28 163.94
Tertiary school enrolment 2812 35.58 26.82 0.20 148.53
FDI inflows (% GDP) 4225 5.19 15.68 -57.60 449.08
R&D expenditure (% GDP) 1922 0.94 0.94 0.01 4.94
R&D researchers (per million people) 1500 1988 1904 5.91 8066
Unemployment 4378 8.06 6.18 0.10 38.80
Population (total) 4403 37829319 136713279 131679 1407745000
Urban population 4378 19095754 59644890 33908 848982855
Urban primacy 3733 33.24 17.89 2.97 100.00
Income share top 10% 1494 29.85 6.78 19.50 61.50
Income share bottom 10% 1493 2.52 0.97 0.10 4.80
Gini index 1497 38.20 8.89 23.00 65.80
Poverty headcount ratio (1.90 USD line) 1498 8.88 16.25 0.00 94.30
Poverty headcount ratio (national line) 893 24.09 14.03 0.60 76.80
Firms market capitalisation (% GDP) 1702 64.60 108.67 0.01 1350
Time to start business (days) 2694 34.00 49.54 0.50 697.00
Human Capital Index 406 0.57 0.15 0.29 0.89
Human Development Index 4105 0.67 0.17 0.24 0.96
Voice and accountability 3676 -0.13 0.99 -2.31 1.80
Political stability 3674 -0.15 0.98 -3.31 1.76
Government effectiveness 3670 -0.06 1.01 -2.48 2.44
Regulatory quality 3671 -0.05 1.00 -2.65 2.26
Rule of law 3676 -0.12 1.01 -2.61 2.13
Corruption control 3673 -0.09 1.01 -1.87 2.47
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Chapter 2

Economic complexity and employment in
Portuguese municipalities

2.1 Introduction

As described, the ECI was introduced by Hidalgo and Hausmann (2009) a decade ago.
Departing from a network connecting countries to the products they export competitively,
economic complexity aimed to capture differing levels of ‘capabilities’ across countries,
reflecting the skills, technology, institutions, or anything else that made them able to
export certain products competitively. Since then, there has been a significant increase
in the literature employing this concept and method. The ECI has been applied across
the world, at different geographical levels, relying on different data – including exports,
patents and industries – often with limited consideration of social, cultural and development
contexts.

In the case of Europe in particular, the concept of economic complexity, often coupled
with relatedness, is increasingly regarded as relevant for smart specialisation strategies
aimed at determining optimal growth paths in regions (McCann & Ortega-Argilés, 2015;
Boschma, 2017). However, despite increased policy interest, the applicability of economic
complexity to different contexts, as well as its usefulness in terms of explaining economic
growth and development across regions, are still unclear. While relatedness has been the
focus of more extensive investigation, existing results are not unequivocal – some papers
find that European regions target activities that show intermediate levels of technological
relatedness to their existing specialisation, while others find that many regions do not
choose paths that are related to their current area of specialisation (Marrocu et al., 2020;
Hidalgo, 2021) – and therefore more scrutiny is needed for the case of economic complexity.

Furthermore, many existing applications to regional European contexts either draw on
patent data and consider regions across several countries, often disregarding peripheral
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regions that have very few or no patents, or focus on countries with very different in-
dustrial or development contexts (for example, the UK, Italy and Sweden). As will be
further discussed, while the use of occupation data is likely to overcome important draw-
backs in existing contributions, more work is needed in conceptualising and understanding
occupation-based ECI. In particular, the limited number of papers using occupations (e.g.,
Mealy et al., 2018a; Hane-Weijman et al., 2022) do not discuss the interpretation or im-
plications of occupation-based ECI measures.

This chapter is aimed at advancing the literature towards filling these gaps. By applying
this methodology to Portugal, a ‘small peripheral’ country, at the sub-national level, we
explore the meaning and interpretation of the ECI based on occupations and investigate
whether it bears any association with employment growth. In particular, we apply the ECI
method to occupation data in a European country context, which has only been done for
the case of Sweden (Hane-Weijman et al., 2022) for a shorter period (2002-2012). Portugal
presents a good empirical context, as it is an under-explored European example, structur-
ally very different from existing applications, it presents significant regional heterogeneity
and has comprehensive data.

Furthermore, we bridge the literature on economic complexity with that on occupations and
the task-based approach to labour markets, introduced by Autor et al. (2003) and Acemoglu
and Autor (2011), to understand whether and how economic complexity relates to this well-
established framework and our existing knowledge. Finally, we compare occupation-based
and industry-based ECI measures, to understand how each relates to regional outcomes
and whether or not they capture similar dynamics. Thus, the aim is to contribute to
our understanding of economic complexity applications with occupation data, and explore
conceptually the applicability of the ECI at the sub-national level.

To measure economic complexity, we follow the network-based methodology by Hidalgo
and Hausmann (2009) and Mealy et al. (2018a), and start from a network linking municip-
alities to occupations, derive diversity and ubiquity measures, and get a ranking and level
of complexity across municipalities and occupations. Focusing on 308 Portuguese municip-
alities, for the period from 1985 to 2019, we look at the association between our economic
complexity measures and regional employment growth. Following this, we explore how
occupation complexity relates to the task-based approach to labour markets, as well as to
an alternative industry-based indicator of complexity.

The regional disparity patterns observed in terms of economic complexity are similar to
those seen with regional Gross Value Added (GVA), with municipalities in coastal areas
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showing higher economic complexity than in inland ones. The empirical analysis shows a
negative association between both economic complexity measures and employment growth,
but this association disappears once we control for initial employment level. Our discus-
sion of the results suggests that, in this context, the occupation and industry-based ECI
measures may be capturing dynamics related to conventional specialisation patterns too
strongly, rather than reflecting the underlying ‘capabilities’ within a municipality.

The remainder of this chapter is organised as follows. Section 2.2 provides a literature re-
view, focusing on economic complexity applications in European contexts and on bridging
the literature on economic complexity with that on occupations and the task-based ap-
proach to labour markets, and concludes with our research questions and aims. Section
2.3 provides the research context. Section 2.4 outlines our data and methodology, followed
by results and further analysis in Sections 2.5 and 2.6 respectively. Finally, Section 2.7
provides a discussion and Section 2.8 concludes.

2.2 Literature review

Economic complexity and regional economic growth

Despite being introduced as a new method, the ideas underpinning the concept of economic
complexity are linked with many theoretical contributions that have been around for sev-
eral decades. Summarising the broader discussion on economic complexity and regional
economic growth, the main idea is that regions that have more complex activities – e.g.,
products, technologies, industries or occupations – have higher underlying ‘capabilities’
and knowledge (in particular tacit knowledge), which provide a source of competitive ad-
vantage (Lawson & Lorenz, 1999; Asheim & Gertler, 2005) and thus might lead to higher
economic growth than that experienced by regions with lower economic complexity levels.

From the method of reflections introduced by Hidalgo and Hausmann (2009), two variables
are calculated – the ECI, originally developed for the case of countries based on exports,
and defined broadly as capturing the capabilities of countries, and the PCI, calculated
analogously to the ECI, originally for the case of products, to broadly represent how
‘complicated’ a product is, proxied by the capabilities it requires.1 Capabilities are defined
in very broad terms, and can essentially encompass anything that makes a country able
to export a specific product competitively – the underlying idea being that more complex

1The name given to the variables changes across papers in accordance with the network and data used.
The ECI is sometimes referred to as Knowledge Complexity Index (KCI) and the PCI as Technological
Complexity Index (TCI) for patents, or as Occupation Complexity Index (OCI) for the case of occupations.
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products will only be successfully exported by a limited number of countries, which in turn
are diverse and able to make other complex products.

While the ECI and PCI are calculated in analogous ways, each focused on one of the
sides of the two-mode network used, and thus have similar definitions, the implications
behind each of them are different and it is important to distinguish between the two. On
the one hand, the ECI relates to countries or regions, providing a ranking that places
countries or regions with more similar exports (or patents, industrial concentration, and so
on) closer together in the ordering and those with more dissimilar activities further apart
(Mealy et al., 2018b, 2019). In regional applications, the papers that focus directly on the
ECI tend to depart from the importance of tacit knowledge and localised learning that
give some regions advantages over others in their analysis and theoretical grounding. On
the other hand, the PCI relates to the products (in the case of export data), technology
(for patent data), and industries or occupations (when employment data is used). Some
regional applications focus on the PCI component instead, looking at regional entry into
new technologies or industries (e.g. Balland et al., 2019; Bishop and Mateos-Garcia, 2019)
and grounding their research in topics such as regional diversification, regional branching,
related variety and relatedness.

Economic complexity applications to European regions

Focusing on the European context, the concept of economic complexity, often coupled with
relatedness2 measures, is increasingly applied in papers investigating smart specialisation
strategies aimed at determining optimal growth paths in regions (McCann & Ortega-
Argilés, 2015; Boschma, 2017). As a result, just over the last few years several empir-
ical applications emerged in the literature applying economic complexity methods to the
European context. Table 2.A.1 in the Appendix lists all economic complexity empirical
applications in European contexts to date, including both papers that focus on EU regions
and others that study individual countries at the sub-national level.

A lot of the papers that apply economic complexity methods to all EU regions rely on pat-
ent data (Balland et al., 2019; Rigby et al., 2019; Antonelli et al., 2020; Mewes and Broekel,
2022; Pintar and Scherngell, 2022), one draws on scientific publications (Heimeriks et al.,
2019), while recent papers by Deegan et al. (2021) and Pinheiro et al. (2022) use employ-
ment data, focusing on industries. These papers are concerned mostly with technology or
2Relatedness refers to the idea that some activities require similar capabilities and thus are seen as ‘related’
to each other. There are several different measures of relatedness, including technological relatedness
(Breschi et al., 2003), product relatedness (Hidalgo et al., 2007), and skill relatedness (Neffke & Henning,
2013). Different methods are used, including analyses of co-occurrence, co-location, worker flows and skill
requirements. For a comprehensive review we refer to the work of Boschma (2017).
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priority economic domains, and several of them focus on linking economic complexity with
smart specialisation frameworks and on understanding regional paths. In particular, they
investigate whether regions moved towards more complex economic activities (and if so,
which ones), and also whether those paths led to better regional outcomes.

In contrast, papers that analyse individual countries tend to rely on exports (Basile et al.,
2019), employment industries (Bishop & Mateos-Garcia, 2019; Mealy & Coyle, 2022) and
the methodology has been expanded to occupation data too (Broekel et al., 2021; Hane-
Weijman et al., 2022). More specifically, Hane-Weijman et al. (2022) are the only ones
that rely on the ECI method as introduced in Hidalgo and Hausmann (2009) when using
occupation data, while Broekel et al. (2021) and Deegan et al. (2021) employ alternative
measures of occupation-based economic complexity, introduced in more detail below.

Regarding outcomes of interest, there are two broad groups – first, papers that look at
entry and exit of technological or scientific fields; second, papers that look at regional
outcomes, such as growth in GDP, employment and labour productivity. Of the second
group, some papers focus on the regional complexity metric (ECI), whereas others focus on
the other part of the network (PCI or equivalent – reflecting the complexity of products,
technologies or industries), and look at whether entry and exit into more complex activities
had an impact on regional outcomes.

With the exception of the paper by Rigby et al. (2019), which covers the time period from
1981 to 2019, the papers focused on individual countries cover relatively short periods.
Classification changes, as well as data availability, are often blamed and, although the
former complicates the analysis, it is a challenge that we aim to overcome in our analysis.

While empirical applications to European regions have mostly relied on patent data, this
presents an important drawback as patents are very skewed towards specific economic
activities, and also overlook several regions for which the number of patents is too limited
to be included in analyses. This is a pressing drawback, as it is often the more peripheral
regions, which are of crucial relevance for smart specialisation policies, that are left out.
Thus, our research is aimed at addressing this drawback and investigating further whether
economic complexity, measured through occupation data, can help us understand regional
development paths across Europe.

The case for using occupations in economic complexity measures

While most applications have relied on exports, patents and employment industry data,
there are important limitations with each of them. Firstly, export data overlooks the ser-
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vice sector, which played an active role in the most recent process of structural change
(Antonelli, 1998), and is increasingly crucial in the world economy and trade. Moreover,
services have become increasingly blurred with goods, hindering the distinction and meas-
urement of interactions between them, particularly given the importance of immaterial
aspects of goods, and through the standardisation, mass production and trade of services
(Evangelista, 2000). In this regard, Pilat and Wölfl (2005) show that the amount of ser-
vice sector value-added that is embodied in manufactured goods has increased over time
and that a growing share of workers employed in the manufacturing sector is performing
service-related occupations. Moreover, employment in services has grown and contribute
to a considerable share of aggregate labour productivity growth (Castaldi, 2009). Besides,
export data does not capture domestic market production.

Secondly, patent data is very biased towards certain sectors and industries, once again
largely disregarding services, and their value is variable and highly skewed (Griliches,
1998). Moreover, some regions are completely excluded from analyses because of the very
low or non-existing number of patents (e.g., Pintar and Scherngell, 2022 focus strictly on
metropolitan regions and have to exclude those that have less than 100 patents in the
period studied) – this is particularly pressing in the Portuguese context but also a wider
issue in several other European countries and regions.

Thirdly, while employment industry data allows researchers to overcome some of the afore-
mentioned challenges, it covers only the industries in which workers are employed and over-
looks the types of job they do. From the urban economics literature, we know there has
been a trend towards functional (rather than sectoral) specialisation in cities and increas-
ing separation of company locations by function (Duranton & Puga, 2002). Furthermore,
as described by V. Henderson (2010), there is a hierarchy of city sizes, mediated by the
relative advantages and costs of cities of varying dimensions. In particular, standardised
manufacturing activities benefit mostly from agglomeration in their own industry and thus
tend to gravitate towards small specialised cities where economies of scale will be maxim-
ised relative to urban size diseconomies (e.g., higher costs, congestion); in contrast, high
technology industries, business services and other activities where the overall level of local
agglomeration also contributes to productivity gravitate towards larger and more diverse
cities (V. Henderson, 2010). Papers investigating functional specialisation and trade have
turned to occupations in order to overcome the lack of direct mapping between industries
and functions – for example, in order to characterise both direct and indirect value added
of exports – by tracing what type of workers (characterised by occupation) are involved
in production (Timmer et al., 2019). This provides some evidence that occupations can
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reflect more accurately the kinds of economic activity taking place in a specific location,
and lead to more relevant ECI measures. Moreover, in the context of global value chains,
occupations are likely to reflect more closely the types of capabilities present within a re-
gion, likely better reflecting the types of jobs workers are doing and the skills they might
need than simply the industry in which they work or the resulting exported goods.

Since occupation data is likely to overcome several of these drawbacks, it is pertinent
to further investigate whether the ECI measured through occupations is associated with
regional outcomes of interest, as well as to shed light on the interpretation and meaning of
economic complexity methods applied to this type of data. While occupations may capture
more accurately a region’s profile in terms of economic activity and functions performed,
the question of whether occupation-based complexity measures can be meaningful and
useful remains unclear.

While, at the time of writing, there are two existing contributions that rely on occupation
data for economic complexity calculations using the method of reflections – Mealy et al.
(2018a) for the US and Hane-Weijman et al. (2022) for the case of Sweden – they do not
provide an answer to this question and there are important aspects that require further
analysis. In particular, neither of the papers discuss the meaning and applicability of the
ECI methodology or provide an interpretation beyond the mathematical description of the
methods. Furthermore, there is no discussion over the ideal network size or geographic
level to use in sub-national level applications.

Linking economic complexity and the task-based approach to labour markets

Focusing on occupation data also provides the opportunity to link the economic complexity
literature with the task-based approach to labour markets and technological change. The
task-based approach provides a strong case for the importance of tasks, frequently proxied
by occupations, for output produced within a region (Autor, 2013), and puts forward a
categorisation of task content of different occupations – along two overlapping axes captur-
ing, firstly, whether they involve routine or non-routine tasks and, secondly, predominantly
cognitive or manual tasks (Autor et al., 2003; Acemoglu & Autor, 2011).

As defined by Acemoglu and Autor (2011), routine tasks are those that can be performed
by following explicit and well-defined rules; they can be cognitive (e.g., bookkeeping), or
manual (e.g., repetitive assembly). In contrast, non-routine tasks involve problem-solving
and complex communication activities. Non-routine cognitive tasks tend to involve flexib-
ility, creativity, generalised problem-solving, and complex communications (e.g., managing
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others), whereas non-routine manual tasks require physical flexibility and adaptability,
visual recognition, or non-scripted communications (e.g., truck driving).

Making a link with this literature can help us understand to what extent, if any, occupation
complexity indicators are aligned with existing knowledge on this topic. From a conceptual
perspective, non-routine task intensive occupations, which are known to be less codifiable,
require more complex communication, and thus confer higher competitive advantages to
regions, are expected to be more complex than routine task intensive occupations. Sim-
ilarly, cognitive tasks, which require more conscious intellectual activity, are expected to
be more complex than manual ones. We therefore expect non-routine cognitive task in-
tensive occupations to have the highest ECI levels and routine manual task intensive ones
to show the lowest ECI levels. However, between the other categories, namely routine
cognitive and non-routine manual task intensive occupations, the theoretical predictions
are not clear cut, and will be further discussed.

There are a few existing papers that look at occupation complexity from different lenses
and using alternative methodologies. Caines et al. (2017) depart from the task-based ap-
proach view of occupations as bundles of tasks, and measure occupation complexity from
the complexity of tasks involved. They define complex tasks as those that “involve higher-
order skills such as the ability to abstract, solve problems, make decisions or communicate
effectively” (Caines et al., 2017, p. 299) – a definition that is similar to that of non-routine
occupations. Using Occupational Information Network (O*NET) occupation descriptors
and Principal Component Analysis they create a continuous normalised measure of occu-
pations and compare mean wages, and wage and employment growth between simple and
complex occupations in the US from 1980 to 2005. They find a strong positive association
between task complexity and both wage levels and growth. Another important finding is
that some occupations, for example related to crafted goods, as well as middle-skill oc-
cupations in finance and insurance, are found to be complex, despite being classified as
routine task intensive occupations (Caines et al., 2017).

In a separate route, Lo Turco and Maggioni (2020) also rely on O*NET job descriptors
and requirements, but on a different approach that relates directly with Hidalgo and Haus-
mann’s (2009) product complexity. The authors look at the average complexity of products
within three-digit level industries, which they compare with the industries’ skill and know-
ledge work requirements (derived from O*NET information) through rank correlations.
They create an indicator based on the average normalised scores of those work requirements
for which the rank correlation was highest – namely, Physics, Engineering and Technology,
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Computer Electronics and Mathematics for knowledge items, and Science, Mathematics
and Critical Thinking for skill items – as a measure of the average occupational complexity
within an industry (Lo Turco & Maggioni, 2020). They find a strong positive association
between the occupation complexity indicator and growth in GDP per capita across US
metropolitan statistical areas for the 2001-2017 period.

Two applications to the European context have relied on similar methods. Broekel et
al. (2021) look at diversity, relatedness and complexity of occupations and assess their
contribution towards explaining growth in Norwegian industry-regions observations over
2009-2014. To measure occupation complexity, they follow approaches similar to the work
by Ederer et al. (2015), Caines et al. (2017) and Lo Turco and Maggioni (2020), and
find that these measures are not particularly strong in the case of Norway – in their
main model, only industrial relatedness has a statistically significant positive effect on
employment growth. Importantly, occupation complexity did not show any statistically
significant effect on employment growth in any of the models (Broekel et al., 2021). The
authors argue this may be due to the specificity of the Norwegian case and its focus on
oil and gas, and seafood industries. In parallel, looking at European NUTS-2 regions,
Deegan et al. (2021) rely on the method by Caines et al. (2017) to measure occupational
skills complexity, which they use to estimate the weighted average complexity for each
industry based on their occupational composition (thus their analysis is mostly focused on
industries).

By providing different interpretations and measures of occupation complexity, these papers
provide a good benchmark of comparison for our economic complexity calculations using
occupation data, which will be further discussed in Section 2.7.

Research aims and contribution

In light of the literature and challenges discussed, this chapter answers two broad sets of
questions. The first set relates to understanding occupation-based economic complexity
measures – in particular, what is meant by occupation complexity, what it does (and does
not) capture, as well as comparing and contrasting it with the task-based approach to
labour markets. The second set of questions relates to linking economic complexity with
regional outcomes – more specifically, investigating whether economic complexity is asso-
ciated with employment growth across Portuguese municipalities and whether occupation-
based ECI measures do indeed matter more than industry-based ones, as suggested above.

As described, following the original intuition behind the ECI as introduced in the liter-
ature, the idea is that certain municipalities with higher economic complexity levels have
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more underlying ‘capabilities’ or knowledge, and thus are expected to experience higher
employment growth levels over time. The question of what the indicators capture when
applied to occupations remains, and it might not necessarily reflect ‘complexity’ in the
conventional sense of the word.

With the ECI methodology, beyond the complexity of occupations, whether this relates
to ‘rarity’ or to how ‘complicated’ they are to perform, we are also capturing the extent
to which having a certain type of occupational mix – and in particular, a mix that is
relatively more diverse and encompassing occupations that are present in a more limited
number of regions – tells us something about a region’s characteristics that is relevant for
their development paths.

As a result, this chapter contributes not only with an application of economic complexity
methods to a new country and dataset, representing a different context and country size,
but it also explores further occupation-based complexity measures, and bridges the literat-
ure on economic complexity with that on occupations and labour markets. Furthermore,
it covers a longer time period than most existing papers, from 1985 to 2019, giving us the
opportunity to look at the evolution of economic complexity over time and investigating
whether the regional dynamics we are capturing have changed over these three decades.

2.3 Research context: Portuguese regions

There are several characteristics that make Portugal an ideal context to carry out our
analysis. Portugal represents an under-explored context of a ‘small peripheral’ country,
with significant heterogeneity and inequality across regions (Rego et al., 2021). It is a
particularly relevant country from a Smart Specialisation perspective, as a lot of its regions
are targeted by such policies, and it is often excluded from papers that use patent data in
economic complexity measurements across all EU regions. It also offers a comprehensive
dataset, that allows us not only to investigate a significant time period, covering 35 years,
but also to draw a direct comparison between occupation- and industry-based measures.

The period of analysis goes back to 1985, just as Portugal was about to join the EU in
1986. Although it experienced GDP growth above the European average during the two
initial decades, it still lagged behind most western European countries in terms of GDP,
wages, skills and capital even before the 2008 financial crisis hit. Fonseca et al. (2018a)
also highlight important characteristics that differentiate Portugal from other countries,
even within a European context – in particular, Portugal has lower wages, GDP per capita,
capital stock and share of the service sector and it also lagged behind the rest of Europe
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and even other Southern European countries in terms of its share of college graduates.
Despite these characteristics, it experienced job polarisation from the mid-1990s onward
(Fonseca et al., 2018a).

Because of good data availability and these characteristics that make it an interesting
case study, there are several applications of the dataset we use – in particular papers that
investigate regional wage differentials (Pereira & Galego, 2011; Galego & Pereira, 2014;
Pereira & Galego, 2015) and others that employ the task-based approach to labour markets
and look at job polarisation and technological change (Fonseca et al., 2018a, 2018b).

Despite receiving financial support through the EU’s Cohesion Policy for several years, and
the increasing recognition of the importance of innovation, Portugal still lags behind its
European counterparts, ranking below EU averages in terms of R&D expenditure, patent
applications, and employment in high-tech manufacturing industries or human resources
in science and technology.3 There are four key factors that contribute to this. First, a
lack of interaction between regional innovation actors, which hinders the capacity to form
true regional innovation systems (Santos, 2000; Cooke, 2001; Santos & Simões, 2014; Faria
et al., 2020). In particular, as further argued by Santos and Simões (2014), there is a lack
of cooperation, with firms acting in individualist ways, a predominance of workers with
low qualification levels, as well as low density and quality of innovation infrastructure and
erratic innovation policy. Second, despite the presence of a large number of research insti-
tutions, the process for technology transfer to industry is lacking and there is a mismatch
between knowledge production (predominantly done in universities) and the production or
economic sphere. Santos and Simões (2014) argue that this situation is hard to change due
to the large majority of SMEs being led by individuals with basic education levels and thus
the current innovation actors and infrastructure simply fall too far from their needs and
expectations. Third, innovation systems are highly unbalanced, with high concentration in
Lisbon. Mapping the location of R&D institutions in Portugal, Santos and Simões (2014)
show that they are mostly concentrated in the more developed and densely populated re-
gions, in particular Lisbon and the North and Centro regions (due to the strong university
presence in Porto and Minho in the North, and Coimbra and Aveiro in the Centro region).
Finally, there is a general predominance of a restrictive and basic notion of innovation
among firms in Portugal, focused on very incremental changes, mostly around modern-
isation and improvement of production processes, rather than innovation per se (Santos,
2000; Santos & Simões, 2014).

3For instance, see the 2023 Country Report by the European Commission, available to download here:
https://economy-finance.ec.europa.eu/publications/2023-european-semester-country-reports_en.
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In a more recent evaluation of smart specialisation strategies, Cooke (2016) found that the
Centro and Norte regions were better able to exploit innovation opportunities that ensued
from existing R&D infrastructure than the Algarve region, which has difficulty in reaching
a common diversification goal and pursuing it, mostly due to disagreement between the
national and regional level and its existing specialisation surrounding tourism. This not
only reflects the challenges described in the previous paragraph, but also a broader issue
in institutions and governance when it comes to innovation, which is further described by
Laranja et al. (2020), who highlight the difficulty in making priority choices and a lack of
national-regional alignment.

To provide further context of how Portuguese regions evolved over time, Figure 2.1 plots
GDP per capita across NUTS-3 regions, showing an increase in income in the vast ma-
jority of Portuguese regions over the 1985-2019 period. There was some stagnation and
decline in the period after the 2008 financial crisis, but most regions appear to have started
experiencing recovery since then.

Figure 2.1: GDP per capita, NUTS-3 regions, 1985 to 2019

Figure 2.2 shows the employment share in industry, services and agriculture from 1985 to
2018. Regarding the share of employment in industry, Ave, Tâmega e Sousa and Região
de Aveiro are the regions where it plays the biggest role. These three NUTS-3 regions
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are part of the North and Centre regions that traditionally had an important industrial
presence in Portugal; nevertheless, they experienced a decline in the relative importance
of employment in industry during this period. As observed across the wider European
context, Portugal experienced considerable growth in the share of employment in services
throughout this time period. Services play a particularly important role not only across the
two biggest metropolitan regions of Lisbon and Porto, but also in Algarve, where tourism
plays a crucial role in the economy. Finally, Trás-os-Montes, Douro and Alto Tâmega have
the highest shares of employment in agriculture, despite having experienced a sharp decline
over this time period.4

To shed light on regional disparity patterns in Portugal, Figure 2.3 maps GDP per capita
across NUTS-3 regions in the first and final years of the time period. Rather than the
north-south divide often seen in other EU countries, Portuguese regions are traditionally
split between the more prosperous coastal regions and the poorer and less accessible inland
regions, a pattern evident in both 1985 and 2019. Lastly, Figure 2.4 moves from the NUTS-
3 to the municipality geographical level and shows GVA per worker in 2019 only (due to
limited data availability). As expected, the main patterns are similar, but this provides a
clearer picture of the heterogeneity across the country, even within NUTS-3 regions, and
allows for some outliers to be identified.

4Data was downloaded from ARDECO, the Annual Regional Database of the European
Commission’s Directorate General for Regional and Urban Policy (available to download:
https://knowledge4policy.ec.europa.eu/territorial/ardeco-database). The focus here is on the NUTS-3
regional level due to the lack of data availability at the municipality level, particularly prior to 2010. The
plots on employment share only cover the period up to 2018 as this is the latest available year.
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Figure 2.2: Employment share in industry, services and agriculture, NUTS-3 regions, 1985
to 2018

72



Figure 2.2 (continued): Employment share in industry, services and agriculture, NUTS-3
regions, 1985 to 2018
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Figure 2.3: Map of NUTS-3 regions, GDP per capita, 1985 and 2019
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Figure 2.4: Map of municipalities, GVA per worker, 2019
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2.4 Data and methods

2.4.1 Data

Our main data source is a Portuguese employer-employee matched dataset, Quadros de
Pessoal, which consists of a compulsory survey of all firms, conducted annually for the
purpose of monitoring compliance with labour regulations by the Portuguese Ministry
for Labour, Solidarity and Social Security. The dataset covers the period from 1985 to
2019.5 For each year, it provides detailed information on all firms, establishments and
employees. For establishments and firms, this includes features such as size, location,
industry classification and total employees. For employees, it includes information on
education, skills, occupation, tenure, monthly wages and hours worked, among others.

The data covers all wage earners, with the exception of civil servants and self-employed
workers (as customary with this type of dataset), as these workers are not covered by the
same labour regulations and thus are not covered in this survey. In contrast, all firms that
employ at least one person need to comply with labour laws and are required to fill out
this survey annually, thus it represents a full picture of firms and formal employment in
Portugal, and coverage is not biased towards large firms or multinationals.

In order to collect an accurate representation of occupation concentration across municip-
alities, we restrict the sample of workers, following previous papers (e.g. Fonseca et al.,
2018a) and the official publications by the Ministry for Labour, Solidarity and Social Se-
curity. In particular, we consider only full-time workers aged 16 to 65.6 To collect the total
number of workers per occupation and industry for each municipality, we link the employ-
ees to their establishment, providing us with their work location.7 To respect anonymity
requirements, as well as avoid noise in our calculations, for each of the years, we consider
only municipality and occupation combinations that have at least three workers, otherwise
it is considered to be zero.

For both industries and occupations, the analysis will be carried out using three-digit level
classifications.8 For each municipality, we built a dataset of the total number of workers for

5With the exception of 1990 and 2001, as the survey was not conducted those years.
6We define full time workers as those with a full time work contract, who worked at least 120 hours and
received their base wage rate in full in the reference month of October.

7We used the employee data alongside establishments (rather than firms) to ensure that the geographical
place of work we are assigning to the employee is the one where they conduct their job, rather than the
headquarters of the firm they work for.

8Data was collected at both three- and five-digit levels of occupation and industry classifications. While
the three-digit level represents a good level of analysis, five-digit is the most appropriate level for carrying
out conversions across different classifications, and is the level at which crosswalks are provided for the
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each occupation and industry. Municipality-level data was also collected for the purpose
of capturing differences across municipalities, including the share of workers who attained
post-secondary education, as well as variables related to the dimension of the municipality
(total number of workers and total number of establishments).

Due to the long time period covered, there are two broad challenges in carrying out our
analysis. The first relates to changes in activity classifications that have occurred over time.
Over the time period, there are three different occupation classifications used – CNP-80
(based on ISCO-68) for years 1985 to 1994, CNP-94 (based on ISCO-88) for 1995 to 2009,
and CPP-10 (equivalent to ISCO-08) for data from 2010 onward. Similarly, the dataset
cuts across four different industry classifications – CAE-73 (based on NACE 1970) for years
1985 to 1994, CAE-Rev.2 (equivalent to NACE-Rev.1) for 1995 to 2002, CAE-Rev.2.1
(NACE-Rev.1.1) for 2003 to 2006, and CAE-Rev.3 (fully harmonised with NACE-Rev.2)
from 2007 onward. Such changes are likely to influence complexity calculations (as it will
change significantly the matrix composition and dimensions, and LQ calculations, meaning
that the economic complexity values are not directly comparable across the different time
periods). Some papers avoid dealing with this issue altogether, by reverting to using shorter
time periods (e.g., Hane-Weijman et al., 2022).

For the case of occupations, we look at the periods 1985-1994 and 1995-2019 separately,
having converted all the data from 1995 onward to ISCO-08 using the official crosswalk
provided by INE (the Portuguese Institute for Statistics). Given the different nature of
the older occupation classifications, which followed a logic more similar to the one used in
the case of industries, we do not convert the data based on ISCO-68, and instead look at
that period separately. For the case of industries, we focus solely on the period from 2007
to 2019, based on NACE-Rev.2 (or the Portuguese CAE-Rev.3). The several Portuguese
industry classifications covered prior to this were not fully harmonised with international
NACE classifications, and rather ‘adapted to the Portuguese context’. Earlier years are
therefore complex to analyse, likely not comparable across time, fragmented over several
time periods and conversions impossible to carry out methodically.

The second challenge, although far less severe, relates to changes in geographic classifica-
tions. There were changes to the numbers and composition of municipalities over the time
period. Since municipality is the most detailed geographic unit available for the earlier
years there is no way to readjust our data accordingly. More specifically, the number of

earlier Portuguese versions of classifications. We therefore converted the data using the five-digit level,
ensuring the three-digit level was fully consistent when there were issues related to merging or separation
of occupations.
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municipalities is 304 from 1985 to 1993, goes up to 305 until 1998 and up to 308 until
present. Furthermore, there were changes in civil parishes and municipalities in 2013, with
the aim of reducing the number of civil parishes to reduce administrative costs. For the
vast majority of municipalities, this only involved merging of parishes, without changes
to the size and composition of the municipality. Nevertheless, in four municipalities, this
led to a change in the composition of the municipality, in each case with just one parish
changing.9 Importantly, looking at the data collected, these changes do not represent a
change in total number of workers or establishments within these municipalities that is
significantly different from the changes occurring in other years.

As will be further described, the economic complexity measures are calculated for the
municipality-occupation and municipality-industry two-mode networks, and the main em-
pirical analysis will be carried out at this level. Additional variables were downloaded
for the year 2019, the latest period in our analysis (due to the very limited availability
of additional data at municipality-level and short time periods). In particular, GVA per
worker (total and across different macro-sectors) will be used to investigate any composi-
tion effects in our complexity measures. Table 2.A.2 provides the definition and source, and
Table 2.A.3 provides summary statistics for the economic complexity measures calculated
and the other variables used in our analysis (see Appendix).

2.4.2 Measuring economic complexity

To measure occupation-based economic complexity metrics, we used the methodology in-
troduced by Hidalgo and Hausmann (2009), which has been adapted by Balland and
Rigby (2017), and previously applied to occupation data by Mealy et al. (2018a) and
Hane-Weijman et al. (2022). The measures were calculated using the EconGeo R package
developed by Balland (2017), using the method of reflections.

We construct a binary matrix W of municipal occupational concentration for each period,
representing a municipality-occupation network. The network dimensions vary slightly
across the two periods, in accordance with the occupation and municipality classifications.
More specifically, there are 304 municipalities from 1985 to 1993, 305 municipalities from
1994 to 1998 and 308 municipalities from 1999 to 2019. In terms of occupations, there are
268 for the period from 1985 to 1994 (CNP-80) and 123 three-digit level occupations for the
1995-2019 period (CPP-10) – thus, the economic complexity values should not be directly

9Golegã and Santarém had a change in one parish, which passed from Santarém to Golegã; Lisboa and
Loures experienced changes with the creation of one parish in Lisboa that involved a small part of territory
that was formerly part of Loures.
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compared across these two separate periods involving differing occupation classifications,
but the municipality rankings can be broadly compared.

Each element Wmi relates to a municipality m’s location quotient (LQ) in occupation i

(where E is the total number of people employed):

LQmi = Emi/
∑

i Emi∑
m Emi/

∑
m

∑
i Emi

(2.1)

Wmi =

 1, LQmi ≥ 1

0, LQmi < 1

 (2.2)

Complexity measures for municipalities and for occupations are calculated from this matrix,
using the method of reflections. This involves sequentially combining two components:

Diversity = Km,0 =
∑

i

Wmi (2.3)

Ubiquity = Ki,0 =
∑
m

Wmi (2.4)

Firstly, the diversity of municipalities is given by the number of occupations for which each
municipality has LQ > 1 and is calculated by summing over the rows of W . Secondly, the
ubiquity of occupations (i.e., how common those occupations are across municipalities), is
given by the number of municipalities that exhibit LQ > 1 in a particular occupation and
is calculated by summing over the columns of W .

From there, we calculate the Occupation-based Economic Complexity Index (OECI) for
municipalities and the Occupation Complexity Index (OCI) for occupations by correcting
the information carried by each of these variables using the other over a series of n iter-
ations. The index is re-scaled from 0 (minimum relative complexity) to 100 (maximum
relative complexity).

OECI = Km,n = 1
km,0

∑
i

Wmi ∗ Ki,n−1 (2.5)

OCI = Ki,n = 1
Ki,0

∑
m

Wmi ∗ km,n−1 (2.6)
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The first iterations of this method are simple to define. In the first iteration, for n = 1, the
result represents the average ubiquity of the occupations in which a municipality m has
LQ > 1 for OECI calculations, and the average diversity of municipalities that have LQ > 1
in occupation i for the OCI. In the second iteration, for n = 2, the result for the OECI
represents the average diversity of other municipalities that have an occupation mix similar
to municipality m, whereas for the OCI it captures the average ubiquity of occupations
developed in municipalities that have LQ > 1 in occupation i. As we continue, each
additional iteration becomes increasingly harder to define in simple terms; nevertheless,
the method of reflections provides increasingly accurate measures of the complexity of
municipalities and occupations, as noise and size effects are corrected for. Eventually, the
ranking of municipalities and occupations remains stable from one step to another and
additional iterations do not provide any new information; in our case, we used the default
of 20 iterations (we also calculated ECI with fewer iterations and the conclusions did not
change).

For the case of industries, the same methodology is followed, using municipal industrial
concentration instead. As mentioned, calculations cover the period from 2007 to 2019 only,
and the network links 260 industries to 308 municipalities.10 The metrics derived consist
of the Industry-based Economic Complexity Index (IECI), relating to municipalities, and
the Industry Complexity Index (ICI) for industries.

2.4.3 Empirical analysis

Beyond analysing our economic complexity calculations, we want to investigate whether
the measures show any association with regional paths. Thus, we look at the association
between the occupation-based OECI and employment growth in Portuguese municipalities.
The baseline regression estimations will be as follows:

∆yit = αi + β1OECIit−1 + βjXjit−1 + ηt + ϵit (2.7)

Where ∆yit is the employment growth rate percentage in municipality i between t − 1
and t. OECIit is the occupation-based complexity measure, our independent variable of
interest. Xjit represents the control variables – the total number of workers (to capture
initial employment and proxy for population size) and the share of workers with post-

10Four three-digit level industries that involve civil sector activities (related to public administration and
defence) were dropped from the analysis given the limited coverage of these industries in the Quadros de
Pessoal data.
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secondary education (to capture broad education levels), and the natural log is used in
both cases. αi, ηt and ϵit represent region fixed effects, year fixed effects, and the error
term, respectively. We run the regressions for the 308 Portuguese municipalities, focusing
mostly on the 1995-2019 period for the occupations-based measure, and on 2007-2019 for
the industry-based ECI. In all models, robust standard errors are reported, clustered at
the municipality level.

The existing literature follows different specifications when looking at regional outcomes –
some papers focus on entry and exit into different economic activities (e.g., Balland et al.,
2019), while others focus on employment growth outcomes but consider the ECI of the
activities where a region experienced entry or exit (e.g., Rigby et al., 2019; Hane-Weijman
et al., 2022). In this chapter, we follow a simple specification to capture whether the
overall complexity level of a municipality can explain employment growth, following more
closely the contributions by Mewes and Broekel (2022) and Pintar and Scherngell (2022).
There is a question of whether to focus on yearly changes or longer periods – Mewes and
Broekel (2022) lag regional characteristics by one year following existing literature (while,
for patents, they lag by 3 or 5 years); given the focus on occupation and industry data, we
lag variables by one year only.

Following this, we turn to the task-based approach to labour markets, and draw on that
theory and method to develop the task content of occupations over time (following, for
example, Autor et al., 2003), in order to understand how the occupation complexity meas-
ures derived using the method of reflections compare to existing task-based measures and
what, if anything, they can add in terms of our understanding of occupations and regional
labour markets.

Lastly, we carry out a similar analysis with the complexity measure constructed with
industrial concentration, IECI, in order to investigate whether occupations, which reflect
the types of jobs workers are performing within a region, or industries, can help us better
understand regional outcomes over time.
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2.5 Results

2.5.1 Economic complexity calculations

Occupations – OCI calculation

Figure 2.5 plots the average OCI for each one-digit occupation group, from 1985 to 2019,
split in two between the different occupation classifications.11 Across both panels, the ‘Pro-
fessional’ occupation group appears to be the most complex one consistently throughout
the years; in the second panel, this group is closely followed or even overtaken by ‘legis-
lators, senior officials and managers’ and ‘technicians and associate professionals’ in some
years. In contrast, the agricultural and related occupations group appears consistently
at the bottom, with the lowest average levels of economic complexity. This tends to be
followed by the ‘service workers’ and the elementary occupation groups in the latest time
period.

To further understand which specific occupations are classified as the most and least com-
plex ones according to the OCI, Tables 2.1 and 2.2 show the top and bottom ten three-digit
level occupations in 1985 and 2019, respectively. The occupations are ranked by complex-
ity level, and the table also provides ubiquity – i.e., how many municipalities had LQ > 1
for that occupation on average – and the average diversity of the municipalities that had
LQ > 1 in that specific occupation. The numbers are not directly comparable across the
two tables and, importantly, there are a lot more occupations in the CNP-80 classification
used in the 1985 calculations, thus ubiquity of the most complex occupations tends to
be much lower than it is in 2019; nevertheless, we can compare the relative positions of
different types of occupations in each of the years.

Occupations with the highest complexity level tend to be in the professional and managerial
realms, are quite rare across regions, with low ubiquity, and are present in relatively diverse
regions – roughly across both years, these include occupations such as lawyers, engineers
and mathematicians, but also artists and librarians. Among the least complex occupations,
are those that are more routinised and often associated with lower qualification levels in
clerical, elementary or agricultural groups; they are present across many municipalities,
and the average level of diversity of the municipalities in which they are present tends to
be low – these include service-related occupations, such as shop assistants, waiters and
other related occupations, as well as agriculture-related ones.

11Complexity measures were aggregated to the one-digit level, so we observe changes over time.
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Focusing on Table 2.2, for 2019, we can see some important discrepancies and crucial con-
ceptual implications. For instance, among the ten most complex occupations there are
‘street and related service workers’, an elementary occupation, and among the bottom
ten there are ‘professional service managers’. These two examples are counter-intuitive,
both from a conceptual perspective, and from looking at the one-digit level groups – ele-
mentary and professional, respectively – and how the other occupations within each of
these groups rank. Importantly, among the bottom ten occupations in terms of complex-
ity, are ‘personal care workers in health services’, the type of occupation that may not
always require qualifications but is crucial to humanity, far from easy to perform and is
recurrently undervalued in society as we move towards a measurement paradigm. While
the interpretation of this occupation complexity measure will be further discussed, the
evidence thus far points to important questions regarding what is being captured by the
OCI. In particular, it appears that the most complex occupations are those that are more
geographically concentrated, whereas among the lower complexity levels are occupations
that are needed across all municipalities, and thus more geographically disperse. Thus,
pointing to the fact that the OCI might be simply reflecting traditional location patterns
rather than underlying knowledge or ‘capabilities’.
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Figure 2.5: Average OCI for one-digit occupation groups, 1985 to 2019



Table 2.1: OCI, ubiquity and average diversity, top and bottom 10 occupations, three-digit level (CNP-80), 1985

Rank Occupation OCI Ubiquity Avg. diversity One-digit occupation group
1 Producers, performing arts 100 2 93 Professional, technical and related workers
2 Performing artists not elsewhere classified 100 2 93 Professional, technical and related workers
3 Ships’ deck officers and pilots 94.2 1 116 Professional, technical and related workers
4 Optometrists and opticians 94.2 1 116 Professional, technical and related workers
5 Mathematicians and actuaries 94.2 1 116 Professional, technical and related workers
6 Lawyers 94.2 1 116 Professional, technical and related workers
7 Choreographers and dancers 94.2 1 116 Professional, technical and related workers
8 Postmasters 94.2 1 116 Clerical and related workers
9 Auctioneers 94.2 1 116 Sales workers
10 Aircraft engine mechanics 94.2 1 116 Production and related workers, transport equip-

ment operators and labourers
... ... ... ... ... ...

215 Livestock workers 16.19 76 29.11 Agricultural, animal husbandry and forestry work-
ers, fishermen and hunters

216 Motor vehicle drivers 14.77 191 27.17 Production and related workers, transport equip-
ment operators and labourers

217 Farm machinery operators 14.07 80 27.66 Agricultural, animal husbandry and forestry work-
ers, fishermen and hunters

218 Labourers not elsewhere classified 14.07 216 25.2 Production and related workers, transport equip-
ment operators and labourers

219 General farm workers 11.47 135 25.34 Agricultural, animal husbandry and forestry work-
ers, fishermen and hunters

220 Salesmen, shop assistants and demonstrators 10.15 116 29.47 Sales workers
221 Mail distribution clerks 9.64 211 23.48 Clerical and related workers
222 Telephone and telegraph operators 8.27 100 26.74 Clerical and related workers
223 Correspondence and reporting clerks 4.15 34 27.12 Clerical and related workers
224 Bookkeepers, cashiers and related workers 0 162 21.02 Clerical and related workers



Table 2.2: OCI, ubiquity and average diversity, top and bottom 10 occupations, three-digit level (CPP-10), 2019

Rank Occupation OCI Ubiquity Avg. diversity One-digit occupation group
1 Traditional and complementary medicine associate professionals 100 6 47.83 Technicians and associate professionals
2 Mathematicians, actuaries and statisticians 99.2 6 51.17 Professionals
3 Sales, marketing and public relations professionals 90.69 10 47.4 Professionals
4 Traditional and complementary medicine professionals 82.4 7 50.71 Professionals
5 Information and communications technology service managers 81.39 19 45.53 Managers
6 Electrotechnology engineers 81.27 24 40.12 Professionals
7 Administration professionals 74.98 11 43.91 Professionals
8 Librarians, archivists and curators 73.9 18 49.28 Professionals
9 University and higher education teachers 73.65 16 46.12 Professionals
10 Street and related service workers 70.71 11 49.27 Elementary occupations
... ... ... ... ... ...

112 Professional services managers 5.25 138 34.57 Managers
113 Personal care workers in health services 5.1 210 32.86 Service and sales workers
114 Protective services workers 3.71 75 30.95 Service and sales workers
115 Domestic, hotel and office cleaners 3.24 144 32.46 Elementary occupations
116 Waiters and bartenders 2.66 120 34.3 Service and sales workers
117 Client information workers 2.4 59 33.75 Clerical support workers
118 Food preparation assistants 1.85 153 34.08 Elementary occupations
119 Cooks 0.76 143 33.11 Service and sales workers
120 Agricultural, forestry and fishery labourers 0.36 165 32.42 Elementary occupations
121 Mixed crop and animal producers 0 137 32.73 Skilled agricultural, forestry and fishery
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Municipalities – OECI calculation

Turning to the regional component of complexity calculations, Figure 2.6 shows the OECI
average across NUTS-3 regions over time.12 There are significant oscillations in some
years, though they happen across all regions, with rankings remaining largely the same.
Within each of the time periods, the regions at the top remain relatively more stable,
whereas regions at the bottom of the ranking appear to experience more changes in relative
positions. Thus, while the OECI might meaningfully reflect regions’ relative positions,
these oscillations may impact our regression results when looking at changes over time
within regions and linking complexity with employment outcomes.

For a visual representation of disparities in complexity levels across municipalities, Figure
2.7 maps OECI levels across municipalities. The regional disparity patterns observed here
are similar to those observed with income per capita in Portugal, with coastal municipalities
showing higher economic complexity than inland ones. Across both years, the figures show
that higher complexity levels tend to be more concentrated among the northern coastal
regions, where industry has traditionally played an important role in the economy. This
geographical concentration has accentuated over time, and appears to be stronger in 2019
than in 1985. A few outliers can also be identified, with some inland municipalities showing
significantly higher levels of complexity than their neighbours within the same NUTS-3
region.

To complement this, Tables 2.3 and 2.4 show the top and bottom ten municipalities ranked
by OECI levels for 1985 and 2019 respectively. The tables also show the diversity of
municipalities (i.e., the total number of occupations in which the municipalities have an
LQ > 1); and average ubiquity (which tells us the average ubiquity of the occupations
in which the municipalities have LQ > 1). While we cannot directly compare values
across both tables, we can compare the rankings and the relative positions of different
municipalities. In 1985, the top 10 shows several municipalities in the Porto Metropolitan
Area, as well as other municipalities in the Norte NUTS-2 region, along with Região de
Leiria, in the Centro Region. Among these municipalities, several have very similar levels
of OECI, diversity and average ubiquity. In the case of the bottom ten municipalities
in 1985, their location appears to be more spread out across the country, including the
Algarve, Alentejo and Açores regions, as well as several municipalities in the Norte region,
which has municipalities both right at the top and the bottom of the rankings. This is
partly driven by the contrast seen within the Norte region, between the Porto Metropolitan

12Once again, complexity measures were aggregated and averaged for NUTS-3 regions, so that changes over
time can be analysed.
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Area and other industry-oriented NUTS-3 regions, such as Ave and Cávado, and the Douro
region, which is more reliant on agriculture and specialises in wine production.

Turning to 2019, we can see the Lisbon and Porto Metropolitan Areas represented among
the top ten municipalities. The remainder of the municipalities belong once again to the
Norte and Centro NUTS-2 regions. Nevertheless, looking at the municipalities themselves,
only three feature in the top ten across both years (namely, Guimarães, São João da
Madeira and Vila Nova de Famalicão). Among the bottom ten municipalities, only two
have remained at the lowest ranks across both time periods. Still, the broader regions
represented are similar to 1985, with the Douro, Açores and Alentejo regions featured and
the only change being in the absence of any municipalities in Algarve among the bottom
ranks in 2019.

Lastly, we can observe the differences in diversity and average ubiquity between the most
and least complex regions. As expected, having higher diversity alone does not necessarily
translate into higher ECI; rather, the regions at the top of the ranking are those that are
able to combine both relatively high diversity and relatively low levels of average ubiquity
of occupations.
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Figure 2.6: Average OECI across NUTS-3 regions, 1985 to 2019



Figure 2.7: Map of OECI across municipalities, 1985 and 2019



Table 2.3: OECI (CNP-80), top and bottom 10 municipalities, 1985

Rank Municipality OECI Diversity Avg. ubiquity NUTS-3 region
1 Castanheira de Pêra 100 10 39.9 Região de Leiria
2 Guimarães 93.41 28 37 Ave
3 Santo Tirso 91.16 37 34.46 Porto (MA)
4 Felgueiras 87.66 27 40.33 Tâmega e Sousa
5 Vila Nova de Famalicão 85.86 34 37.91 Ave
6 Barcelos 85.45 25 38.52 Cávado
7 Fafe 85.16 25 49.08 Ave
8 Vila Nova de Gaia 85.05 70 37.43 Porto (MA)
9 São João da Madeira 83.24 28 40.75 Porto (MA)
10 Maia 80.39 54 45.76 Porto (MA)
... ... ... ... ... ...

295 Ribeira de Pena 8.47 5 174.2 Alto Tâmega
296 Almodôvar 7.79 6 144.5 Baixo Alentejo
297 Resende 7.41 7 133.86 Tâmega e Sousa
298 Freixo de Espada à Cinta 7.22 7 161.57 Douro
299 Castro Marim 6.83 5 139 Algarve
300 Calheta 6.83 4 144.25 Açores
301 Alcoutim 5.97 2 155 Algarve
302 Vila de Rei 4.5 3 196.33 Médio Tejo
303 Lajes das Flores 0.37 2 139 Açores
304 Penedono 0 2 186.5 Douro

Table 2.4: OECI (CPP-10), top and bottom 10 municipalities, 2019

Rank Municipality OECI Diversity Avg. ubiquity NUTS-3 region
1 Marinha Grande 100 21 76.33 Região de Leiria
2 Aveiro 93.19 49 76.59 Região de Aveiro
3 Oeiras 92 47 55.57 Lisboa (MA)
4 Guimarães 89.16 32 84.31 Ave
5 Ovar 87.8 29 89.41 Região de Aveiro
6 Matosinhos 87.5 49 67.31 Porto (MA)
7 Braga 85.49 54 88.09 Cávado
8 São João da Madeira 84.96 29 88.76 Porto (MA)
9 Vila Nova de Famalicão 83.96 32 92.78 Ave
10 Lisboa 83.76 53 57.45 Lisboa (MA)
... ... ... ... ... ...

299 Mesão Frio 18.05 25 139.8 Douro
300 Freixo de Espada à Cinta 17.28 16 130.69 Douro
301 Lajes das Flores 16.65 10 132.1 Açores
302 Lajes do Pico 16.2 18 133.5 Açores
303 Gavião 16.04 19 149.89 Alto Alentejo
304 Portel 15.56 28 143.14 Alentejo Central
305 Marvão 14.82 21 137.14 Alto Alentejo
306 Arronches 10.96 15 139.93 Alto Alentejo
307 Porto Moniz 7.23 13 143.54 Madeira
308 Corvo 0 2 165 Açores
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Municipalities – OECI and other variables

Here, we go further to explore how the OECI relates to other regional variables. Tables 2.5
to 2.7, show the correlations between the OECI and other variables used in our analysis,
in 1985, 2002 and 2019 respectively, capturing the start, mid-point and end of our time
period. They show a positive correlation between the OECI and diversity across all years,
though it is much stronger in 1985 than in the remaining years, likely due to the different
network dimensions and number of occupations. Similarly, there is a strong negative
correlation between the OECI and average ubiquity, across all years. Both the post-
secondary education share and the total number of workers, a proxy for broader population
size, show a positive correlation with the OECI; the only exception to this is the negative
correlation between the OECI and education share in 1985.

Due to the limited data available at the municipality level, we focus mostly on our latest
year, 2019 and on GVA per worker across different macro-sectors. Table 2.7 includes the
GVA per worker variables for the latest period analysed. The OECI shows a positive
correlation with total GVA per worker, as well as GVA per worker in manufacturing and
ICT services. In contrast, there appears to be no significant correlations with GVA per
worker in agriculture and hotel and restaurant related services, the latter of which are
present widely across all municipalities and thus only correlates with total number of
workers, in line with theoretical expectations.

Figure 2.8 shows scatter plots between OECI and GVA per worker (total and across differ-
ent macro-sectors) in 2019. In line with the previous table, we can see a positive correlation
between the OECI and total GVA per worker, albeit with several outliers. For the case of
different macro-sectors, the remaining panels show scatter plots between OECI and GVA
per worker in manufacturing, ICT services and agriculture (the accommodation and res-
taurant service category is not portrayed due to the lack of any meaningful correlation).
The positive correlation is strongest for the manufacturing sector, which aligns with the
previous findings that the municipalities among the top economic complexity levels were
traditionally focused on manufacturing, located in the northern coastal part of Portugal.
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Table 2.5: Correlation between OECI (CNP-80) and other variables, municipalities, 1985

OECI Diversity Avg. ubiquity Education
OECI

Diversity 0.72***
Avg. ubiquity -0.92*** -0.78***

Education -0.22*** 0.11 0.12*
Employment 0.37*** 0.56*** -0.36*** 0.18**

*** p < 0.001, ** p < 0.01, * p < 0.05

Table 2.6: Correlation between OECI (CPP-10) and other variables, municipalities, 2002

OECI Diversity Avg. ubiquity Education
OECI

Diversity 0.49***
Avg. ubiquity -0.94*** -0.57***

Education 0.39*** 0.61*** -0.45***
Employment 0.55*** 0.50*** -0.53*** 0.37***

*** p < 0.001, ** p < 0.01, * p < 0.05

Table 2.7: Correlation between OECI (CPP-10) and other variables, municipalities, 2019

OECI Diversity Avg. ubiquity Education Employment
OECI

Diversity 0.38***
Avg. ubiquity -0.90*** -0.47***

Education 0.46*** 0.54*** -0.60***
Employment 0.43*** 0.36*** -0.56*** 0.55***
GVA (total) 0.32*** 0.28*** -0.44*** 0.49*** 0.97***

GVA/worker (total) 0.44*** 0.14* -0.40*** 0.30*** 0.23***
GVA/worker (manuf.) 0.48*** 0.23*** -0.43*** 0.45*** 0.26***

GVA/worker (serv.) -0.07 0.13* -0.09 0.10 0.19***
GVA/worker (ICT) 0.32*** 0.33*** -0.45*** 0.41*** 0.44***

GVA/worker (agric.) 0.14* 0.23*** -0.17** 0.08 0.08
*** p < 0.001, ** p < 0.01, * p < 0.05
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Figure 2.8: Scatter plots, OECI and GVA per worker (total and for different sectors), 2019
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2.5.2 Empirical estimation

Focusing on the 1995-2019 period, Table 2.8 presents the results for our main estimation.
While there is a negative association between the OECI and employment growth, once we
control for initial employment in columns (2) and (3), the coefficient turns positive and is
only statistically significant at the 10% level, indicating that in column (1) the OECI might
be capturing convergence mechanisms. In both cases, employment shows a negative and
statistically significance with employment growth, consistent with usual empirical findings,
while there is a positive coefficient on the share of workers with post-secondary education,
in line with theoretical expectations. Table 2.A.4 in the Appendix presents the results for
1985-1994, showing broadly similar results, with the exception that once initial employment
is included, the OECI is not statistically significant, and neither is the education variable.

Table 2.8: OECI, Fixed Effects estimation results, municipalities, 1995 to 2019

Employment growth

Variables (1) (2) (3)

OECI (CPP10) -0.00107*** 0.000681* 0.000616*
(0.000302) (0.000346) (0.000326)

Employment (ln) -0.236*** -0.233***
(0.0223) (0.0217)

Education (ln) 0.0149*
(0.00808)

Constant 0.0666*** 1.730*** 1.734***
(0.0105) (0.157) (0.157)

Observations 6,764 6,764 6,764
R-squared 0.148 0.267 0.268
Adjusted R-square 0.145 0.265 0.265
Year FE Yes Yes Yes
Region FE Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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2.6 Further analysis

2.6.1 Occupation complexity and task composition of occupations

This subsection bridges the economic complexity literature with the the task-based ap-
proach to labour markets to understand how the occupation-based ECI relates to our
existing knowledge surrounding occupations and labour markets. In particular, we meas-
ure the task content of occupations in order to classify them into routine/non-routine and
manual/cognitive categories and see how this relates to occupation complexity levels.

Methodology

To assess the task content of occupations, we departed from the theoretical framework
and methodology introduced by Acemoglu and Autor (2011) and Autor (2013). The task
descriptors originate from the US-based O*NET (version 26.1)13, and we relied on cross-
walks constructed by the Institute for Structural Research (Hardy et al., 2018), to convert
occupations from the US SOC-10 classification to ISCO-08 classification. Due to the cross-
walks available and the applicability of the O*NET work descriptors, we carry out this
analysis for the 1995-2019 period, focusing on the ISCO-08 (or CPP-10) occupation clas-
sification.

We constructed four different groups of occupations, based on task intensity – non-routine
cognitive (abstract), routine cognitive, routine manual and non-routine manual (phys-
ical).14 Table 2.A.5 outlines the occupation task measures and O*NET descriptors of task
composition of occupations used here, alongside their source and scale type (see Appendix).

There is a question of whether it is appropriate to use a US-based survey for the case of
Portugal. For instance, the nature and task composition of occupations could be different
due to different rates of technological adoption. This issue is likely to be amplified the
further back we go in time (for instance, given the lower global integration at the start of
the period compared to more recent decades). Several papers discuss this at length (e.g.,
Hardy et al., 2018), and the measures have been applied to the case of Portugal in the past
(e.g., Fonseca et al., 2018a).

13Available online at: https://www.onetcenter.org/database.html
14The original work by Acemoglu and Autor (2011) splits the non-routine cognitive task intensive occu-

pations into two groups (analytical and interpersonal); however, given the overlap between them and
the use of a crosswalk, the descriptors under this category are brought together under the non-routine
cognitive abstract task measure in other papers (e.g., Fonseca et al., 2018a for Portugal) and we adopt
this approach here. There were no significant differences in the evidence and conclusions reached when
we split the descriptors into the ‘analytical’ and ‘personal’ components.
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Results

To compare and contrast how occupations in the different task-composition categories rank
in terms of complexity levels, we calculated the average OCI of occupations within each
category, and looked at the top and bottom occupations across them. Tables 2.9 and 2.10
show the results for 1995 and 2019 respectively. The task composition groups are ranked
by complexity level, and for each group we show the average OCI and the top and bottom
three occupations, with their respective OCI and ubiquity.

Table 2.9: Task composition of occupations and OCI (CPP-10), 1995

Task measure Average OCI Top and bottom 3 occupations OCI Ubiquity
Non-routine cognitive 45.06 Legal professionals 93.85 2
(abstract) Mathematicians, actuaries and statisticians 76.79 5

Nursing and midwifery associate professionals 75.99 3
... ... ...
Primary school and early childhood teachers 18.14 118
Other personal services workers 17.27 132
Professional services managers 3.37 161

Routine manual 29.95 Metal processing & finishing plant operators 55.10 37
Assemblers 50.33 30
Printing trades workers 50.01 33
... ... ...
Food processing and related trades workers 12.31 135
Domestic, hotel and office cleaners 12.11 96
Cooks 8.15 152

Non-routine manual 24.86 Fishery workers, hunters and trappers 74.65 2
(physical) Refuse workers 48.48 19

Ship and aircraft controllers and technicians 46.33 14
... ... ...
Animal producers 9.12 122
Mining and construction labourers 9.11 210
Mixed crop and animal producers 7.38 168

Routine cognitive 22.18 Physical and engineering science technicians 49.35 47
Administrative and specialised secretaries 46.40 27
Veterinary technicians and assistants 39.55 16
... ... ...
Medical and pharmaceutical technicians 10.32 193
Other clerical support workers 4.51 170
Numerical clerks 0.00 116

In line with theoretical expectations, the abstract occupations score highest in terms of
average OCI in both years. However, within this group, there are also occupations with low
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Table 2.10: Task composition of occupations and OCI (CPP-10), 2019

Task measure Average OCI Top and bottom 3 occupations OCI Ubiquity
Non-routine cognitive 39.68 Traditional & complementary medicine

prof.
100.00 6

(abstract) Mathematicians, actuaries and statisti-
cians

99.20 6

Sales, marketing & public relations prof. 90.69 10
... ... ...
Social and religious professionals 8.16 146
Professional services managers 5.25 138
Protective services workers 3.71 75

Routine manual 35.37 Metal processing & finishing plant operat-
ors

59.22 52

Garment and related trades workers 56.53 45
Blacksmiths, toolmakers & related trades 54.38 74
... ... ...
Domestic, hotel and office cleaners 3.24 144
Food preparation assistants 1.85 153
Cooks 0.76 143

Routine cognitive 24.10 Physical and engineering science techni-
cians

59.30 71

Keyboard operators 56.47 32
Veterinary technicians and assistants 45.05 61
... ... ...
Personal care workers in health services 5.10 210
Waiters and bartenders 2.66 120
Client information workers 2.40 59

Non-routine manual 23.60 Handicraft workers 53.27 48
(physical) Locomotive engine drivers & related work-

ers
44.61 32

Electronics & telecomms installers or re-
pairers

44.52 48

... ... ...
Market gardeners and crop growers 7.27 149
Agricultural, forestry and fishery labourers 0.36 165
Mixed crop and animal producers 0.00 137

OCI levels, including teachers, service workers and managers. While we expected routine
cognitive occupations to have the next highest complexity level, this is not the case and
this group shows lower levels in both years. In 1995, the average OCI does not vary a lot
across the routine manual, non-routine manual and routine cognitive measures; the highest
levels of OCI are similar in all cases and they all include low complexity occupations, with
the lowest values seen among the bottom three routine cognitive occupations. In 2019,
the abstract and routine manual occupations are closer to each other in terms of average
complexity levels, with their top occupations showing higher OCI levels than those at the
top in 1995; the routine cognitive and physical task-intensive groups are very close in terms
of average OCI, and the physical task-intensive group shows the lowest complexity levels.
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Figure 2.9 plots the average OCI across task-content measures from 1995 to 2019, showing
how the different occupation groups evolved over time in terms of average complexity levels.
The same oscillations as before are mirrored in this plot, even though we would expect such
an indicator to be much more stable over time. The abstract task-intensive occupation
group shows the highest complexity across the period, though the routine manual task
group sees increases over the period, coming much closer to the abstract occupations group.
Routine cognitive and physical task measures remain fairly close to each other over the
period, with some changes in ranking towards the end. In terms of changes over time, the
complexity measure does not capture the structural changes that we might expect to see –
for example, that routine manual task intensive occupations would become less complex,
while abstract task intensive occupations would become more complex.

Figure 2.9: Average OCI across task-content measures, 1995 to 2019

Conceptually, the expectation would be for ‘routine manual’ task intensive occupations
to be ranked among the lowest complexity levels; however, this is not what we observe.
On the contrary, the ‘routine manual’ group experienced an increase in their average OCI
level, vis-à-vis the other groups. The mechanisms for this might relate to how the ECI
is measured. For instance, from the tables it appears that this was driven by an increase
in the complexity of their top occupations. This might be driven by overall employment
across municipalities shifting away from these occupations, thus decreasing their ubiquity
level, and ultimately their OCI. Overall, we do not see a clear divide between the task
composition measures that we may expect from conceptual standpoint and our occupation-
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based complexity level may be capturing other dynamics, such as specialisation patterns
across the country, rather than ‘complexity’ in the conventional sense of the word.

2.6.2 Occupation vs. industry-based complexity measures

In this subsection we analyse the industry-based measures for 2007-2019, and compare
them with the occupation-based ones.

Industries – ICI calculation

Tables 2.11 and 2.12 show the top and bottom ten industries ranked by ICI, for 2007 and
2019 respectively. Across both tables, the industries with the highest complexity levels are
those related to financial services, as well as specific types of manufacturing, administrative
services and freight air transport, which are activities that are typically highly geograph-
ically agglomerated. Among the lower complexity levels are several industries related to
agriculture, forestry and fishing, accommodation and food service activities, mining and
manufacturing activities (in this case, related to agriculture), as well as one industry re-
lated to residential care activities. These are all activities that tend to be widely spread
across countries and regions – on the one hand, there are activities related to agriculture,
which are spread across several municipalities within rural areas of the country; on the
other hand, there are non-tradable services that tend to locate evenly across the country
and in close proximity to consumers. The ICI therefore appears to capture closely the
different patterns of specialisation across the country, and it may not ultimately relate to
the underlying knowledge and capabilities inherent to these different industries.
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Table 2.11: ICI, ubiquity and average diversity, top and bottom 10 industries, three-digit level (CAE-Rev.3), 2007

Rank Industry (three-digit) ICI Ubiquity Avg. diversity Industry group (one-digit)
1 Trusts, funds and similar financial entities 100 1 100 Financial and insurance activities
2 Investigation activities 100 1 100 Administrative and support service activities
3 Reinsurance 95.23 2 88 Financial and insurance activities
4 Pension funding 95.23 2 88 Financial and insurance activities
5 Fund management activities 88.48 3 90.33 Financial and insurance activities
6 Freight air transport and space transport 83.23 2 93 Transportation and storage
7 Manufacture of magnetic and optical media 80.26 1 33 Manufacturing
8 Wireless telecommunications activities 70.32 5 85.4 Information and communication
9 Sound recording and music publishing activities 69.78 6 82.33 Information and communication
10 Manufacture of basic pharmaceutical products 67.99 4 80.75 Manufacturing
... ... ... ... ... ...

247 Cutting, shaping and finishing of stone 5.96 115 38.18 Manufacturing
248 Logging 5.46 91 37.08 Agriculture, forestry and fishing
249 Construction of residential and non-residential buildings 5.33 196 35.51 Construction
250 Hunting, trapping and related service activities 5.08 17 42.76 Agriculture, forestry and fishing
251 Support activities for other mining and quarrying 4.5 2 30.5 Mining and quarrying
252 Growing of perennial crops 4.04 114 36.57 Agriculture, forestry and fishing
253 Postal activities under universal service obligation 3.96 155 36.45 Transportation and storage
254 Residential care activities for the elderly and disabled 3.85 202 34.27 Human health and social work activities
255 Mixed farming 3.54 105 35.1 Agriculture, forestry and fishing
256 Monetary intermediation 0 69 31.93 Financial and insurance activities



Table 2.12: ICI, ubiquity and average diversity, top and bottom 10 industries, three-digit level (CAE-Rev.3), 2019

Rank Industry (three-digit) ICI Ubiquity Avg. diversity Industry group (one-digit)
1 Trusts, funds and similar financial entities 100.00 1 64 Financial and insurance activities
2 Pension funding 98.62 1 93 Financial and insurance activities
3 Freight air transport and space transport 93.09 2 83 Transportation and storage
4 Reinsurance 90.00 2 63 Financial and insurance activities
5 Leasing of intellectual property and similar products 82.76 5 79 Administrative and support service activities
6 Fund management activities 80.80 4 69.5 Financial and insurance activities
7 Manufacture of batteries and accumulators 73.33 2 73.5 Manufacturing
8 Other financial service activities 72.80 6 78.17 Financial and insurance activities
9 Manufacture of musical instruments 72.48 3 70 Manufacturing
10 Manufacture of basic iron and steel and of ferro-alloys 70.93 3 60 Manufacturing
... ... ... ... ... ...

245 Hotels and similar accommodation 9.20 91 35 Accommodation and food service activities
246 Hunting, trapping and related service activities 9.08 9 41.44 Agriculture, forestry and fishing
247 Holiday and other short-stay accommodation 8.68 132 36.01 Accommodation and food service activities
248 Support activities to agriculture and post-harvest crop act. 8.41 100 37.68 Agriculture, forestry and fishing
249 Residential care activities for the elderly and disabled 8.09 224 33.88 Human health and social work activities
250 Manufacture of vegetable and animal oils and fats 7.08 45 38.02 Manufacturing
251 Mixed farming 6.28 106 34.18 Agriculture, forestry and fishing
252 Growing of perennial crops 3.79 116 33.77 Agriculture, forestry and fishing
253 Monetary intermediation 1.33 72 30.6 Financial and insurance activities
254 Mining of non-ferrous metal ores 0.00 5 28 Mining and quarrying



Municipalities – IECI calculation

Turning to municipalities, Tables 2.13 and 2.14 show the top and bottom 10 municipalities
ranked by their IECI levels. From the tables, we can see a similar location pattern in terms
of the most complex municipalities as that observed for the OECI. The most noticeable dif-
ference is that municipalities in the metropolitan areas of Lisbon and Porto are much more
widely represented in the top ten (along with some manufacturing-focused municipalities,
as before). This further suggests that these industry-based complexity measures mirror
strongly the patterns of specialisation across the country, and thus capture the fact that
some economic activities are only present in large urban areas. Among the bottom ten,
there are once again municipalities in the Douro and Alentejo regions, mirroring closely
what was found for the occupation-based measure. To complement this, the maps in Figure
2.10 show the IECI across municipalities in 2007 and 2019 respectively. The geographical
patterns are similar with those observed for the case of the OECI, though less concentrated
in this case, with some municipalities in the Algarve also showing relatively high levels of
complexity in 2019.

Table 2.13: IECI (CAE-Rev.3), top and bottom 10 municipalities, 2007

Rank Municipality IECI Diversity Avg. ubiquity NUTS-3 region
1 Lisboa 100 100 34.28 Lisboa (MA)
2 Oeiras 92.41 76 39.66 Lisboa (MA)
3 Marinha Grande 84.53 33 39.12 Região de Leiria
4 Porto 79.94 95 44.38 Porto (MA)
5 Matosinhos 73.47 75 53.16 Porto (MA)
6 Maia 73.27 86 49.26 Porto (MA)
7 Sintra 71.18 90 54.1 Lisboa (MA)
8 Amadora 70.62 60 58.12 Lisboa (MA)
9 Vila Franca de Xira 69.26 61 53 Lisboa (MA)
10 Aveiro 68.69 69 52.67 Região de Aveiro
... ... ... ... ... ...

299 Penalva do Castelo 5.34 23 129.7 Viseu Dão Lafões
300 Gavião 5.02 11 125.82 Alto Alentejo
301 Sabrosa 4.86 19 125.58 Douro
302 Vila Flor 4.4 24 121.5 Terras de Trás-os-Montes
303 Alandroal 3.16 18 117.72 Alentejo Central
304 Santa Marta de Penaguião 2.39 16 129.62 Douro
305 Avis 2.07 18 113 Alto Alentejo
306 Mourão 1.5 13 130.69 Alentejo Central
307 Freixo de Espada à Cinta 0.37 12 129.58 Douro
308 Crato 0 17 133.53 Alto Alentejo
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Table 2.14: IECI (CAE-Rev.3), top and bottom 10 municipalities, 2019

Rank Municipality IECI Diversity Avg. ubiquity NUTS-3 region
1 Oeiras 100 64 36.2 Lisboa (MA)
2 Lisboa 98.77 93 33.42 Lisboa (MA)
3 Maia 91.22 73 44.45 Porto (MA)
4 Matosinhos 87.3 73 46.37 Porto (MA)
5 Marinha Grande 86.89 33 51.03 Região de Leiria
6 Guimarães 84 44 45.75 Ave
7 Vila Nova de Famalicão 82.17 54 47.02 Ave
8 Vila Nova de Gaia 81.64 95 53.81 Porto (MA)
9 Amadora 81.36 44 53.89 Lisboa (MA)
10 Oliveira de Azeméis 80.29 28 46.82 Porto (MA)
... ... ... ... ... ...

299 Armamar 8.99 23 124.7 Douro
300 Figueira de Castelo Rodrigo 8.14 25 125.24 Beiras e Serra da Estrela
301 Marvão 7.99 14 129 Alto Alentejo
302 Barrancos 7.34 10 135.2 Baixo Alentejo
303 Alfândega da Fé 6.93 21 118.43 Terras de Trás-os-Montes
304 Gavião 3.28 11 106.18 Alto Alentejo
305 Vidigueira 1.8 17 122.41 Baixo Alentejo
306 Alandroal 1.72 18 108.11 Alentejo Central
307 Alter do Chão 1.5 11 115.73 Alto Alentejo
308 Crato 0 16 127.5 Alto Alentejo
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Figure 2.10: Map of IECI across municipalities, 2007 and 2019
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Municipalities – IECI, OECI and other variables

Tables 2.15 and 2.16 show the correlation between the IECI and other variables for the
beginning and end of the period. In line with what was observed for the OECI, industry-
based complexity shows strong positive correlations with initial employment and the share
of workers with post-secondary education, across both years with higher magnitude in
2019. There is also a strong positive correlation between the IECI and OECI. This is
confirmed in the scatter plots between the IECI and OECI for 2007 and 2019 in Figure
2.11. While there are no major outliers, some municipalities show more divergent values
and relative positions in terms of industry complexity, when compared to the occupation-
based measure.

Turning to the IECI and other variables, Table 2.16 includes the correlation between
industry-based complexity and GVA variables. The patterns of correlation are very similar
to those obtained for the OECI, with a positive correlation between the IECI and total
GVA per worker as well as GVA per worker in manufacturing, ICT services and, to a lesser
extent, agriculture, whereas there is no correlation with GVA per worker in accommoda-
tion and restaurant related industries. The scatter plots in Figure 2.12, representing these
correlations graphically, further confirm that the patterns in correlation across the different
panels is similar to what was observed with the OECI.

We also estimated the regression model for the case of the IECI and compared the relative
explanatory power of the two variables. Table 2.17 provides estimates that mirror the
previous ones, for 2007-2019. Here, we also see a negative association between the IECI and
employment growth, but there is no association once employment is included in columns
(2) and (3); the coefficient on education is not statistically significant. Table 2.18 shows
regression estimation results that compare directly the IECI and OECI, for 2007-2019. The
IECI has a stronger explanatory power than the OECI, when we compare the individual
regressions in columns (1) and (2), as well as when both variables are included in the horse
race regression in the third column, with negative coefficients in all cases. As before, once
the employment variable is included, both complexity measures lose statistical significance
(see fourth column), suggesting that the negative association may simply be capturing
convergence dynamics in both cases.
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Table 2.15: Correlation between IECI (CAE-Rev.3) and key variables, municipalities, 2007

IECI Diversity Avg. ubiquity OECI Education
IECI

Diversity 0.77***
Avg. ubiquity -0.95*** -0.72***

OECI 0.87*** 0.61*** -0.87***
Education 0.62*** 0.64*** -0.53*** 0.58***

Employment 0.61*** 0.55*** -0.53*** 0.55*** 0.59***
*** p < 0.001, ** p < 0.01, * p < 0.05

Table 2.16: Correlation between IECI (CAE-Rev.3) and key variables, municipalities, 2019

IECI Diversity Avg. ubiquity OECI Education Employment
IECI

Diversity 0.73***
Avg. ubiquity -0.95*** -0.72***

OECI 0.88*** 0.59*** -0.85***
Education 0.52*** 0.53*** -0.51*** 0.46***

Employment 0.54*** 0.51*** -0.52*** 0.43*** 0.55***
GVA (total) 0.42*** 0.40*** -0.39*** 0.32*** 0.49*** 0.97***

GVA/worker (total) 0.37*** 0.20*** -0.36*** 0.44*** 0.30*** 0.23***
GVA/worker (manuf.) 0.42*** 0.27*** -0.43*** 0.48*** 0.45*** 0.26***

GVA/worker (serv.) 0.08 0.14* -0.15** -0.07 0.10 0.19***
GVA/worker (ICT) 0.43*** 0.38*** -0.43*** 0.32*** 0.41*** 0.44***

GVA/worker (agric.) 0.20** 0.20*** -0.20** 0.14* 0.08 0.08
*** p < 0.001, ** p < 0.01, * p < 0.05
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Figure 2.11: Scatter plots of OECI and IECI, 2007 and 2019
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Figure 2.12: Scatter plots, IECI and GVA per worker (total and by sectors), 2019
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Table 2.17: IECI, Fixed Effects estimation results, municipalities, 2007 to 2019

Employment growth

Variables (1) (2) (3)

IECI (CAE-Rev.3) -0.00124*** 0.000255 0.000210
(0.000415) (0.000425) (0.000423)

Employment (ln) -0.303*** -0.303***
(0.0219) (0.0220)

Education (ln) 0.00690
(0.0109)

Constant 0.0399*** 2.369*** 2.391***
(0.0132) (0.168) (0.170)

Observations 3,696 3,696 3,696
R-squared 0.190 0.307 0.307
Adjusted R-square 0.187 0.304 0.305
Year FE Yes Yes Yes
Region FE Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 2.18: OECI and IECI, Fixed Effects estimation results, municipalities, 2007 to 2019

Employment growth

Variables (1) (2) (3) (4)

OECI (CPP10) -0.000906*** -0.000773** 0.000151
(0.000331) (0.000358) (0.000329)

IECI (CAE-Rev.3) -0.00124*** -0.000984** 0.000213
(0.000415) (0.000456) (0.000456)

Employment (ln) -0.305***
(0.0218)

Constant 0.0312*** 0.0399*** 0.0559*** 2.379***
(0.0101) (0.0132) (0.0133) (0.168)

Observations 3,696 3,696 3,696 3,696
R-squared 0.191 0.190 0.193 0.307
Adjusted R-square 0.188 0.187 0.190 0.304
Year FE Yes Yes Yes Yes
Region FE Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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2.7 Discussion

What is a complex occupation?

In a straightforward way, the methodology and network used define a complex occupation
as one that few regions are able to be specialised in (or have a ‘revealed comparative
advantage’ in), relative to the rest of the country, and in turn those regions also have a
concentration of other, relatively ‘rare’ occupations. The rationale, if applying directly
from the definition provided by Hidalgo and Hausmann (2009), is that more complex
occupations require ‘capabilities’ that only some regions are able to develop.

While in a lot of cases the complexity classification makes sense – for example, intuitively,
we would think of engineers and certain types of mechanics as having a fairly complex
job – in others, the most complex occupations appear not to be necessarily the most
‘complicated’ ones to perform, but rather those that are relatively rare and only found in
some municipalities. Given the methodology at hand, if these relatively rare occupations
(e.g., street and related service workers) happen to be present within a municipality that
has a relatively high concentration in several other occupations that are relatively rare (and
may, or may not, be complex or ‘complicated’), these rare occupations will be classified as
being ‘complex’. Of course, what we want to understand is whether, when a municipality
has a larger set of relatively more complex occupations, this has some meaning in terms
of economic or structural advantage, or if they are an urban area with lots of people,
providing a market for street and related workers. Ultimately, the mechanisms at play are
very hard to disentangle, but they are crucial for the relevance of the economic complexity
measures.

This is where existing papers that use occupation data fall short, as they do not provide an
in-depth discussion regarding the interpretation and implications of economic complexity
measures. Whereas for patents or exported goods there is some logic as to why they
would be complex – for example, while only some regions may be able to patent in certain
technology classes or export a certain product because they have some kind of advantage
(e.g., a technological cluster where lots of people with the necessary skills are present),
we would expect that technology class or product to be ‘complicated’ or hard to develop,
otherwise it could be present in plenty of other regions that did not have any other complex
technologies or products – it is not clear that the same logic applies when we think of
occupation concentration.

This argument and broader discussion are closely interlinked with the one on the inclusion
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of services in ECI calculations. While some, often non-tradable, services are present in
every city (e.g., hairdressers or family lawyers), others are only present in primary cit-
ies (e.g., specialised finance lawyers, international accounting firms or artists and other
culturally-intensive profiles). Nevertheless, this does not directly translate into one being
more or less complex than the other, but rather it may simply reflect that demand for
some services is only supported by a larger market.

Implications of results

Our analysis comparing the occupation complexity measure derived and the task-composition
framework provides further evidence to this point. Rather than following theoretical ex-
pectations – i.e., that more complex occupations may involve tasks that are intuitively
harder to perform such as non-routine cognitive ones, whereas those involving mostly
routine manual tasks would show lower complexity levels – it appears the logic behind
occupation complexity follows specialisation patterns more closely, as well as changes over
time in patterns of employment. For instance, there is a clear possibility that the employ-
ment share may increase for non-routine cognitive task-intensive occupations, and decrease
for routine manual occupations (e.g., due to the latter being more likely to be replaced by
machines over this period), and thus routine manual occupations become ‘rarer’ and less
ubiquitous across the country, leading to a higher occupation complexity level, through a
mechanism that, conceptually, is not what ECI measures aim to capture.

When comparing the occupation-based complexity measure with the industry-based one,
this is further amplified, as the evidence points to high levels of the IECI being even
more concentrated among the largest metropolitan areas, with the ICI also reflecting the
specialisation patterns that are familiar to economic geographers, whereby certain activities
tend to agglomerate geographically more than others. Of course, there is still the argument
that those industries that are strongly agglomerated in space – due to the classic matching,
sharing and learning opportunities they require – may be the most complex ones to perform
and thus these network-based measures may still capture, to some extent, the inherent
complexity level of industries.

Choosing development and geographical levels

This in itself leads to the question of the network used – if we were analysing municipalities
or regions across several countries, we would capture several large or primary cities that
have those services that only ‘large’ cities support, thus when we plot places against each
other, we are not only comparing occupation or industry concentration across primary and
secondary regions within a single country, but rather we would have several primary cities
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(e.g., capital cities and major metropolitan areas). While this could alleviate the issue of
an apparent bias in terms of higher complexity levels seen among those occupations or
industries that agglomerate in the primary cities, it is not clear that this would address
broader concerns with the ECI applicability and interpretation. In fact, the existing em-
pirical evidence points to the ECI methods being more accurate in applications to the US
or China than when applied to Europe, partly due to the ‘duplication’ that occurs across
countries in terms of economic activities, which does not represent an issue when applying
the measure at the sub-national level within a single (large) country.

In this chapter we measure economic complexity based on a specialisation relative to the
rest of the country. While it would be beneficial to extend the analysis to compare Por-
tuguese regions with other (both peripheral and advanced) EU regions, the present com-
parison still makes sense and provides a more realistic and useful ranking of regions than,
for example, comparing low-income countries to the rest of the world, where the bulk of
complexity is concentrated in the most advanced countries. Conceptually, identifying the
level of development becomes essential for the meaning of the ECI, and in this respect a
sub-national analysis is likely much stronger.

The chosen geographical level of analysis has a significant effect on the economic complex-
ity metrics derived, as well as on the interpretation of the ECI, due to its methodology.
The ECI was originally developed at the country level, calculating a country’s productive
complexity relative to the rest of the world. As it was adapted to the sub-national level,
the ECI has been applied to several different geographical levels, including municipalit-
ies, travel to work areas, metropolitan areas, US states and European NUTS-2 regions,
often driven by data availability and with limited discussion about the interpretation of
the metrics derived or implications for results.

Nevertheless, there are important factors to consider at a conceptual and methodological
level: i) policy considerations – at what level is regional and development policy implemen-
ted, and thus where it interests us to better understand the current context; ii) methodo-
logical considerations – issues such as spatial dependence, overlapping labour markets or
metropolitan areas (e.g., several municipalities make up the whole of the Lisbon and Porto
metropolitan areas), as well as questions over the required minimum size of the network
from which the complexity measures are derived; iii) data availability and constraints.
These discussions are overlooked in many of the existing papers and the universality of the
method is often taken for granted.

We carried out our analysis at the municipality level, which was the most detailed geo-
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graphical level available in our data that covers the entire period. While this may involve
issues of spatial dependence, there is still interest in measuring local specialisations, even
within large metropolitan areas. For instance, it may be good to capture patterns of spe-
cialisation between core and peripheral areas of the same region since, as seen in the plots,
there are still important divergences to capture within the NUTS-3 and NUTS-2 regional
levels. Furthermore, our data relies on firm location, rather than residential one, and thus
we are already capturing the place where the worker is productive and correctly matching
people to places.

While it would be beneficial to capture local labour markets or travel to work areas, which
are often used in other papers, such a geographic definition does not currently exist in
Portugal. Moreover, whereas NUTS-3 regions would overcome the issue of separating
different areas of the same metropolitan area, it has the drawback of grouping together
different areas that are not well integrated – for instance, there are regions in the North
in which the different small cities are not integrated with each other, due to mountains or
otherwise poor connections. Thus, focusing on municipalities may give a better picture of
specialisation and more accurately capture heterogeneity across the country.

Another reason to focus on municipalities is the sparsity of the network. The ECI measures
require a large enough network, so that there is enough variation across places. With a
high number of occupations and few NUTS-3 regions, several places will have the exact
same diversity and ubiquity measures, leading to the same complexity score. In contrast,
with the higher number of municipalities, more differences can be captured across places,
and thus the complexity indicator becomes more insightful. This can be exemplified by
comparing the 1985 and 2019 OCI calculations – in 1985, due to the higher number of
occupations in the CNP-80 classification, several occupations have the exact same OCI
levels due to the lack of variation (e.g., several occupations have only one region that is
relatively specialised in them). If we go up to NUTS-2 region or OECD’s functional urban
areas, for example, we would have even less variation. The same issue would occur if using
more aggregated occupation classification levels. While the original method was applied
to a very sparse network, the size of the networks used is rarely discussed across papers,
despite the significant impact it can have on the results and implications derived.
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2.8 Conclusion

This chapter attempted to move a step closer towards understanding and conceptualising
the ECI when applied to occupation data and, in doing so, exploring the specific case of
Portugal, which has often been left out from economic complexity applications that rely
on patent data. While, as hypothesised, occupation data has several potential benefits
in terms of addressing drawbacks of alternative data sources, our understanding of the
meaning and applicability of these methods to this type of data have not been explored
and discussed in existing contributions.

Our analysis points to a discrepancy between the ways in which the ECI is often portrayed
in applications and what it seems to measure. Conceptually, it appears to be much more
closely aligned with Mealy’s (2019) definition of the ECI as an ordering of regions that
places those regions with most similar activities (here, occupational concentration) closer
together in the ordering, and those with more dissimilar activities further apart. In partic-
ular, occupation-based complexity appears to reflect more closely location patterns within
the country than the underlying knowledge or ‘capabilities’, or more broadly the intuition
behind the word complexity, as something complicated or intricate.

Having established this, these measures are still useful in analytical ways. For instance,
as discussed, a location quotient tells us how industries or occupations are spread across
places but, by itself, does not tell us which locations are currently relatively specialised in
industries or occupations that will become central to innovation processes and thus likely
to experience economic growth and further prosperity (Kemeny & Storper, 2015). As a
result, the ECI might still helps us understand the relative ‘value’ of a specialisation, based
on the idea that those activities in which relatively few municipalities or regions are able to
be specialised in somehow provide a competitive edge. The crucial question that follows is
whether we want to assign value based on a complex quantitative methodology or, rather,
through simpler existing indicators or some other qualitative judgement.

Further to this concern, in our specific context, it appears that the methods are mostly
capturing traditional specialisation patters, and thus the most complex occupations and
industries are simply those that tend to be present in municipalities within larger met-
ropolitan areas or that are manufacturing-oriented. Possibly as a result of this, they do
not appear to be closely related to regional paths, in particular in terms of employment
growth.

There are questions that remain unanswered and can benefit from further research. While
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our broad conceptual discussion applies to empirical applications of this method to other
contexts, the results derived and broader implications may be context-specific. Thus, ad-
ditional investigation into different geographic contexts and levels, for example, comparing
all EU regions together, can provide additional insight.

Overall, this chapter points to the need to be clearer about the meaning, conceptualisation
and applicability of the ECI methodology when applied to different types of data and
geographical contexts – this is often overlooked in existing empirical contributions, which
take the universality of the ECI methods for granted.

2.A Appendix
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Table 2.A.1: Papers reviewed – empirical applications in European contexts

Authors Geographic setting Time period Data Outcome of in-
terest

Findings

Balland et al. (2019) EU; 282 NUTS-2 regions 1990-2009 Patents Entry and technolo-
gical growth

Both relatedness and complexity have a positive,
strong and statistically significant impact on tech-
nological growth at the regional level.

Antonelli et al. (2020) EU; 189 NUTS-2 regions 1997-2009 Patents Regional productiv-
ity growth

Positive effect of complexity on the generation of
new technological knowledge, but negative one on
its exploitation.

Mewes and Broekel (2022) EU; 159 NUTS-2 regions 2000-2014 Patents Economic growth Technological complexity is an important predictor
of regional GDP per capita growth (but result not
robust when considering spatial dependencies).

Pintar and Scherngell (2022) EU; 193 city-regions 2005-2014 Patents Regional economic
growth

There is a positive association between knowledge
complexity and economic growth across regions,
even after controlling for knowledge production.

Rigby et al. (2019) EU; 145 city-regions 1981-2015 Patents Employment growth
and GDP growth

For employment growth, knowledge relatedness
shows the strongest association; for GDP growth,
knowledge complexity shows the strongest one.

Heimeriks et al. (2019) EU; 286 NUTS-2 regions 2000-2014 Scientific pub-
lications

Entry (emergence of
new scientific sub-
fields)

Scientific complexity is important for developing
new knowledge in complex scientific subfields; re-
latedness increases likelihood of developing more
complex knowledge.

Pinheiro et al. (2022) EU; 274 NUTS-2 regions 2011-2015 Employment
(industries)
and patents

Entries of new activ-
ities and average
complexity of entries

Regions with high initial GDP per capita, com-
plexity and population density have consistently
entered higher complexity activities, compared
with regions with low and medium initial levels.

Deegan et al. (2021) EU; 128 NUTS-2 regions 2012-2018 Employment
(industry and
occupations)

Economic domains
selected as priorities
in Smart Specialisa-
tion Strategies

Both economic complexity and relatedness show
a positive and statistically significant association
with a region’s selected priorities; there is no evid-
ence of an interaction effect between complexity
and relatedness.

Basile et al. (2019) Italy; 103 provinces (NUTS-3) 1995-2015 Exports Labour productivity
growth

ECI contributed to increased productivity inequal-
ities in the short and long runs, and was associated
with polarisation of regional productivity.

Mealy and Coyle (2022) UK; 380 local authorities 2011-2016 Employment
(industry)

Local average annual
earnings (and annu-
alised growth rate)

UK local authorities with higher ECI have higher
per capita earnings, growth rates and greater abil-
ity to develop further industries with greater earn-
ings potential.

Bishop and Mateos-Garcia (2019) UK; 218 travel-to-work areas 2015-2017 Employment
(industry)

Technological activ-
ity emergence; eco-
nomic performance

Locations with high economic complexity and a
strong presence of emergent companies tend to have
higher median earnings and GVA per capita.

Hane-Weijman et al. (2022) Sweden; 72 local labour markets 2002-2012 Employment
(occupations)

Regional employ-
ment growth

In times of growth, abandoning occupations close
to a region’s core capabilities slows employment
growth, as does entry into more complex occupa-
tions. Negative impacts on employment growth are
nullified in recessions.

Broekel et al. (2021) Norway; 6226 industry-regions 2009-2014 Employment
(occupations)

Industry-region em-
ployment growth

Positive effect of industrial relatedness on employ-
ment growth; no statistically significant effect of
occupation diversity or occupation complexity.



Table 2.A.2: Description and source of variables (for municipalities)

Variable Definition Source Years avail-
able

OECI (CNP-80) Occupation-based economic complex-
ity index; own calculation based on
methodology described; CNP-80 occu-
pation classification

Quadros de Pessoal (MTSSS) 1985 to 1994

OECI (CPP-10) Occupation-based economic complex-
ity index; own calculation based on
methodology described; CPP-10 occu-
pation classification

Quadros de Pessoal (MTSSS) 1995 to 2019

IECI (CAE-Rev.3) Industry-based economic complexity
index; own calculation based on meth-
ods of reflection methodology described

Quadros de Pessoal (MTSSS) 2007 to 2019

OCI (CNP-80) Occupation complexity index; own cal-
culation based on methodology de-
scribed; CNP-80 occupation classifica-
tion

Quadros de Pessoal (MTSSS) 1985 to 1994

OCI (CPP-10) Occupation complexity index; own cal-
culation based on methodology de-
scribed; CPP-10 occupation classifica-
tion

Quadros de Pessoal (MTSSS) 1995 to 2019

ICI (CAE-Rev.3) Industry complexity index; own calcu-
lation based on methods of reflection
methodology described

Quadros de Pessoal (MTSSS) 2007 to 2019

Employment growth Calculated as the growth of muni-
cipality i between t and t+1 as
growthi,t+1 = log(GDPi,t+1/GDPi,t);
own calculation

Quadros de Pessoal (MTSSS) 1985 to 2019

Employment Total number of workers employed by
firms within the municipality

Quadros de Pessoal (MTSSS) 1985 to 2019

Education Share of workers with post-secondary
education. Number of workers with
post-secondary education divided by
total number of workers within the mu-
nicipality

Quadros de Pessoal (MTSSS) 1985 to 2019

GVA (total) Gross Value Added, Thousand EUR,
absolute value

INE, downloaded from pordata.pt 2019

GVA per worker (total) Ratio between Gross Value Added and
the total number of workers (based on
firm headquarters)

INE, downloaded from pordata.pt 2019

GVA per worker (industry) Ratio between Gross Value Added in
manufacturing (CAE-Rev.3 sector C)
and the total number of workers

INE, downloaded from pordata.pt 2019

GVA per worker (services) Ratio between Value Added in acco-
modation, restaurants and related ser-
vices (CAE-Rev.3 sector I) and the
total number of workers

INE, downloaded from pordata.pt 2019

GVA per worker (ICT) Ratio between Value Added in in-
formation and communication services
(CAE-Rev.3 sector J) and the total
number of workers

INE, downloaded from pordata.pt 2019

GVA per worker (agricul-
ture)

Ratio between Gross Value Added in
agriculture, animal production, hunt-
ing, forestry and fishing (CAE-Rev.3
sector A) and the total number of work-
ers

INE, downloaded from pordata.pt 2019

Notes: MTSSS is the Portuguese Ministry for Labour and Social Security. INE is Portuguese government office for national statistics.
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Table 2.A.3: Summary statistics, 1985 to 2019

(1) (2) (3) (4) (5)
Variables N Mean SD Min Max
OECI (CNP80) 2,737 39.89 21.20 0 100
OECI (CPP10) 7,380 34.62 19.59 0 100
IECI (CAE-Rev.3) 4,004 31.34 17.66 0 100
Diversity (CNP80) 2,737 28.53 17.33 1 118
Diversity (CPP10) 7,380 29.94 9.500 1 74
Diversity (CAE-Rev.3) 4,004 37.45 16.60 2 100
Average ubiquity (CNP80) 2,737 96.12 30.45 27 204
Average ubiquity (CPP10) 7,380 117.6 20.45 41.27 208
Average ubiquity (CAE-Rev.3) 4,004 92.94 21.16 31.11 165
Employment growth (log) 9,809 0.0314 0.136 -1.462 1.778
Employment 10,117 6,090 17,850 12 314,550
Employment (ln) 10,117 7.501 1.506 2.485 12.66
Education 10,117 0.213 0.126 0.0143 0.882
Education (ln) 10,117 -1.722 0.609 -4.248 -0.126

Table 2.A.4: OECI, Fixed Effects estimation results, municipalities, 1985 to 1994

Employment growth

Variables (1) (2) (3)

OECI (CNP80) -0.00869*** -0.000866 -0.000865
(0.00156) (0.00108) (0.00108)

Employment (ln) -0.400*** -0.400***
(0.0282) (0.0285)

Education (ln) 0.00219
(0.0252)

Constant 0.353*** 2.776*** 2.777***
(0.0607) (0.186) (0.186)

Observations 2,433 2,433 2,433
R-squared 0.098 0.263 0.263
Adjusted R-square 0.0952 0.260 0.260
Year FE Yes Yes Yes
Region FE Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 2.A.5: O*NET descriptors for task composition of occupations

Occupation task measures O*NET descriptors O*NET source Scale type

Non-routine cognitive abstract

4.A.2.a.4 Analysing Data or Information Work Activities Importance
4.A.2.b.2 Thinking Creatively Work Activities Importance
4.A.4.a.1 Interpreting the Meaning of Information for Others Work Activities Importance
4.A.4.a.4 Establishing and Maintaining Interpersonal Relationships Work Activities Importance
4.A.4.b.4 Guiding, Directing, and Motivating Subordinates Work Activities Importance
4.A.4.b.5 Coaching and Developing Others Work Activities Importance

Routine cognitive
4.C.3.b.7 Importance of Repeating Same Tasks Work Context Context
4.C.3.b.4 Importance of Being Exact or Accurate Work Context Context
4.C.3.b.8 Structured versus Unstructured Work Work Context Context

Routine manual
4.C.3.d.3 Pace Determined by Speed of Equipment Work Context Context
4.A.3.a.3 Controlling Machines and Processes Work Activities Importance
4.C.2.d.1.i Spend Time Making Repetitive Motions Work Context Context

Non-routine manual physical

4.A.3.a.4 Operating Vehicles, Mechanized Devices, or Equipment Work Activities Importance
4.C.2.d.1.g Spend Time Using Your Hands to Handle, Control, or Feel Objects, Tools, or Controls Work Context Context
1.A.2.a.2 Manual Dexterity Abilities Importance
1.A.1.f.1 Spatial Orientation Abilities Importance



Chapter 3

Economic complexity, exports and natural
resources in the GCC

3.1 Introduction

As described in Chapter 1, the concept of economic complexity, as introduced by Hidalgo
and Hausmann (2009), argues that it is possible to infer countries’ knowledge and cap-
abilities through their ability to export competitively a wide range of products that are
somewhat rare relative to the rest of the world. The associated ECI has since grown in
popularity as a way of predicting countries’ economic growth, income inequality, human
development, among other macroeconomic outcomes (Hidalgo, 2021); the link between
economic complexity and future income growth is presented as an empirical regularity and
as a key reason to support such indicators (e.g., Hausmann et al., 2014b). However, the
applicability of this concept across different contexts has remained largely unquestioned,
with research applying it with limited consideration of wider socioeconomic and devel-
opment characteristics. In this chapter we argue that, once we consider countries that
rely disproportionately on natural resources, the ECI method and conceptualisation may
become problematic.

In a review of the literature from the past decade, Hidalgo (2021) argues that the strong
predictive power of the ECI in explaining long-term economic growth suggests that a coun-
try’s complexity level pins an equilibrium income level (i.e., that countries will converge
towards a certain income level predicted by their complexity, thus the link between the
initial ECI and subsequent growth). He further maintains that the direction of this re-
lationship is from economic complexity to income growth, rather than the opposite, and
that it would be somewhat improbable that countries with relatively low complexity given
their income – such as Qatar, Oman, Bahrain and Kuwait, among others (Hidalgo, 2021,
p.16) – will increase their complexity in the future. The implication of this argument is
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that these economies would grow less than others with similar GDP per capita, reverting
to a lower ‘equilibrium’ income level in line with their ECI.

In parallel, Canh et al. (2020) estimated that economic complexity has a significant negative
impact on total natural resource rents, and argued that focusing on improving economic
complexity could help lessen the dependence on natural resource wealth. They find a strong
negative relationship between the ECI and natural resource rents for upper-middle- and
high-income countries – the latter group including Kuwait, Qatar, Saudi Arabia and the
United Arab Emirates (UAE) together with other economies that do not rely on natural
resource exports. Canh et al.’s (2020) results, however, may be biased by pooling together
countries that are very different in nature, because of reverse causality between natural
resource rents and economic complexity, and by the fact that the analysis did not include
oil revenues.

More generally, economic complexity studies, to a different extent, tend to disregard the
specific context and unique characteristics of natural-resource dependent countries. Im-
portant questions remain over whether the complexity concept and method can be mean-
ingfully interpreted in all contexts, or rather should remain as a ‘big picture’ empirical
regularity that should not be relied upon for finer-grained and specific analyses aimed to
inform policy-making. Thus, to address these questions, this chapter explores the applic-
ability and usefulness of economic complexity in oil-dependent countries, with a focus on
the Gulf Cooperation Council.

Focusing on the GCCs allows us to explore a setting where oil and natural gas play a
major role in the economy, and where this has resulted in high income growth and levels.
At the same time, although to different extents, the GCCs have not managed to turn this
income generation into improvements in education and skills, R&D investment, general
openness and overall business environment (Hvidt, 2013; Kumar & van Welsum, 2013;
Arman et al., 2021a), which are crucial in knowledge-based and complex economies. As
the need to diversify into different economic activities becomes pressing, policymakers in
these countries are turning to economic complexity measures to guide their efforts. As a
result, it is important to understand whether the ECI can be meaningfully applied in this
setting, as well as other oil-dependent countries, and what we can learn from it.

Using data from the Observatory of Economic Complexity for the period from 1995 to
2019, we look at how the ECI evolves over time across the GCCs, as well as where the
GCCs stand in the correlations between the ECI and different key variables, such as income
and industrial structure. We carry out regression analysis to assess whether and how the
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relationship between ECI and income growth differs for the GCCs vis-a-vis the rest of
the sample, and explore whether the ECI can be meaningfully applied to this context. To
further understand the impact of oil and natural gas products on complexity for the GCCs,
we calculate the ECI excluding these products and investigate how this impacts economic
complexity and its implications in contexts of high dependence on oil and natural gas.

Focusing on growth over 20-, 10- and 5-year periods between 2000 and 2019, we find
that the positive cross-country association between the ECI and subsequent economic
growth observed in the literature holds for the GCCs and other oil-dependent economies.
Nevertheless, the ECI is not able to explain changes in income over time within countries,
and is affected in different ways by oil and natural gas exports, suggesting caution and
further consideration of context specificity when applying economic complexity measures.

The remainder of this chapter is organised as follows. Section 3.2 provides a literature
review, focusing on the natural resource curse and on the economic complexity literature
at the country-level. Section 3.3 describes our research aims and motivation, and provides
a detailed discussion about the research context, the GCCs, followed by a description of
the data and methodology in Section 3.4. Section 3.5 outlines the results, focusing firstly
on exploring the economic complexity measures, for countries and products separately, and
secondly on the empirical estimation results. Section 3.6 provides further analysis, where
we exclude oil and natural gas products from the ECI calculation. Section 3.7 discusses
our findings and their implications, followed by the conclusion in Section 3.8.

3.2 Literature review

In this section, we first describe what the natural resource curse is, its mechanisms and
existing empirical findings. This is followed by an overview of the economic complexity
literature, focusing on contributions at the country level, and existing attempts to link this
concept with economic growth and natural resources.

3.2.1 The natural resource curse

Economists such as Rostow (1961) initially argued that natural resources could be a blessing
for countries, allowing in particular developing countries to make a transition to industrial
take-off, in a similar way to what happened in the UK, US and Australia (Rosser, 2009;
Badeeb et al., 2017). The particularity of natural resources, vis-a-vis different resources
or other economic activities, is that on the one hand they only need to be extracted,
rather than produced, and therefore can occur somewhat independently of other economic
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changes and with limited employment creation; on the other hand, they are non-renewable
and thus they should be seen more like an asset than a source of income (Humphreys
et al., 2007; Badeeb et al., 2017). These assets can then finance higher levels of public and
private consumption, including towards public goods such as infrastructure (Sachs, 2007),
thus leading to the idea of a potential ‘blessing’ of natural resources.

While positive views were held until the 1980s, by then researchers started increasingly not-
ing the lack of economic growth and worse development outcomes in Africa and Middle East
countries which were rich in natural resources, and the ‘Dutch disease’ emerged (Corden &
Neary, 1982; Corden, 1984; Neary & van Wijnbergen, 1986) – a phenomenon named after
the discovery of natural gas in Groningen, which led to de-industrialisation and poorer
macroeconomic performance – and halted the positive views. In parallel, Gelb (1988)
found that oil economies experienced more serious deterioration in the efficiency of their
domestic capital formation during the boom period in the 1970s. The first use of the term
“resource curse” is attributed to Auty (1993) who, along with Gelb (1988), stressed the
volatile nature of revenues from minerals.

The first empirical paper by Sachs and Warner (1995) showed that economic dependence
on oil and mineral resources was correlated with slow economic growth in a cross section
of countries. Further cross sectional studies by Sachs and Warner (1999, 2001) confirmed
the adverse effects of natural resource dependence on economic growth.

Following this initial empirical evidence, researchers turned their attention to the potential
channels through which the resource curse operates. Several mechanisms have been pro-
posed in the literature, across both economic and political realms. In terms of economic
mechanisms, the literature points to Dutch disease, volatility of commodity prices, failures
of economic policy, including the neglect of education, as the key drivers; with regards to
political mechanisms, rent seeking, weak institutions and corruption tend to be indicated
as the culprits.

Natural resource revenues have a significant impact on the economic structure of a country,
particularly when they make up a very large share of exports (Venables, 2016). The
Dutch disease occurs when the discovery or boom of in natural resources leads to an
increase in income and demand, which in turn generates inflation and a real exchange rate
appreciation, making the relative prices of non-resource commodities higher and leading to
lower competitiveness in world markets, ultimately also receiving lower investment (Sachs
& Warner, 1995; Gylfason, 2001; Frankel, 2010; Badeeb et al., 2017). This can lead to
a crowding out of the manufacturing sector, which often needs government intervention
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in the form of industrial policy, in particular to incentivise important ‘learning by doing’
mechanisms (Frankel, 2012). Overall, in the presence of natural resources, it is likely that
the focus will be on current spending rather than long-term investment (Venables, 2016).

The prices of commodities such as oil and other resources are highly volatile, creating
high uncertainty and difficulty in measuring expected revenues, and ultimately hampering
planning for economic development (Badeeb et al., 2017). This volatility is in large part
due to short-run elasticities of natural resources – for any given increase in price, demand
does not fall much in the short-run and supply does not rise significantly in the short term
either (Frankel, 2010, 2012). On the economic side, volatile revenues harm innovation
especially in contexts of weak financial development, leading to exchange rate volatility;
on the political side, this can lead to shortsighted policy making, by inducing a false sense of
security (Van der Ploeg & Poelhekke, 2009). Van der Ploeg and Poelhekke (2009) examine
the direct effect of natural resource dependence on growth and an indirect effect through
volatility of natural resource revenues, and find that high world price volatility leads to
volatility in income in countries that depend heavily on natural resources, which in turn
leads to a significant negative impact on long-run growth itself. Thus, although a positive
direct effect of resources on growth is generally found, the indirect effect through volatility
is negative (and often dominant).

There were also theoretical questions about the long-run trend of world commodity prices
and an idea – associated with economists Prebisch and Singer in the 1950s – that special-
ising in natural resources was a bad deal due to their price being expected to decrease over
time relative to manufactured and other goods (Frankel, 2012). Nevertheless, the latter
point is complicated by the fact that supply is not fixed over time and countries can adapt
the extent to which they explore their resources in response to price and other economic
changes (Frankel, 2012).

Within the economic realm, there are also challenges related to economic mismanagement
and the incentive structure created by the presence of natural resources and the revenues
generated. In particular, natural resource dependence reduces pressure on the government
to collect taxes and exert fiscal discipline, and it can also lower incentives for human capital
accumulation due to high levels of non-wage income or resource-based wages (Badeeb et al.,
2017). Gylfason (2001) and Gylfason and Zoega (2006) focused their attention on broader
channels through which natural resource dependence could be affecting sustained economic
growth including savings, investment and human capital formation.

On the political side, rent seeking caused by a windfall of resource revenue can lead to
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increased power of elites, triggering very high inequalities (e.g., Gylfason, 2001), and it can
lead to money being spent to the benefit of elites’ immediate circles, rather than invested
in infrastructure or development (Badeeb et al., 2017). Moreover, these revenues may also
become a main cause for conflict between different stakeholders, including politicians, cit-
izens and local communities (Davis & Tilton, 2005; Sala-i-Martin & Subramanian, 2013;
Bodea et al., 2016). Valuable extractive resources such as oil, which do not require sub-
stantial labour and capital inputs (compared to, for instance, production), make factions
more likely to fight over them (Frankel, 2012).

Further to this, corruption and institutional quality have been extensively researched in
natural resource curse contexts and the evidence is mixed, and likely highly context-
dependent. The quality of institutions is among the most hypothesised channels through
which natural resources may influence long-run economic growth.

It is important to distinguish between two different lines of thought when it comes to
natural resources and institutions. On the one hand, quality of institutions can be a
potential mediating factor in turning natural resources either into a curse or a blessing –
in the presence of good quality institutions, countries may be able to invest their resource
rents in ways that help development; on the other hand, natural resources and their large
rents can cause a deterioration in institutional quality (e.g., through the creation of conflict,
rent seeking or eliminating the need for taxation and government restraint, among others).

Moreover, as argued by Frankel (2012), in countries like those in the Middle East where
governments have access to large rents, they no longer need to tax the population and this
might free them from the need for democracy – particularly as the need for tax revenue
is believed to require democracy under the theory of ‘taxation without representation’.
Importantly, Boschini et al. (2007) argue that the extent of the negative effects of poor
institutional quality depend on the level of appropriability of the natural resources present
in a country, and that some natural resources are more problematic on this front.

Alexeev and Conrad (2009) explore in more detail the relationship between natural re-
sources (focusing mostly on oil), GDP and institutional quality. Focusing on GDP levels,
which they argue is more appropriate than growth rates, they find that oil enhanced long-
term growth and show that oil and minerals do not have a significant impact on the
quality of countries’ institutions. They argue that previous results on the negative impact
of natural resources on institutions were misleading as they overlooked the positive impact
from resource endowments on GDP – if we consider that natural resources increase GDP
without affecting other important development-related variables (e.g., institutions), then
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it is plausible that institutions or other variables will look relatively worse in countries
that experienced growth due to natural resources compared to other countries with sim-
ilar income levels but not reliant on natural resources (Alexeev & Conrad, 2009). Along
with Ding and Field (2005) and Brunnschweiler (2008), Alexeev and Conrad (2009) also
argue for the use of resource abundance or wealth (e.g., hydrocarbon deposits per capita
or oil production per capita) – which show a positive effect of natural resources on eco-
nomic growth, providing evidence that counters the idea of a resource curse – rather than
resource dependence measures. Resource dependence measures are expressed as a share
of GDP or total exports and they could be biased due to a country having low GDP for
whatever reason, resulting in a high oil to GDP ratio (and a similar bias would be present
for measures based on share of exports).

More recently, questions have emerged over the validity of the natural resource curse. The
main reasons fall across three broad areas – first, concerns about the empirical strategies
used in early papers; second, questioning of the time sensitivity of findings; and third,
researchers have started to distinguish between abundance and dependence measures and
argued the conclusions for each of these aspects and implications diverge. There are very
comprehensive surveys of the literature available, such as Frankel (2010) and Badeeb et al.
(2017), as well as Van der Ploeg (2011) and Venables (2016); thus we point to these for a
more extensive overview of the existing evidence.

As outlined by Badeeb et al. (2017) empirical contributions are split across three broad
groups. First, those who followed from Sachs and Warner, relying on cross-sectional ana-
lysis and employing different measures of resource abundance or dependence (e.g., Ding
and Field, 2005; Mehlum et al., 2006; Mehrara, 2009). Second, those who focused on
different variables related to growth that might be affected by natural resources, such as
education and human capital development, savings rate, manufacturing exports, invest-
ment, fiscal policy and institutional quality (e.g., Gylfason, 2001; Gylfason and Zoega,
2006; Stijns, 2006; Dietz et al., 2007; Apergis and Payne, 2014). Third, those who ques-
tion the validity of the resource curse hypothesis, predominantly through the use of more
sophisticated identification strategies or alternative ways of capturing natural resources
(e.g., Brunnschweiler and Bulte, 2008; Alexeev and Conrad, 2009).

In terms of empirical evidence relating to the GCC countries or broader geographical
areas, Apergis and Payne (2014) look at the oil curse and growth in Middle East and
North Africa (MENA) countries between 1990 and 2013 – employing panel data, they
regress real GDP per capita on oil reserves and control variables using a time-varying co-
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integration methodology, and they also split their analysis by different groups of countries
within the MENA region (based on the extent to which countries are resource rich or
poor and labour abundant or importing). Their long-run results for the resource-rich
labour-abundant countries support the hypothesis of an oil curse throughout the entire
period, whereas for the resource rich labour-importing group, which includes the GCCs,
the oil reserves coefficient is positive beyond 2003 to the end of the period; they argue
that institutional conditions over time played a significant role in mitigating the adverse
effects of an oil curse (Apergis & Payne, 2014). Exploring the case of 30 oil rich countries
for the 1992-2005 period, Bjorvatn et al. (2012) find that the association between oil rents
and income per capita varies with the balance of political power. In particular, oil rents
are less likely to have a positive effect on GDP in countries with a high fractionalisation
index, indicating that the government consists of a large number of small parties and thus
is considered a ‘weak government’ (Bjorvatn et al., 2012).

Overall, although there is no general consensus, it seems that the natural resource curse is
not inevitable as some countries have managed to avoid such outcomes. Instead, as Badeeb
et al. (2017) argue, it is not resource abundance per se that causes the resource curse, but
rather how the revenues are managed and the extent of the reliance on such revenues.

Countries such as the GCCs, have often turned to diversification efforts in an attempt to
limit resource revenues becoming the sole economic activity and source of income; resource
revenues can be used for investments such as human capital, public infrastructure, as well as
targeting different sectors specifically (Venables, 2016). This can involve promoting sectors
with backward linkages with the resource sector, for instance promoting the use of local
inputs – an example of this are internationally competitive national resource companies like
Saudi Aramco in the case of GCCs – or forward linkages, which involves processing further
the natural resource prior to export or for local use, as well as supporting investment in
sectors that are not directly linked with natural resources (Venables, 2016). Despite these
efforts, failures to successfully diversify are common.

3.2.2 Economic complexity and natural resources

Chapter 1 provides a comprehensive discussion on the theoretical grounding of economic
complexity, with a subsection focused on country-level theory and empirical research. This
section therefore provides an overview of existing empirical research, focusing on the con-
tributions that attempt to link economic complexity and the natural resource curse.

The original paper by Hidalgo and Hausmann (2009) introduced the ECI concept and
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measure as a way of quantifying countries’ productive structures and showed that it was
a good predictor of future growth. Since then, a vast number of empirical papers have
emerged. On the one hand, several papers looked at the links between economic com-
plexity and several different outcomes, including: economic growth (Poncet & Starosta
de Waldemar, 2013; Hausmann et al., 2014b; Stojkoski et al., 2016; Tacchella et al., 2018),
income inequality (Hartmann et al., 2017; Lee & Vu, 2020), human development (Ferraz
et al., 2018), greenhouse gas emissions (Can & Gozgor, 2017; Neagu & Teodoru, 2019),
and natural resource rents (Canh et al., 2020). On the other hand, research has started
to explore the apparent drivers of economic complexity, looking at variables such as: insti-
tutions (Vu, 2019), modes of taxation (Lapatinas et al., 2019), intellectual property rights
(Sweet & Maggio, 2015), demographics (Bahar et al., 2020; Vu, 2020), digital connectivity
(Lapatinas, 2019), structural reforms (Demir, 2019), and natural resources (Yalta & Yalta,
2021; Ajide, 2022).

The link between economic complexity and natural resources is a complex one. The ECI
takes into account all goods, including natural resources, which might make up a very
large share of exports in some countries, as is the case of the GCCs. As a result, natural
resources are likely to impact, firstly, the ECI calculations themselves and, secondly, the
link between the ECI and economic growth or development.

The intuitive description of the methodology used in the ECI in the Atlas of Economic
Complexity by Hausmann et al. (2014b) refers to the example of diamonds, as mentioned
in Chapter 1. The ECI departs from the ubiquity – how common a product is among
countries’ exports – and the diversity – how many products a country exports compet-
itively – and combines these two simple variables in an iterative process. The intuition
is that a product that is exported competitively by very few countries would require a
high level of capabilities (a term which the authors use to reflect pretty much anything a
country might have that enables them to produce those exports, e.g., knowledge, skills,
institutional settings, among others). Similarly, a country that is very diverse and able
to export competitively a high number of products, is expected to have many and varied
capabilities. Natural resources are an exception to this logic – as Hausmann et al. (2014b)
describe, diamonds are produced in very few places and thus their ubiquity is low for
reasons unrelated to knowledge-intensity. The iteration of ubiquity with diversity, they
argue, will help correct for this – if diamonds were complex, the countries exporting them
would be able to export many other products due to the high capabilities they had from
exporting diamonds, but we know that this is not the case and that the countries that
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export diamonds or other natural resources tend to have very limited diversity and mainly
export the natural resources available to them.

Natural resource revenues play an important role in generating higher GDP levels and
growth, and thus natural resources are a key control variable included by Hausmann et al.
(2017), who regress annualised growth in GDP per capita by decade on initial income per
capita and initial ECI, controlling for the increase in net natural resource exports as a share
of initial GDP. This was applied in subsequent empirical papers and the link between the
ECI and GDP growth remains statistically significant when natural resource exports are
included in regressions (e.g., Stojkoski et al., 2016; Hausmann et al., 2017).

Among the few papers that explicitly link economic complexity and natural resources,
Canh et al. (2020) investigate whether economic complexity is a solution for the resource
curse. Regressing natural resource rents on the ECI and several control variables (namely
GDP growth rate, population density, capital formation, government expenditure and net
FDI inflows), they found that economic complexity had a statistically significant negative
impact on total natural resource rents, and argued that focusing on improving economic
complexity could help lessen dependence on natural resource wealth. The authors also
split the analysis between different World Bank income classification groups and find a
strong negative relationship for upper-middle and high-income countries – the latter group
combining Kuwait, Qatar, Saudi Arabia and the UAE together with other economies that
have long moved away from relying on natural resource exports.

More recently, researchers explored the impact of natural resources on the ECI. Yalta and
Yalta (2021) look at the determinants of economic complexity in MENA countries, focus-
ing on a panel of 12 countries for the period 1970-2015. Drawing on existing literature
on economic complexity and on the determinants of high technology exports they regress
the ECI on key variables – GDP per capita, capital stock, education, FDI, institutions
and natural resources – and find that education plays an important positive role, while a
strong negative effect of natural resource rents on economic complexity is interpreted as
support for the resource curse hypothesis. Moreover, they explore the interaction between
natural resources and education and find that the marginal effect of natural resource rents
depends on human capital accumulation. Ajide (2022) carries out a similar analysis, focus-
ing on 32 African countries from 1995 to 2018, and reaches similar results, with a negative
association between natural resource rents and the ECI and a mediating effect of educa-
tion. Lastly, Avom et al. (2022) investigate the effect of natural resources on economic
complexity, focusing on the interaction between political regime type and complexity, and
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find that the presence of democracy can help mitigate the negative effects of natural re-
source abundance on economic complexity (Avom et al., 2022), stressing once again the
importance of governance of natural resources.

Tabash et al. (2022) link economic growth with natural resources and economic complexity,
focusing on 24 African countries, and find a negative association between natural resource
rents and economic growth and a positive one between economic complexity and growth.
While this specification is similar to the one in our analysis, it suffers from some drawbacks
as, for example, the authors do not include the ECI and natural resources in the same
model and they rely exclusively on a system GMM estimation. While discussing policy
implications, the authors argue that “economic analysts from the African region should
consider the option of economic complexity as a remedy for low economic growth” (Tabash
et al., 2022, p.7).

While these are important initial contributions towards our understanding of the link
between economic complexity, natural resources and economic growth, important questions
remain. First, results may be affected by pooling together countries with very differenti-
ated economic and productive structures. Second, these papers all consider varying models
– with natural resource rents, the ECI and GDP as dependent variables, and some combin-
ation of the ECI and natural resources as independent variables – without much discussion
about reverse causality between natural resource rents and economic complexity. Third,
oil revenues are not always considered in existing papers (focusing only on other natural
resources), and the impact that abundance or dependence on natural resources could have
on ECI calculations is not sufficiently explored.

3.3 Research aims and context

3.3.1 Research aims

The link between economic complexity and economic growth is seen in the literature as a
general law, and the proponents argue that it is the key reason behind the importance of
economic complexity indicators (e.g., Hausmann et al., 2014b). Yet, the GCCs have unique
economic and political contexts. The aim of our research is to analyse the applicability
of the ECI concept and measure to this group of countries. In particular, we investigate
whether the link between economic complexity and income growth differs for the GCCs,
and for oil-dependent countries more broadly. This will also help us understand to what
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extent policy implications can be derived from the ECI concept and measure in the case
of the GCCs and oil-dependent economies more generally.

Theoretically, there are three broad hypotheses on the link between economic complexity
and natural resource dependence. First, economic complexity could be viewed as an ex-
planation or ‘driver’ of the natural resource curse – i.e., countries that can increase their
economic complexity levels manage to break away from dependence on natural resource
rents (Canh et al., 2020). Second, the ECI might simply capture the over-dependence on
natural resources experienced by some countries – for instance, by reflecting their lack of
knowledge and capabilities needed to export more diverse and complex products (as im-
plied in Hidalgo and Hausmann, 2009; Hausmann et al., 2017 and in line with the findings
by Yalta and Yalta, 2021). Third, the ECI might not be adequate as a concept in coun-
tries that are heavily reliant on natural resources, as it might simply reflect too strongly
the fluctuations in commodity prices, which are highly volatile. Furthermore, there is a
question of how the ECI is affected by changes in demand and prices of natural resource
exports (i.e., volume of exports versus their monetary value), given the ECI reliance on
export data.

The first hypothesis is theoretically problematic, not least because of the potential reverse
causality between the ECI and natural resources. The second hypothesis is plausible, but
incomplete: indeed, the ECI tends to be overly punishing towards high income economies
with high shares of natural resource exports – an often-cited example is Australia, which
has an advanced knowledge economy focused on services, but whose exports involve a lot
of natural resources. The third hypothesis is a plausible one, and has not been explored in
the existing literature.

Finally, the ECI in itself cannot predict a natural resource curse. While having a low
ECI might indicate that current or initial productive structure is not very sophisticated
and moving into more complex products may be hard, a natural resource-based country
might still be able to invest in education and innovation and manage to increase both
economic complexity and income, transforming dependence into a resource ‘blessing’ since,
as discussed in Section 3.2, the resource curse does not appear to be inevitable.

3.3.2 Research context: GCC countries

Although the broad discussions are applicable to other oil-dependent countries, there are
several reasons why this chapter focuses specifically on GCC countries. First, all six coun-
tries have very high shares of oil and natural gas exports, ranging from 45% of merchandise
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Table 3.1: Country summary tables, GCCs, 1995 and 2019

1995
Country GDP per capita Oil rents (% GDP) Oil & gas exp. share Population ECI Rank
Saudi Arabia 42 855.8 29.6 0.80 18 638 790 0.658 38
Oman 33 168.5 32.4 0.74 2 204 267 0.011 81
Kuwait 63 724.7 39.0 0.95 1 605 907 -0.006 83
UAE 101 571.0 17.5 0.75 2 415 099 -0.063 87
Bahrain 47 157.2 3.6 0.26 563 698 -0.109 89
Qatar 86 566.3* 28.0 0.85 513 447 -0.500 115
* GDP per capita value reported is from 2000, the earliest year for which GDP data is available in Qatar

2019
Country GDP per capita Oil rents (% GDP) Oil & gas exp. share Population ECI Rank
Saudi Arabia 46 962.1 24.2 0.75 34 268 529 0.803 40
Kuwait 49 853.7 42.1 0.85 4 207 077 0.556 53
Bahrain 45 311.9 2.2 0.41 1 641 164 0.495 56
UAE 68 263.7 16.2 0.39 9 770 526 0.382 63
Qatar 89 966.4 16.9 0.88 2 832 071 0.022 88
Oman 31 284.0 24.9 0.69 4 974 992 -0.232 105

exports in Bahrain and 88% in Qatar in 2019. Second, they are all classified as high income
countries by the World Bank and have roughly comparable GDP per capita levels (World
Bank, 2022). Table 3.1 shows selected indicators for the GCC countries, illustrating these
points. Population size varies significantly across the six countries and all have experi-
enced vast population growth over the period of analysis. Third, the GCCs share a similar
geographical context and have broad similarities in terms of history and culture (Valenta
& Jakobsen, 2016).

While there are other countries with similar or even higher levels of exports share oil and
natural gas, including South Sudan, Libya, Nigeria and Algeria among others, they repres-
ent significantly different socioeconomic and geographic contexts and thus including them
would hinder detailed and careful analysis. Papers that analyse the MENA region typically
split the countries into three distinct groups, as described by Samans and Zahidi (2017):
i) the natural resource-rich (in particular in terms of oil and natural gas), high-income
countries of the GCC; ii) labour-abundant, middle income countries (Egypt, Tunisia, Al-
geria, Morrocco); iii) conflict-affected areas (Syria, Iraq, Yemen). In this chapter we are
therefore focusing our analysis on the first group of countries within the MENA region.
This group is also sometimes referred to as the ‘resource-rich labour-importing’ countries
(e.g., Apergis and Payne, 2014), with immigrant workers accounting for a very big share
of the population and workforce, as will be further discussed.

As evidenced in Table 3.1, oil and natural gas play a crucial role in the economy of the
GCCs. Figure 3.1 shows oil and natural gas exports as a share of total merchandise exports
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across the GCC countries from 1995 to 2019.1 These products make up a very significant
share of total exports across all countries, ranging from lower levels in Bahrain (although
above 30 percent most years), to over 80 percent in Kuwait and Qatar over time. The
largest change occurred in the UAE, with a significant overall decrease over the period,
while Bahrain saw the sharpest oscillation, with a sharp increase in 2014 due to a significant
increase in oil production, followed by decreases, as in the rest of the group, due to low oil
prices in those years. There was relative stability in Kuwait and Qatar, and some decline
in the last decade in Oman and Saudi Arabia.

To investigate the role of oil rents in the GCCs, Figure 3.2 shows oil rents as a percentage
of GDP from 1995 to 2019 – significant oscillations are observed, with sharp increases
and drops every five to ten years that occur with similar patterns across all countries,
mimicking the business cycle. Kuwait is the country where oil rents play the biggest
role in the economy. Figure 3.A.1 in the Appendix shows total natural resource rents
(percentage of GDP), from 1995 to 2019, showing that oil rents are the most important
natural resource in these countries, with trends and levels that mirror closely those seen
in Figure 3.2.2

A crucial implication of such a heavy reliance on oil and natural gas in the GCCs is that,
as described by Beblawi (2011), oil extraction is not simply another economic activity that
exists in addition to an advanced productive structure (as in the case of Canada, Australia
or Scandinavian countries, for example), but it dominates the economy and is the almost
exclusive source of wealth. Importantly, the GCC area has achieved high GDP growth
and ultimately high income levels through natural resource availability, though without re-
cording much improvement in other socio-economic conditions vis-a-vis other high-income
economies. GCCs, although to different extents, show limited advancement in aspects con-
sidered crucial for knowledge-based and complex economies, such as education and skills,
R&D investment, general openness and overall business environment (Hvidt, 2013; Kumar
& van Welsum, 2013; Arman et al., 2021a). The main explanations relate to the exist-
ence of an ‘allocation state’ model, which is driven purely by the state, focused on wealth
distribution, the extensive reliance on migrant labour, and a significant underdevelopment
of productive assets, resulting in a failure to deliver further development, as it does not

1Data for this figure originates from the Observatory of Economic Complexity. We consider the following oil
and gas products (and respective HS-92 four-digit level classification code): Petroleum oils, crude (2709);
Petroleum oils, refined (2710); Petroleum gases (2711); Petroleum jelly (2712); Petroleum coke (2713).

2Both oil rents and natural resource rents indicators are estimated by the World Bank. Oil rents are the
difference between the value of crude oil production and total costs of production. Total natural resource
rents is the sum of oil rents, natural gas rents, coal rents (hard and soft), mineral rents, and forest rents.
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Figure 3.1: Oil and natural gas exports (share of total exports), GCCs, 1995 to 2019

generate a stable and sufficient income for the population or job opportunities for the
increasingly young and well-educated population (Hvidt, 2011, 2013).

As Figure 3.3 shows, GDP per capita has remained stable over the 1995 to 2019 period in
Bahrain, Qatar and Saudi Arabia, whereas Kuwait, Oman and the UAE saw oscillations
and an overall decrease – these trends result from an overall GDP increase across all
countries, but an even larger population growth, illustrated in Figures 3.A.2 and 3.A.3 in
the Appendix, which show total GDP and population changes over the period.3

In addition to the reliance on oil extraction and on foreign workers, the GCCs depend
extensively on the public sector to generate employment, particularly for native workers.
In recent decades, all countries have tried to address this issue in their development and
diversification plans, identifying the need to move away from this reality in order to ensure
longer term sustainability, with the GCCs with more limited oil resources expressing more
urgency and emphasis than the others (Hvidt, 2013). Efforts to increase private sector
R&D in Kuwait, Oman and Qatar have tried to address precisely the two key challenges
of lack of diversification and over-reliance on the public sector (Ennis, 2015; Arman et al.,
2021b). However, despite these efforts over the past few years, private sector R&D remains
low in Kuwait and other GCCs, and often at levels that would be expected in much poorer
economies (Arman et al., 2021b).

3Figures 3.3 and 3.4 rely on data from the World Bank (see Section 3.4 below for details).
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Figure 3.2: Oil rents (percentage of GDP), GCCs, 1995 to 2019

As mentioned, the GCC countries have all experienced large inflows of foreign workers,
including many from the labour-abundant countries within the MENA region (as well as
from India and South-East Asia), dating back to the time of fossil fuel discoveries and an
influx of physical and service workers (Samans & Zahidi, 2017). As a result, all GCCs
show a strong duality in the labour force, with migrant workers performing most of the
technical, service and manual jobs predominantly in the private sector, and native workers
mostly occupied in in the public sector (Samans & Zahidi, 2017).

Figure 3.4 illustrates the changes in employment shares in industry and services over time.
Employment in industry increased in Qatar, Oman and to lesser extent in Bahrain between
1995 and 2019, while it remained relatively stable across the other countries, accounting
for roughly a quarter of jobs in the GCCs. Services are by far the most important source
of jobs – they saw a decrease in Qatar, Oman and Bahrain that mirror closely the increase
seen in employment in industry, while the UAE experienced a small increase, which could
be related to the country’s diversification efforts towards services, including banking and
tourism industries over the past decades.4

Given the dependence on oil, diversification has been at the forefront of economic policy
in the GCCs for several decades. As described in detail by Hvidt (2013), the reasoning

4Agriculture (not pictured), makes up a very small share of employment across the GCC area and decreased
over the time period.
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Figure 3.3: GDP per capita, GCCs, 1995 to 2019

behind this has been twofold, with slight changes experienced over time. On the one
hand, diversification away from oil is highly desirable given the limited lifespan of oil and
natural gas, and this was the main reasoning behind diversification in the 1970s (Koren &
Tenreyro, 2010); moreover, the imminent need to move towards cleaner sources of energy
has emerged more recently with the climate crisis. On the other hand, diversification of
the economy can be beneficial even in the presence of extensive oil reserves, as it can help
alleviate the sharp oscillations generated by oil market volatility. The sharp decline in oil
prices experienced in the 1980s and the volatility that persisted also throughout the 1990s
shifted the focus towards this second rationale for diversification (Hvidt, 2013).

Despite this focus, the drive towards diversification has not been particularly successful,
with several shortcomings and challenges outlined in existing literature. For example, as-
sessing previous development reports on Kuwait, which focused mostly on the transition
to a knowledge economy, Brinkley et al. (2012) point to the lack of a systemic approach,
ignoring the institutional basis of a knowledge economy, as one of the key reasons why
previous development strategies had not led to a better economic outcome in Kuwait.
Similarly, Arman et al. (2021b) identify several challenges related to the National System
of Innovation in Kuwait, in particular related to limited workforce skills level compared to
world standards, lack of collaboration and economic linkages. Moreover, assessing the pro-
gress towards a knowledge-based economy in the GCC countries, Kumar and van Welsum
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(2013) find that the important balance needed between physical and human capital has not
been achieved because the focus on ICT infrastructure did not occur in parallel with suffi-
cient development of knowledge, skills and other factors that are essential to a knowledge
economy.

A key aspect to consider is the measurement of diversification. While diversification can
usually be measured in very simple and crude ways across countries, it is not an easy
exercise in the case of the GCCs, due to both the lack of high quality data for some
variables and the impact of changing oil prices on available variables (Hvidt, 2013). The
variables that are typically applied in the case of the GCCs include: i) the percentage
contribution of oil and non-oil sectors to GDP; ii) the proportion of oil revenues as a share
of total government revenues; iii) the share of non-oil exports in total export earnings; iv)
the relative contribution of public and private sector to GDP; v) GDP volatility in relation
to oil price fluctuations (Hvidt, 2013).

In this regard, economic complexity measures based on exports suffer the same issues and
challenges, though this is disregarded in the literature, with existing contributions simply
addressing this challenge by controlling for natural resources when assessing the impact of
economic complexity on income growth. In particular, we expect the reliance on oil and
natural gas exports, which experience different surges in demand and prices due to forces
external to these countries, to affect their ECI. As they are based on export values, the
RCA and ECI calculations might be impacted by the volatility of these exports, affecting
the accuracy of the complexity measure and the extent to which it captures underlying
capabilities in the GCCs.

In the area of exports, several papers investigate the validity of the export-led growth hypo-
thesis in the GCC context (Kalaitzi & Chamberlain, 2021). Broadly speaking, these studies
analyse the relationship between merchandise exports and economic growth, focusing on
several GCCs (e.g., Kalaitzi and Chamberlain, 2021), or specific ones (e.g., Kalaitzi and
Cleeve, 2018; Kalaitzi and Chamberlain, 2019; Chamberlain and Kalaitzi, 2020; Kalaitzi
and Chamberlain, 2020, for the UAE). Some of these papers focus on specific types of
exports, such as the case of fuel-mining exports (Chamberlain & Kalaitzi, 2020), or non-oil
exports and re-exports (Kalaitzi & Chamberlain, 2019) to identify their link with growth,
while the remainder look at merchandise exports more broadly. The results tend to show
rather disparate patterns, with Kalaitzi and Chamberlain (2021) finding differing results
across the GCC countries, as well as different short- and long-run patterns in causality
between exports and economic growth between 1975 and 2016.
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Overall, the volatility experienced by the GCC group is a crucial aspect: in part due
to their strong dependence on oil, these economies are intrinsically more volatile than
others at the same level of development (Koren & Tenreyro, 2010). Beyond exports or
economic performance, there is further literature exploring the links between volatility
transmission among GCC countries, looking for example at stock markets and oil shocks
(e.g., Jouini and Harrathi, 2014), which emphasises the wider recognition that the GCC
countries are undoubtedly highly subject to consequences from oil price shocks in a wide
range of socioeconomic areas.
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Figure 3.4: Share of employment in industry and services, GCCs, 1995 to 2019
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3.4 Data and methods

3.4.1 Data

This chapter relies on the export data and complexity calculations introduced in Chapter
1. Thus, we focus on complexity measures calculated from a network with 1241 products
and 179 countries, for the period from 1995 to 2019, relying on the HS-1992 four-digit level
product classification.

In addition to this, we calculated the ECI and PCI based on a network that excludes the
following oil and natural gas products (and respective HS-92 four-digit level classification
code): Petroleum oils, crude (2709); Petroleum oils, refined (2710); Petroleum gases (2711);
Petroleum jelly (2712); Petroleum coke (2713). The ECI measure excluding oil is used in
our further analysis section, to explore the impact that these products have in complexity
measures for the GCCs and oil-dependent countries.

While we could have used the OEC or the Atlas of Economic Complexity calculations,
we computed the ECI ourselves, which provides two major advantages as it allows us to:
first, to work with a more stable sample of countries over the time period and to leave
out very small countries or territories; second, not only to calculate the ECI including all
products, but also to exclude oil products and explore what happens to the GCC and other
oil-dependent countries.

The control variables were downloaded from the World Bank Open Data, with the excep-
tion of the Human Development Index which originates from the United Nation’s Human
Development Reports. Table 3.A.1 in the Appendix provides the definitions and sources
of our variables, Tables 3.A.2 to 3.A.4 provide summary statistics, while Table 3.A.5 lists
the 179 countries included in our analysis.

3.4.2 Methodology

The objective of this chapter is to explore the applicability of the ECI concept and measure
to the GCC countries. On the one hand, we want to investigate the ECI’s internal validity
for the GCC group, focusing on how economic complexity levels changed over time and
what may be driving oscillations. To this end, we start by exploring how the ECI evolves
from 1995 to 2019 and how it correlates with other key variables, with a focus on where
the GCC countries stand vis-a-vis the other countries in the sample.

On the other hand, we want to explore external validity and look at the relationship
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between the ECI and economic growth, and whether it differs for this particular group of
countries. Here, we turn to regression analysis. We replicate the common specification in
the economic complexity literature, originally done by Hidalgo and Hausmann (2009) and
Hausmann et al. (2014b) and later by Stojkoski et al. (2016) among others, of regressing
economic growth over long time periods on the initial income level, initial ECI and control
variables capturing natural resource dependence and trade openness, and explore whether
the results differ for GCC countries and oil-dependent countries more broadly.

Our main specification is as follows:

growthi,t+n = α + β1ECIi,t + βjXji,t + β7GCC + ηt + ϵit

where growthi,t+n is the GDP per capita growth between t and t+n for country i, calculated
as growthi,t+n = log(GDPpci,t+n/GDPpci,t). ECIi,t is the initial ECI, our independent
variable of interest. Xjit is a vector representing the control variables – in line with existing
contributions, they include: i) initial GDP per capita (natural logarithm) to control for
convergence across countries; ii) increase in natural resource exports over the period (as a
share of initial GDP) to capture the importance of natural resources; iii) increase in total
exports (as a share of initial GDP) to capture the growth in exports and show that, despite
being based on exports, the predictive power of the ECI is not lost due to controlling for
increases in exports over the period; iv) initial ratio of exports to GDP to control for
different levels of openness across countries; and v) initial population (natural logarithm)
to control for any country size effects. ηt and ϵit represent time fixed effects and the
error term, respectively. The transformations of the variables used are in line with the
aforementioned papers.

To fulfil the second research aim, we add a dummy variable representing whether a country
is part of the GCC, as well as an interaction term between the GCC variable and the initial
ECI. Moreover, we perform the same analysis on the sample of oil-dependent countries only
– they were identified by looking at the share of exports in oil and natural gas products in
total exports over the period, and selecting the countries where these products make up
over 30 percent of exports on average (this was identified by carefully exploring the data;
there were no countries immediately under this threshold); Table 3.A.5 in the Appendix
identifies the oil-dependent countries considered in our analysis. Overall, the aim is to
understand whether and how the relationship between the ECI and income growth differs
for GCC or oil-dependent countries and the rest of the sample.
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We focus on the cross-country association between initial economic complexity and sub-
sequent income growth for 20-, 10- and 5-year periods between 2000 and 2019.5 To check
for within-country association, we also estimate our model using Fixed Effects. This is in
line with existing literature, including the original contribution by Hidalgo and Hausmann
(2009) and more recent ones at the regional level e.g., by Mewes and Broekel (2022).6 While
we cannot include the GCC dummy variable and interaction term in the Fixed Effects es-
timations, we also do the analysis with the full sample and with oil-dependent countries
separately. Across all models, we use and report robust standard errors, clustered at the
country level, to avoid violations of the Ordinary Least Squares (OLS) assumptions.7

3.5 Results

3.5.1 Exploring the data

This subsection takes a first look at the economic complexity indicators. We focus firstly
on the country-based measures and the GCCs. Following this, we explore the product
complexity measures, in an attempt to understand further what might explain the changes
observed in the GCCs over time.

Economic complexity across the GCCs

Figure 3.5 plots the correlations between the ECI and GDP per capita for 1995 and 2019.
The GCCs have lower economic complexity than expected for their income level, partic-
ularly in 1995, as Hidalgo alluded to. Turning to oil rents, Figure 3.6 shows the scatter
plots between the ECI and oil rents (as a percentage of GDP) in 1995 and 2019. In addi-
tion to the GCCs, countries with oil rents above 10% of GDP are labelled for comparison.
The GCCs are marginally more complex than other, mostly lower income, countries with
similar levels of oil dependence, showing the expected negative correlation between natural
resource rents and levels of complexity. Kuwait stands out, with the highest level of oil
rents within the GCC and, at the same time, a higher ECI than every other country with
natural resource rents over 35 percent of GDP.

5The analysis starts in 2000 due to missing GDP data for Qatar until then. The use of averages to attenuate
the impact of business cycles is common, and the time lengths used are in line with existing literature.

6We also ran the Hausman test, to check whether the Random Effects or Fixed Effects estimation is the
most appropriate for our data; based on the test, we rejected the null hypothesis that the difference in
coefficients is not systematic, and thus the Fixed Effects specification is preferred.

7To test for autocorrelation, we ran the Wooldridge test for autocorrelation in panel data – the null
hypothesis of ‘no first-order autocorrelation’ was rejected at the 5% significance level, indicating the
presence of serial correlation. Furthermore, due to our limited number of time periods (and larger number
of countries), it is advisable to cluster the standard errors. This also allows for the violation of the
homoskedasticity assumption.
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Figure 3.5: ECI and GDP per capita, 179 countries, 1995 and 2019

Note: Qatar is missing from the first panel due to missing GDP data for 1995.
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Figure 3.6: ECI and oil rents, 179 countries, 1995 and 2019
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Figure 3.7 shows scatter plots of the ECI and employment in industry and services in
1995 and 2019. The patterns follow theoretical expectations, with a positive correlation
between the ECI and employment in industry in both years (though weaker in 2019), and a
positive correlation between the ECI and employment in services. Interestingly, not only is
the positive correlation between ECI and employment in services stronger in 2019, but the
GCC countries appear to be very closely aligned with the linear world trend, and very close
to their expected level of employment in services given their ECI level. As the ECI measure
is based on goods’ export data, this positive correlation with employment in services may
be reflecting development levels more broadly, as higher income countries tend to have
higher shares of employment in services and to move structurally into service-led economies.
Interestingly, Mishra et al. (2020), who incorporate services into ECI calculations, found
that resource-rich countries improve in complexity rankings when services are added to the
ECI, vis-a-vis measures relying on products only. This is perhaps unsurprising for the case
of the GCCs, given the importance of employment in services, as previously discussed.

Figure 3.8 shows the correlations between the ECI and secondary and tertiary schooling
separately, in 1995 and 2019. As expected, the correlation between the ECI and education
variables is positive in all cases. For tertiary schooling, the enrolment level appears to be
aligned with ECI level. Thus, overall, while we may expect higher ECI levels across the
GCCs given their GDP per capita level, when it comes to other variables that may also
reflect economic development (rather than simply growth or income), the GCCs appear
closer to what would be expected given their ECI level, following Hidalgo’s (2021) rationale.

Turning to the evolution of economic complexity, Figure 3.9 shows relatively high variation
in ECI values over time in GCC countries. For example, between 2010 and 2012, Kuwait
saw a drop in economic complexity from a high of 0.77 to a low of −0.47, followed by a
recovery and more recent rise. Other GCCs experienced similarly volatile patterns, though
not as sharp. From Figure 3.10, showing the dynamics of economic complexity country
rankings, we can see the oscillation is present too and does not simply reflect changes in
values that are also experienced by other countries. As reflected in the grey lines, the rest
of the sample also experiences oscillations in values and rankings, with the latter remaining
much more stable for countries with the highest complexity levels. The changes over time
seem erratic, and therefore the next subsection explores further the potential drivers for
these oscillations.
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Figure 3.7: ECI and employment in industry and services, 1995 and 2019

Figure 3.8: ECI and school enrolment (secondary and tertiary), 1995 and 2019
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Figure 3.9: ECI value, 1995 to 2019, 179 countries (GCCs highlighted)



Figure 3.10: ECI rankings, 1995 to 2019, 179 countries (GCCs highlighted)



Understanding changes in economic complexity – the product side

To investigate further what may be driving the ECI fluctuations over time, this subsec-
tion takes a closer look at the product-based complexity measures, which are calculated
analogously to the ECI for countries.

We start by looking at diversity, one of the two key variables behind the ECI measure,
which is simply the total number of products that a country exports competitively relative
to the rest of the world in a particular year (i.e., Balassa’s (1965) Revealed Comparative
Advantage, RCA index, using a threshold of 1). Figure 3.11 shows changes in diversity
across the GCCs from 1995 to 2019. There are sharp oscillations in diversity across the
time period, which are somewhat reflected in the ECI values and rankings, though not
always perfectly aligned – e.g., Kuwait’s ECI value dropped significantly from 2010 to
2011, whereas diversity only decreased in 2012. A similar pattern can be observed for the
case of the UAE with sharp oscillations in both its ECI level and diversity throughout
the time period. An interesting aspect to note is that, despite Saudi Arabia showing the
highest complexity levels among the GCC countries for the majority of the years in our
period of study, they are not the most diverse country, with the UAE showing the highest
levels of diversity throughout the time period.

Looking at diversity in isolation does not tell us much about the types of products the
GCCs are exporting competitively and how complex they are. Thus, we look at the
Product Complexity Index, with a focus on the key oil and natural gas products that
play a crucial role in these countries’ economies, making up a large share of their exports.
Figure 3.12 plots the PCI of all products, highlighting oil and natural gas products over
the period. The biggest oscillations in the PCI are seen in petroleum gases (which includes
natural gas) and, to a lesser extent, in crude petroleum oil. Looking at the evolution of
the PCI for crude oil, we can see the changes over time are closely aligned with those seen
in Kuwait’s diversity levels.8

To investigate what may be behind the changes in PCI values, Figure 3.13 plots ubiquity –
the number of countries that have a relative comparative advantage in a particular product
each year – for the observed period, highlighting the oil and gas products. Among these, the
product with the highest ubiquity is refined petroleum oils, with a significantly higher level
than the remainder of the products, although with a decline towards the end of the period.
This is followed by crude petroleum oils, with around 40 countries from 1995 to 2019,

8Petroleum jelly and petroleum coke are not shown in plots due to the very limited size of exports, but are
considered in our data and plots when referring to oil and natural gas products.
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and by petroleum gases with an average of 30 across the time period. The oscillations
here are not as sharp as in diversity, partly because of the nature of the network used,
which has a much higher number of products than countries. Despite having the highest
ubiquity level of these three products, and being one of the most ubiquitous products in
the sample overall (which we can see by comparing to the grey lines in the plot), refined
petroleum oil has the highest PCI, suggesting that it may be exported by countries with
higher complexity levels (i.e., those that are relatively diverse and export other products
that relatively few other countries export).

To explore in more detail the products that each of the GCCs exports competitively and
their complexity levels, we look at the top and bottom products in terms of PCI across
the GCCs. Table 3.A.6 in the Appendix shows the top and bottom five products in terms
of PCI, for each country, in 1995 and 2019. All six countries have at least one oil-related
product among their bottom five products each year (except Bahrain in 1995).

In his assessment of diversification in the Gulf region, Hvidt (2013) finds that even after
decades of diversification policies, hydrocarbon exports still play a significant role, with a
lot of diversification pursued still being in the oil-related sector – both upstream (searching
for and recovering hydrocarbons) and downstream (refining, selling and distributing hydro-
carbons). This is evidenced in these top and bottom tables – Qatar and Kuwait both have
hydrocarbon products among their most complex exports, possibly due to these exports’
low ubiquity and, while related to oil dependence, these products may well be increasing
the countries’ overall complexity level given their current specialisation patterns.

Overall, this analysis raises questions on what the ECI and PCI measures capture for the
GCCs and how influenced they are by these countries’ high dependence on oil and natural
gas. Changes in economic complexity levels experienced in the GCC group may be driven
by oil-related goods’ shifts, particularly in terms of a drop in the relative complexity of
such products. This points to some limitations of complexity indicators in the case of
oil-dependent economies, since in ‘absolute’ terms there is no reason to believe that the
capabilities needed to produce oil-related products (or their ‘complexity’ level) suddenly
decreased only for a limited number of years, relative to all other products. Thus, we next
explore further the association between economic complexity and economic growth for the
case of GCC and oil-dependent countries.
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Figure 3.11: Diversity (number of products with RCA > 1), GCCs, 1995 to 2019



Figure 3.12: Product Complexity Index, oil and gas products highlighted, 1995 to 2019



Figure 3.13: Ubiquity (number of countries with RCA > 1), oil and gas products highlighted, 1995 to 2019



3.5.2 Empirical estimation

ECI and economic growth

Our starting point is to replicate the most common analysis in the economic complexity
literature, of regressing economic growth on the initial ECI and income level. We do this
for different time lengths – 20-, 10- and 5-year growth periods – from 2000 to 2019. In each
case, we start from the full model and, following this, explore how much of the variation
in growth across countries is explained by the ECI.9

Starting from the 20-year growth period, Table 3.2 presents the cross-section results, while
Figure 3.14 shows a graphical illustration of this association, with a partial regression
scatter plot between GDP per capita growth and the initial ECI conditional on initial
GDP per capita.10 Both show a positive association between the initial ECI and income
growth, which is statistically significant across all the model specifications. When the ECI
is removed from the model in column (5) in Table 3.2, there is a drop in the adjusted
R-squared from 0.344 to 0.248, indicating that 9.6% of the variance in economic growth
that is not accounted for by initial income and increase in exports is explained by the ECI.

With regards to the control variables, as expected there is a negative and statistically
significant coefficient on initial GDP per capita across all specifications, as well as a positive
coefficient on the increase in exports as a share of initial income. The other control variables
– the increase in natural resource exports (as a share of initial income) and population –
do not appear statistically significant and, as columns (2) and (3) show, they have a
negligible impact on the overall variance explained by the model. The coefficient on the
dummy variable for GCC countries is negative and statistically significant – being a GCC
country is associated with a lower GDP per capita compared to the rest of the sample –
and its interaction term with the ECI is positive and statistically significant.

Turning to the 10-year growth periods, Table 3.3 presents the results. The first five columns
show the cross-country Pooled OLS estimation, following the same specifications as before
– the results are aligned with those for the 20-year growth period, with the exception of the
interaction term between the GCC dummy variable and the ECI, which is not statistically
significant. The Fixed Effects estimation, in columns (6) and (7), analyses the association

9To avoid concerns over specific variables, we also introduced each additional variable individually to
investigate its impact on the association between ECI and growth over the time period (available upon
request).

10Both GDP per capita growth and the initial ECI are first regressed on the initial level of GDP per capita,
and the residual of these regressions are used in the plot, thus capturing only the variation in the two
variables that cannot be accounted for by the initial income level.

155



Figure 3.14: GDPpc growth (2000-2019) and initial ECI, conditional on initial GDPpc

between economic complexity and income growth within countries. Unlike some existing
findings, our analysis shows no association between the ECI and growth in GDP per capita,
regardless of the control variables included in the models. The coefficients for the control
variables follow the same patterns as before, though in this case the increase in natural
resource exports is the most dominant export-based variable.11

Table 3.4 shows regression results for the 5-year growth period, mirroring the previous
specifications, though in this case we do not remove the increase in natural resource exports,
as it is statistically significant and has larger coefficients than the increase in exports. The
results are otherwise fully aligned with those for the 10-year periods.

Overall, our results confirm a positive association between ECI and income growth across
countries, but in contrast with existing research, we do not find such an association for
changes within countries. The interaction term between the GCC dummy variable and the
initial ECI was statistically significant only in the 20-year growth regression, suggesting
that the positive association between the ECI and growth in GDP per capita does not
differ for GCC countries vis-a-vis the rest of the sample, and that in the long term such
an association is stronger for them.
11To attenuate concerns over the results being driven by the 10-year periods selected, for instance due to

the 2008 financial crisis, we tried alternative cut-offs; in each case the results were in line with the ones
presented here (available upon request).
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Table 3.2: Economic complexity and 20-year growth in GDP per capita, full sample

GDPpc growth (2000-2019)

Variables (1) (2) (3) (4) (5)

Initial ECI 0.115*** 0.104*** 0.117*** 0.143***
(0.0296) (0.0274) (0.0279) (0.0287)

Initial GDPpc (log) -0.113*** -0.105*** -0.116*** -0.150*** -0.0796***
(0.0309) (0.0275) (0.0281) (0.0282) (0.0222)

Increase in exports 0.119*** 0.135*** 0.136*** 0.127*** 0.113***
(0.0289) (0.0230) (0.0225) (0.0209) (0.0203)

Increase in NR exports 0.0438
(0.0464)

Exports to GDP (initial) 0.0348
(0.124)

Initial population (log) 0.0221 0.0211
(0.0155) (0.0150)

GCC -0.419*** -0.404*** -0.408***
(0.0797) (0.0775) (0.0748)

GCC * Initial ECI 0.245*** 0.228*** 0.267***
(0.0769) (0.0685) (0.0686)

Constant 0.960** 0.915** 1.342*** 1.643*** 1.027***
(0.379) (0.367) (0.259) (0.258) (0.213)

Observations 164 164 164 164 164
R-squared 0.412 0.408 0.399 0.357 0.257
Adjusted R-square 0.382 0.385 0.380 0.344 0.248

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 3.3: Economic complexity and 10-year growth in GDP per capita, full sample

GDPpc growth (2000-2009 and 2010-2019)

Pooled OLS Fixed Effects

Variables (1) (2) (3) (4) (5) (6) (7)

Initial ECI 0.0509*** 0.0515*** 0.0583*** 0.0694*** -0.0104 -0.0829
(0.0166) (0.0173) (0.0175) (0.0169) (0.0273) (0.0519)

Initial GDPpc (log) -0.0542*** -0.0561*** -0.0623*** -0.0765*** -0.0385*** -0.548*** -0.767***
(0.0165) (0.0163) (0.0167) (0.0162) (0.0108) (0.0740) (0.114)

Increase in exports 0.214*** 0.214*** 0.213*** 0.211*** 0.192*** 0.0398
(0.0452) (0.0231) (0.0227) (0.0220) (0.0242) (0.0361)

Increase in NR exports 0.00652 0.171***
(0.0522) (0.0469)

Exports to GDP (initial) -0.0353 -0.0874
(0.0667) (0.0647)

Initial population (log) 0.0128* 0.0134* 0.0788
(0.00730) (0.00718) (0.105)

GCC -0.202*** -0.202*** -0.207***
(0.0532) (0.0519) (0.0507)

GCC * Initial ECI 0.145 0.140 0.152
(0.106) (0.105) (0.107)

Constant 0.431** 0.429** 0.698*** 0.819*** 0.486*** 3.897* 7.135***
(0.193) (0.192) (0.152) (0.147) (0.103) (2.033) (1.025)

Observations 332 332 332 332 332 332 332
R-squared 0.365 0.364 0.354 0.332 0.279 0.722 0.543
Adjusted R-square 0.347 0.350 0.342 0.323 0.272 0.716 0.539
Time FE Yes Yes Yes Yes Yes Yes Yes
Country FE No No No No No Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 3.4: Economic complexity and 5-year growth in GDP per capita, full sample

GDPpc growth (2000-2004, 2005-2009, 2010-2014, 2015-2019)

Pooled OLS Fixed Effects

Variables (1) (2) (3) (4) (5) (6) (7)

Initial ECI 0.0247*** 0.0252*** 0.0282*** 0.0329*** 0.00712 -0.00810
(0.00850) (0.00861) (0.00882) (0.00839) (0.0112) (0.0213)

Initial GDPpc (log) -0.0253*** -0.0264*** -0.0291*** -0.0363*** -0.0176*** -0.222*** -0.321***
(0.00799) (0.00786) (0.00813) (0.00791) (0.00490) (0.0315) (0.0443)

Increase in exports 0.203*** 0.195*** 0.191*** 0.196*** 0.213*** 0.115**
(0.0654) (0.0564) (0.0567) (0.0568) (0.0592) (0.0567)

Increase in NR exports 0.241*** 0.244*** 0.246*** 0.226*** 0.162** 0.314***
(0.0693) (0.0658) (0.0666) (0.0659) (0.0680) (0.0716)

Exports to GDP (initial) -0.0204 0.0296
(0.0303) (0.0438)

Initial population (log) 0.00496 0.00526 -0.0521
(0.00354) (0.00342) (0.0393)

GCC -0.102*** -0.103*** -0.105***
(0.0221) (0.0223) (0.0212)

GCC * Initial ECI -0.0146 -0.0149 -0.00942
(0.0455) (0.0455) (0.0470)

Constant 0.212** 0.212** 0.320*** 0.382*** 0.213*** 2.877*** 2.990***
(0.0898) (0.0902) (0.0737) (0.0723) (0.0467) (0.752) (0.401)

Observations 668 668 668 668 668 668 668
R-squared 0.318 0.317 0.312 0.287 0.251 0.470 0.230
Adjusted R-square 0.306 0.306 0.302 0.280 0.244 0.463 0.224
Time FE Yes Yes Yes Yes Yes Yes Yes
Country FE No No No No No Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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ECI and economic growth in oil-dependent countries

We saw above that the ECI has a positive association with economic growth across countries
that does not appear to differ for the case of the GCCs – here we investigate this association
for oil-dependent countries. Table 3.5 replicates our analysis with ten-year growth periods
for this sub-sample. The positive association between the ECI and economic growth is
confirmed, in some of the specifications showing a much stronger coefficient than in the
case of the full sample (along with higher adjusted R-squares). Turning to the within-
country association, once again no significant association emerges between initial ECI and
growth in GDP per capita. Results follow the same patterns for both the 20-year and
5-year growth regressions.

Overall, and generally in line with existing research, economic complexity shows a positive
association with growth in GDP per capita across the full sample, including the GCCs and
oil-dependent countries alike. Nevertheless, once we look at within-country associations,
we do not find a statistically significant association between the ECI and economic growth.

While the latter finding contradicts the existing literature, it is perhaps not entirely surpris-
ing, given the oscillations observed in the descriptive analysis. Furthermore, even though
the association between economic complexity and economic growth is in line with the exist-
ing literature, some of our concerns are still present – from the research context, we know
that the GCCs had relatively low (and in some cases negative) economic complexity levels
and that they observed a decrease in GDP per capita (experiencing negative economic
growth, though due to rising population) over the period. Thus, overall, questions remain
on the limitations of the ECI concept and measure in the GCCs and other oil-dependent
countries. The next section explores this question further, by looking at the links between
economic complexity and oil and natural gas dependence.
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Table 3.5: Economic complexity and 10-year growth in GDP per capita, oil-dependent
countries

GDPpc growth (2000-2009 and 2010-2019)

Pooled OLS Fixed Effects

Variables (1) (2) (3) (4) (5) (6) (7)

Initial ECI 0.119*** 0.113*** 0.116*** 0.118*** 0.0110 -0.111
(0.0302) (0.0289) (0.0321) (0.0340) (0.0529) (0.0859)

Initial GDPpc (log) -0.104** -0.104** -0.119*** -0.145*** -0.0988*** -0.655*** -1.161***
(0.0500) (0.0412) (0.0415) (0.0368) (0.0260) (0.132) (0.164)

Increase in exports -0.135 0.215*** 0.207*** 0.207*** 0.182*** 0.0475
(0.301) (0.0311) (0.0265) (0.0269) (0.0291) (0.477)

Increase in NR exports 0.368 0.146
(0.312) (0.514)

Exports to GDP (initial) 0.0178 -0.221*
(0.185) (0.111)

Initial population (log) 0.0263 0.0248 0.223*
(0.0158) (0.0177) (0.111)

GCC -0.0891 -0.113* -0.126*
(0.0695) (0.0637) (0.0632)

GCC * Initial ECI 0.0817 0.101 0.133
(0.108) (0.108) (0.107)

Constant 0.725 0.730 1.266*** 1.483*** 1.001*** 2.808 11.04***
(0.589) (0.589) (0.395) (0.361) (0.250) (2.421) (1.511)

Observations 60 60 60 60 60 60 60
R-squared 0.674 0.667 0.655 0.641 0.547 0.907 0.804
Adjusted R-square 0.615 0.622 0.616 0.615 0.523 0.894 0.794
Time FE Yes Yes Yes Yes Yes Yes Yes
Country FE No No No No No Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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3.6 Further analysis – ECI and oil dependence

In this section, we investigate the links between economic complexity measures and oil
dependence in the GCC countries. First, we explore the ECI excluding oil and natural gas
products; second, we analyse the correlation between the different ECI measures, income
and oil-related variables.

Excluding oil and natural gas products from ECI calculations

As described in Section 4.1, to explore the impact that oil and natural gas products have in
complexity measures for the GCC countries, we constructed an alternative measure, based
on a network that excludes oil and natural gas products.

The ECI is based on a binary matrix of countries and products, based on RCA calculations,
taking the threshold of 1.12 In the RCA calculation itself, total exports enter twice in the
denominator. Since oil and related products make up a very large share of these countries’
exports, when there is an increase in the value of those exports (which could be caused
by both an increase in oil export volume or price), the denominator will increase a lot
and it will become harder for countries to achieve a threshold of 1 in the RCA, leading
to a decrease in diversity, and ultimately to a lower ECI level would be expected. Thus,
removing the five key oil and natural gas products from the ECI calculations allows us to
investigate what happens to ECI levels and changes over time in the GCC countries, as
well as to explore the correlations with other key variables.

Figures 3.15 and 3.16 show the ECI values and rankings over time respectively, mirroring
the previous plots. Here, we can see that the GCC countries tend to show higher levels
of ECI on average and that, while there are still some oscillations, they are not as sharp
as they were before, particularly if we look at the examples of Kuwait and Saudi Arabia
(whereas Qatar, for example, still experiences significant fluctuations); the rankings reflect
the same patterns.

In addition, Figure 3.17 plots diversity, calculated from the network excluding oil products
over time for the GCCs. As we are simply looking at the number of products in which
countries are competitive, based on the RCA ≥ 1 cut-off, and given the mechanism outlined
above, there are sharp differences between this plot and our original one, as expected.
Diversity is higher overall across all GCC countries. While the UAE displays again the

12Formally, where Xcp represents the exports of product p by country c, the RCA that country c has in

product p is expressed as: RCAcp = Xcp∑
c

Xcp
/

∑
p

Xcp∑
c,p

Xcp
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highest diversity, Kuwait is no longer at the bottom of this group (and is much further
away from the bottom vis-a-vis the rest of the world, plotted in grey), and Saudi Arabia
has also seen a relative increase compared to the GCC group; in contrast, Bahrain saw
a relative decrease, whilst Qatar shows the lowest levels of diversity (as it did previously,
along with Kuwait).

Overall, the descriptive analysis of these plots points to some important differences, par-
ticularly for the GCCs with the highest oil dependence, such as Kuwait and Saudi Arabia.
Nevertheless, this does not appear to always be the case – for instance, Qatar also has
a very high share of oil and natural gas exports (0.88 in 2019, as shown in the country
summary tables) and while it had an increase in diversity when oil was excluded from the
indicators, it still remains relatively less diverse vis-a-vis the other GCCs.

Oil, economic complexity and income

Finally, we explore the correlation between both ECI measures and key variables in the
GCC group. Figure 3.18 shows the correlation values and scatter plots between the ECI,
ECI excluding oil, GDP per capita, oil and gas exports share and oil price. In each case,
it shows the overall correlation and the correlation in each country.

Unsurprisingly, there is a strong positive correlation between the standard ECI and the ECI
measure excluding oil and natural gas products. This is the case for the overall correlation
as well as for each individual country, with the exception of Kuwait where the correlation
is nearly nonexistent.

Regarding the ECI and GDP per capita, the picture is more mixed, with a positive correl-
ation in some countries and a negative one in others; in the most oil-dependent countries
– Qatar and Kuwait – there is no correlation. A similarly mixed pattern emerges for the
correlation between the ECI excluding oil and GDP per capita – once again, there are
countries with positive and negative correlations and overall there appears to be no cor-
relation for the group; interestingly, both Qatar and Kuwait have positive correlations, in
contrast to what we saw for the standard ECI.

Turning to oil dependence, a positive relationship emerges between both ECI measures
and the oil and gas exports share and oil price; for the standard ECI measure, this is
particularly strong in Bahrain and Qatar with both oil variables. To explore more clearly
the links between the the ECI and crude oil price over time, Figure 3.A.4 in the Appendix
shows the ECI (values in the primary Y-axis) and the price of crude oil (values in the
secondary Y-axis), over the time period and Figure 3.A.5 in the Appendix shows scatter
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plots between crude oil price and ECI in different years, with each of the GCC countries in
a separate panel. From these, we can see that there is some association between oil prices
and oscillations in the ECI across these countries, though it is not always clear-cut – in
Bahrain, Qatar and the UAE, there appears to be a positive correlation in the trends over
time, whereas for Kuwait, Saudi Arabia and Oman there is no correlation.

Overall, while we found a cross-country association between the ECI and subsequent eco-
nomic growth in the previous section, there is still a substantial impact on the ECI from oil
price volatility and from having a large share of exports in oil and related products in the
GCCs. This provides some support towards our hypothesis that the ECI may not be accur-
ately reflecting capabilities in economies heavily reliant on natural resources, particularly
those with highly volatile prices.
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Figure 3.15: ECI (excl. oil) value, 1995 to 2019, 179 countries (GCCs highlighted)



Figure 3.16: ECI (excl. oil) rankings, 1995 to 2019, 179 countries (GCCs highlighted)



Figure 3.17: Diversity (excl. oil), GCCs, 1995 to 2019



Figure 3.18: Correlations and scatter plots between selected variables, 1995 to 2019



3.7 Discussion

Policy implications

Even though there is an association between the ECI and economic growth across countries,
including for the GCCs and other oil-dependent countries, there is still evidence of different
ways in which the ECI is affected by the large dependence on oil and natural gas in these
countries. This, along with the lack of explanatory power of the ECI for within-country
changes in economic growth, presents important challenges for policy.

For policymakers, tracking progress over time is vital – beyond simply assessing the relative
position vis-a-vis all world economies, policymakers want and need to understand changes
over time within their own country. The oscillations observed in the ECI, along with
the impact that oil and related products have in economic complexity levels, means that
changes over time may be meaningless in oil-dependent countries due to the volatility in
oil prices, along with changes in demand and political aspects that have a big impact on
oil exports.

Overall, even if some specific issues with the ECI can be addressed – there have been
previous attempts, for example, of measuring the ECI with value-added exports in order
to better capture underlying capabilities by Koch (2021) – there are broader important
questions unanswered in the context of ECI measures, such as the long-standing question
in economic development of ‘how’. In particular, policy and practical implications derived
from ECI analyses may be too high level and not place-based – even if we know that
diversification is beneficial, and that countries should move into more complex production
(and we couple it with measures such as relatedness, which aim to show countries the
products that they are more likely to be able to develop successfully given their current
product space), this disregards existing, and often longstanding, context-dependent issues
such as natural resources dependence, institutional constraints, and lack of or incomplete
national and local systems of innovation, among others.

Implications for the GCCs & issues with a top-down approach

The GCCs have long recognised the need for diversification away from the oil sector. In his
analysis of their efforts, Hvidt (2013) notes a high level of uniformity in the assessment of
the challenges and recommendations for the GCC countries in their development paths –
which he argues may be related to the role of international consultancy in advising countries
– and questions whether indeed there are no alternative pathways for them, beyond the
dominant discourse in development strategies.
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Recently, some consultancy efforts have relied on ECI metrics to devise plans for this
group of countries. As argued in the literature, the GCCs need a wider set of actors,
relationships and institutions to evolve and manage to diversify into different activities.
Economic complexity, as an indicator and concept, has been argued as capturing these
underlying interactions and linkages and reflect them neglecting investigation into local
capabilities and conditions (often more costly and longer-term). This has led to a certain
attractiveness for policymakers to rely on such indicators, prioritising approaches unlikely
to provide specificity for effective policy action. As with other top-down approaches to
policy, the course of action and initiatives proposed are unlikely to survive or to generate
much change and development, particularly if they are introduced as stand-alone policies.

While some of the issues identified with the ECI are unique to its construction and the data
employed, the broader challenges apply in other cases. For example, the World Bank’s
Knowledge Economy Index is also used in other reports on the GCCs and the MENA
region, and has been criticised in similar ways. Brinkley et al. (2012) summarises some of
the issues – in particular, the fact that they are based on several indicators with different
degrees of volatility and sensitivity to economic cycles, and as a result they can move in
odd and unpredictable ways, making their use limited for analysis and policy guidance
in developing or emerging contexts. Furthermore, if used in isolation such indicators do
not provide enough insights into economic and innovation systems, with limited guidance
for policymakers on the changes required to achieve a sustainable development trajectory
(Brinkley et al., 2012). Clearly, this critique applies closely to the case of the ECI, which
provides a top-down overview of ‘capabilities’ in GCC countries vis-a-vis the rest of the
world, but which appears to move erratically over time, in ways that at least in the short-
run do not necessarily reflect capabilities within countries. Moreover, even if or when they
do provide an accurate representation, it is not clear how countries can strive to achieve
higher complexity (and sometimes even how some countries managed to do it in hindsight).

In addition to these challenges, the fact that this indicator is based on world exports
raises further concerns, as it might simply reflect political economy aspects rather than
development or production capacity – as seen in the recent Russian invasion of Ukraine,
key oil-exporting countries can use oil production as a political weapon, and their price
can fluctuate as a result, in ways that are completely independent of local capabilities or
even of availability of resources.
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3.8 Conclusion

This chapter looked at economic complexity indicators based on exports and explored the
case of the GCC countries, which are highly dependent on oil and natural gas products.
While we found that the link between the ECI and subsequent economic growth observed
across countries holds for the GCC and other oil-dependent countries, our analysis exposed
important ways in which these measures are affected by the high dependence on oil and
its price volatility. We found no association between economic complexity and economic
growth within countries over time, which we argue presents challenges in terms of policy-
making. Our analysis points to the need for more caution when relying on economic
complexity measures for policy-making, and highlight the need for additional and more
granular analysis of different contexts, particularly in heavily oil-dependent countries.

Here, we addressed the specific case of oil and related products, which make up an import-
ant share of world exports, experience high price volatility, and are susceptible to changes
in economic and political conditions across the world. While we looked at the GCC coun-
tries in detail, the broad lessons apply to other oil-dependent countries. In terms of other
natural resources, the implications may be different – natural resources are highly diver-
sified and, while our call for caution might apply more broadly, other natural resources
are not as impacted by highly volatile prices or political economy conditions (for instance,
diamonds have seen steady increases in price over time, and do not experience oscillations
to the same degree), thus their impact on ECI measures is likely to be more moderate.

Finally, our study has limitations. A key aspect missing is the a more explicit considera-
tion of the natural resource curse in the GCCs context which, unlike other highly natural
resource dependent countries, have managed to achieve high income. This can have import-
ant implications in assessing the link between economic complexity and economic growth.
While we tried to address this by looking at alternative indicators beyond GDP per cap-
ita, such as the HDI, the implications and results were the exact same, likely because
GDP plays a large role in the HDI. We also explored the possible use of alternative skills
measures, but availability is very limited, particularly over time.

Further research could therefore look into the links between economic complexity and
different natural resources, to try and assess the applicability of the ECI to other contexts.
Moreover, it could further assess the links between economic complexity and the natural
resource curse, exploring not just growth but broader aspects of economic development.
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3.A Appendix

Table 3.A.1: Description and source of variables. All available for the period 1995-2019.

Variable Definition Source

ECI Economic Complexity Index based on HS-92 clas-
sification. Own calculations.

The Observatory of Economic
Complexity

PCI Product Complexity Index based on HS-92 classi-
fication. Own calculations.

The Observatory of Economic
Complexity

Exports Total merchandise exports (USD value) The Observatory of Economic
Complexity

NR exports Natural resource exports (total USD value). Own
calculation based on HS section V (mineral
products) covering Chapters 25-27.

The Observatory of Economic
Complexity

Oil and gas exports share Exports in oil and natural gas products divided by
total merchandise exports. Own calculation based
on HS products 2709, 2710, 2711, 2712 and 2713.

The Observatory of Economic
Complexity

GDP per capita GDP per capita, PPP (constant 2017 international
$)

World Bank Open Data

GDP GDP (current USD) World Bank Open Data

Population Total population (counts all residents regardless of
legal status or citizenship)

World Bank Open Data

Natural resource rents Total natural resources rents (% of GDP) World Bank Open Data

Oil rents Oil rents (% of GDP) World Bank Open Data

Employment share in industry Employment in industry (% total employment) World Bank Open Data

Employment share in services Employment in services (% total employment) World Bank Open Data

Tertiary schooling School enrolment, tertiary (% gross) World Bank Open Data

Secondary schooling School enrolment, secondary (% gross) World Bank Open Data

HDI Summary measure of achievement in key dimen-
sions of human development (long and healthy life,
being knowledgeable, decent standard of living)

United Nation’s Human De-
velopment Reports

Crude oil prices Global crude oil prices, measured in current US dol-
lars per barrel

BP Statistical Review of
World Energy
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Table 3.A.2: Descriptive statistics, 20-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 164 0.428 0.358 -0.406 1.609

Initial ECI 176 -1.14e-05 1.000 -3.737 2.527

Initial ECI (excl. oil) 176 -1.14e-05 1.000 -2.154 2.778

Initial GDPpc (log) 164 9.006 1.241 6.447 11.54

Increase in exports (share of initial GDP) 171 0.999 1.227 -0.211 8.402

Increase in NR exports (share of initial GDP) 171 0.301 0.693 -0.206 5.442

Exports to GDP (initial) 171 0.326 0.234 0.0123 1.291

Initial population (log) 176 15.80 1.741 11.87 20.96

Table 3.A.3: Descriptive statistics, 10-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 332 0.198 0.222 -0.630 1.273

Initial ECI 354 1.69e-05 0.999 -3.737 2.558

Initial ECI (excl. oil) 354 2.82e-06 0.999 -2.154 2.778

Initial GDPpc (log) 332 9.134 1.223 6.447 11.68

Increase in exports (share of initial GDP) 345 0.297 0.551 -0.521 6.675

Increase in NR exports (share of initial GDP) 345 0.104 0.451 -0.389 6.286

Exports to GDP (initial) 345 0.313 0.213 0.0123 1.291

Initial population (log) 354 15.87 1.733 11.87 21.01

Table 3.A.4: Descriptive statistics, 5-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 668 0.0882 0.120 -0.614 0.954

Initial ECI 709 8.46e-06 0.998 -3.737 2.558

Initial ECI (excl. oil) 709 1.13e-05 0.998 -2.765 2.778

Initial GDPpc (log) 668 9.183 1.219 6.447 11.69

Increase in exports (share of initial GDP) 692 0.114 0.185 -0.949 2.530

Increase in NR exports (share of initial GDP) 692 0.0361 0.128 -0.302 2.431

Exports to GDP (initial) 692 0.313 0.214 0.00955 1.513

Initial population (log) 709 15.91 1.729 11.87 21.05

173



Table 3.A.5: List of countries included in the analysis

Afghanistan Djibouti Lesotho Russia (*)
Albania Dominican Republic Liberia Rwanda
Algeria (*) Ecuador (*) Libya (*) Sao Tome and Principe
Angola (*) Egypt (*) Lithuania Saudi Arabia (*)
Argentina El Salvador Luxembourg Senegal
Armenia Equatorial Guinea (*) Macau Serbia
Australia Estonia Madagascar Sierra Leone
Austria Eswatini Malawi Singapore
Azerbaijan (*) Ethiopia Malaysia Slovakia
Bahamas Fiji Maldives Slovenia
Bahrain (*) Finland Mali Solomon Islands
Bangladesh France Malta Somalia
Barbados French Polynesia Mauritania South Africa
Belarus Gabon (*) Mauritius South Korea
Belgium Gambia Mexico South Sudan
Belize Georgia Moldova Spain
Benin Germany Mongolia Sri Lanka
Bhutan Ghana Montenegro Sudan (*)
Bolivia (*) Greece Morocco Suriname
Bosnia and Herzegovina Guatemala Mozambique Sweden
Botswana Guinea Myanmar Switzerland
Brazil Guinea-Bissau Namibia Syria (*)
Brunei (*) Guyana Nepal Tajikistan
Bulgaria Haiti Netherlands Tanzania
Burkina Faso Honduras New Caledonia Thailand
Burundi Hong Kong New Zealand Timor-Leste (*)
Cambodia Hungary Nicaragua Togo
Cameroon (*) Iceland Niger Trinidad and Tobago (*)
Canada India Nigeria (*) Tunisia
Cape Verde Indonesia North Korea Turkey
Central African Republic Iran (*) North Macedonia Turkmenistan (*)
Chad (*) Iraq (*) Norway (*) Uganda
Chile Ireland Oman (*) Ukraine
China Israel Pakistan United Arab Emirates (*)
Chinese Taipei Italy Palestine United Kingdom
Colombia (*) Jamaica Panama United States
Comoros Japan Papua New Guinea Uruguay
Costa Rica Jordan Paraguay Uzbekistan
Cote d’Ivoire Kazakhstan (*) Peru Vanuatu
Croatia Kenya Philippines Venezuela (*)
Cuba Kuwait (*) Poland Vietnam
Cyprus Kyrgyzstan Portugal Yemen (*)
Czechia Laos Qatar (*) Zambia
Democratic Republic of the Congo Latvia Republic of the Congo (*) Zimbabwe
Denmark Lebanon Romania
Countries in Italics have some early years of export data, and therefore complexity variables, missing.
Countries marked with (*) are included in the oil-dependent group.
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Table 3.A.6: Top and bottom products with RCA > 1, GCCs, 1995 and 2019, ordered by PCI

Bahrain:
1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA
Aluminum foil <0.2 mm 0.872 255 21 1.1 Tungsten (wolfram) 1.44 72 17 1.16
Still image projectors 0.8 284 14 1.26 Stabilizers for rubber or plastic 1.218 120 17 12.65
Aluminum powders 0.426 428 18 140.83 Multiple-walled insulating glass 1.039 181 21 6.9
Other articles of aluminum 0.382 446 28 1.74 Time switches 0.961 219 14 2.12
Aluminum plates >0.2 mm 0.344 465 21 41.96 Parts of railway locomotives 0.856 256 23 1.79
... ... ... ... ... ... ... ... ... ...
Raw skins of sheep or lambs -1.888 1204 55 1.24 Spices -1.624 1141 51 1.44
Cinnamon -1.924 1206 12 1.81 Cotton waste -1.683 1150 32 4.26
Men’s shirts, knit -2.055 1214 46 3.34 Iron ores and concentrates -1.726 1156 18 11.55
Crustaceans -2.384 1230 60 1.26 Crustaceans -2.096 1189 43 2.99
Palm oil -2.865 1239 14 2.2 Gold -2.836 1214 69 1.08

Kuwait:
1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA
Glass fibers 0.788 289 24 1.09 Catalytic preparations 1.039 180 17 1.31
Radar 0.296 495 20 1.45 Clocks with watch movements 1.037 182 15 17.15
Hydrochloric acid 0.2 534 26 1.2 Other clocks 0.841 264 8 6.64
Paper trays and similar (base metal) 0.174 553 15 2.02 Cyclic hydrocarbons 0.796 291 17 5.35
Buses -0.237 760 26 1.3 Scent sprays 0.778 298 10 3.97
... ... ... ... ... ... ... ... ... ...
Sulphur, crude -1.091 1051 14 14.31 Wheat or meslin flour -1.429 1109 60 3.02
Petroleum gases -1.284 1099 22 7.54 Sulphur, crude -1.574 1133 22 4.52
Petroleum oils, refined -1.45 1132 62 15.81 Petroleum gases -2.176 1195 34 2.05
Raw skins of sheep or lambs -1.888 1204 55 1.79 Zirconium ore -2.473 1203 32 2.52
Petroleum oils, crude -2.428 1234 38 16.99 Petroleum oils, crude -2.82 1213 39 12.11



Table 3.A.6 (continued): Top and bottom products with RCA > 1, GCCs, 1995 and 2019, ordered by PCI

Oman:
1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA
Parts for use with hoists 1.374 116 19 1.12 Aldehydes 1.039 179 16 1.45
Cars 1.177 167 13 1.01 Flat-rolled iron, width <600mm, not clad 0.969 216 24 1.67
Machines for testing mechanical properties 1.103 184 13 1.83 Cyclic hydrocarbons 0.796 291 17 8.45
Photographic film in rolls 1.06 193 11 1.07 Polyacetals 0.726 315 22 2.11
Plaster articles 0.808 281 17 1.06 Aluminum plates >0.2 mm 0.685 342 25 3.26
... ... ... ... ... ... ... ... ... ...
Other live animals -1.953 1208 65 31.03 Legumes -2.059 1186 42 1.6
Avocados, pineapples, mangos, etc. -2.032 1211 52 1.5 Petroleum gases -2.176 1195 34 8.66
Molluscs -2.083 1217 51 1.61 Palm oil -2.344 1199 27 1.19
Chromium ore -2.188 1223 19 1.25 Chromium ore -2.473 1202 11 10.06
Petroleum oils, crude -2.428 1234 38 18.52 Petroleum oils, crude -2.82 1213 39 8.59

Qatar:
1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA
Polymers of ethylene 0.276 506 26 8.08 Halogenated derivatives of hydrocarbons 1.099 156 14 6.29
Buses -0.237 760 26 1.46 Acyclic hydrocarbons 0.511 414 29 2.67
Acyclic hydrocarbons -0.264 765 19 11.21 Silicon & rare gases 0.324 505 25 11.99
Hot rolled bars of iron -0.297 783 32 3.12 Ethers 0.221 544 17 4.54
Gypsum -0.451 842 27 5.35 Polymers of ethylene 0.213 548 23 5.84
... ... ... ... ... ... ... ... ... ...
Activewear -1.397 1122 51 1.03 Other bars of iron (no further than forged) -1.171 1041 54 4.87
Petroleum oils, refined -1.45 1132 62 3.18 Raw skins of sheep or lambs -1.442 1112 41 1.17
Men’s shirts -1.755 1194 65 3.91 Sulphur, crude -1.574 1133 22 22.3
Other raw hides and skins -1.842 1201 66 1.31 Petroleum gases -2.176 1195 34 34.09
Petroleum oils, crude -2.428 1234 38 19.78 Petroleum oils, crude -2.82 1213 39 3.62



Table 3.A.6 (continued): Top and bottom products with RCA > 1, GCCs, 1995 and 2019, ordered by PCI

Saudi Arabia:

1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA

Ion-exchangers based on polymers 1.671 44 6 3.75 Epoxides 1.831 16 10 5.44

Pigments, nonaqueous 0.916 231 13 1.75 Phenols, phenol-alcohols 1.621 39 14 3.75

Structures and their parts, of iron or steel 0.876 253 23 1.1 Amino-resins 1.41 77 18 2.48

Ceramic pipes 0.746 295 9 3.67 Acrylic polymers 1.38 83 16 1.03

Aluminum containers, <300 liters 0.708 318 26 1.4 Wire of stainless steel 1.319 90 16 1.04

... ... ... ... ... ... ... ... ... ...

Tanned sheepskins -1.519 1148 31 4.14 Avocados, pineapples, mangos, etc. -1.952 1174 54 1.21

Tanned skins of other animals -1.905 1205 29 2.02 Tanned sheepskins -2.071 1188 37 3.57

Avocados, pineapples, mangos, etc. -2.032 1211 52 1.64 Petroleum gases -2.176 1195 34 1.03

Nutmeg -2.046 1213 28 1.57 Tanned skins of other animals -2.182 1196 36 1.25

Petroleum oils, crude -2.428 1234 38 18.01 Petroleum oils, crude -2.82 1213 39 11.73

United Arab Emirates:

1995 2019

Product PCI PCI Rank Ubiquity Export RCA Product PCI PCI Rank Ubiquity Export RCA

Pigments, nonaqueous 0.916 231 13 1.88 Diamond dust 1.259 108 14 1.51

Water gas generators 0.74 298 13 2.51 Spark-ignition int. combustion engines 1.189 127 19 1.1

Aluminum containers, <300 liters 0.708 318 26 1.95 Photographic paper 1.185 130 8 3.19

Other articles of plastic 0.6 364 16 1.56 Photographic film, not developed 1.156 139 14 2.49

Aluminum tubes and pipes 0.577 368 23 8.01 Transmission apparatus for radio, phone, TV 0.867 249 13 2.24

... ... ... ... ... ... ... ... ... ...

Men’s shirts, knit -2.055 1214 46 2.63 Legumes, dried -2.033 1182 41 1.83

Preserved fish -2.164 1222 53 2.36 Petroleum gases -2.176 1195 34 1.38

Chromium ore -2.188 1223 19 3.23 Cashew nuts & coconuts -2.694 1210 31 1.32

Cloves -2.259 1226 14 3.67 Petroleum oils, crude -2.82 1213 39 4.15

Petroleum oils, crude -2.428 1234 38 16.41 Gold -2.836 1214 69 4.29



Figure 3.A.1: Natural resource rents (percentage of GDP), GCCs, 1995 to 2019

Figure 3.A.2: GDP (log, constant 2017 international $), GCCs , 1995 to 2019

Figure 3.A.3: Population (log), GCCs, 1995 to 2019
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Figure 3.A.4: ECI and crude oil prices over time, GCCs, 1995 to 2019
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Figure 3.A.5: ECI and crude oil prices scatter plots, GCCs, 1995 to 2019
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Chapter 4

Economic complexity, education and eco-
nomic growth

4.1 Introduction

Throughout the previous three chapters, this thesis has investigated different key questions
pertaining to the ECI as a concept and method, and its meaningfulness and applicability
to different contexts and questions. A broad question that remains is whether this meth-
odologically advanced concept adds to our existing knowledge about why some countries
become more prosperous over time, while others stagnate. As discussed in Chapter 1, the-
oretical and empirical contributions have identified important determinants of economic
development across countries. A key one is education, which is the focus of this chapter.

Education has long been recognised as a key driver of economic growth and development, in
particular through key contributions in the 1960s and onward (e.g., Schultz, 1961; Becker,
1964; Nelson and Phelps, 1966). Through its contribution towards human capital and
labour productivity, as well as to an economy’s capacity to innovate and develop new
technology, schooling can generate economic growth (e.g., Hanushek and Wossmann, 2010).

The proponents of the ECI discuss the role of education, and human capital more broadly,
in economic development and argue that economic complexity can still add something to
our understanding of why some countries grow more than others over time. Hausmann
et al. (2014b, p. 36) argue that rather than measuring how much of the same knowledge
individuals have, economic complexity can infer the level of productive knowledge, which
originates not just in the classroom, but also through on-the-job training and interactions
between firms and individuals, and that ultimately this type of knowledge is what drives
economic prosperity. They also show that initial economic complexity levels can explain
more of the variance in economic growth than traditional education measures (Hausmann
et al., 2014b). Nevertheless, the empirical literature on economic complexity since then
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is mixed – some papers do not add education as a control variable (e.g., Stojkoski et
al., 2016), other papers control for education variables and the effect of the ECI remains
statistically significant (e.g., Stojkoski et al., 2023), while in other cases the ECI loses
statistical significance when education is included (e.g., Fritz and Manduca, 2021).

This chapter provides a preliminary empirical analysis of the links between economic com-
plexity, education and economic growth across countries. In particular, it explores whether
economic complexity complements our existing understanding of why some countries exper-
ience economic growth, while others do not. Using the export-based economic complexity
data from Chapters 1 and 3, we explore the link between economic growth, economic com-
plexity, and well-established education measures, namely average years of education and
secondary and tertiary schooling attainment from Barro and Lee (2013), for 140 countries
between 1995 and 2019. We start from the baseline model, regressing economic growth on
the ECI, and add key schooling variables in a horse-race exercise, which allows us to un-
derstand whether the association between the initial ECI and subsequent economic growth
is robust to the inclusion of education measures, and whether the ECI does indeed explain
more of the variance in economic growth than education.

This initial analysis shows that education variables, particularly average years of education,
are a stronger predictor of both long- and short-term economic growth than the ECI.
Moreover, once we include additional control variables, average years of education shows
a more robust and consistent link with economic growth than the ECI.

The remainder of the chapter is structured as follows – Section 4.2 motivates our research
question by looking at the literature on education and economic growth, and linking it
with work on economic complexity. Next, Section 4.3 describes the preliminary empirical
analysis of cross-country evidence carried out in this chapter, while Section 4.4 presents
the results. Lastly, we provide a brief conclusion in Section 4.5.

4.2 Background and motivation

4.2.1 Education and economic development

Since the late 1980s, education and human capital more broadly have been recognised as
playing an important role in economic progress. As Hanushek and Wossmann (2010) de-
scribe, there are three theoretical mechanisms behind the impact of education on economic
growth. First, following the rationale in neoclassical growth theories (e.g., Solow, 1957),
education increases human capital and labour productivity, leading to transitional growth
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towards a higher equilibrium level of output. Second, as proposed by endogenous growth
models (e.g., Lucas, 1988; Romer, 1990), education increases knowledge and innovative
capacity of economies, leading to new technologies, processes and products that gener-
ate economic growth. Third, education can facilitate the transmission of knowledge and
new information that enables the adoption of technologies (e.g., Nelson and Phelps, 1966;
Benhabib and Spiegel, 1994), while university education and research also contributes to
technological advancement in industry (Rosenberg & Nelson, 1994).

According to Becker (1964), human capital captures the set of knowledge, skills, compet-
encies and abilities that are embodied in individuals, and are acquired through a variety of
ways, including not just education, but also other training, healthcare or experiences such
as migration. Nevertheless, economists have mostly focused on education and its link with
economic growth, with early empirical contributions drawing mostly on measures of edu-
cation that capture quantity – at first looking simply at literacy and enrolment rates, and
then moving to a more robust proxy, namely years of education of the working age pop-
ulation, assuming that such educational investments reflect the human capital embedded
in workers (Benos & Zotou, 2014).

While the theoretical underpinning of the link between education and economic develop-
ment is clear and compelling, the empirical evidence has been more mixed, in large part
reflecting measurement issues (Hanushek & Wossmann, 2010). The empirical estimations
consist of cross-country growth regressions where average annual growth in GDP per cap-
ita over several decades is regressed on measures of schooling and other determinants of
economic growth as control variables, which is similar to the specifications used in the
economic complexity literature.

Early empirical findings by Barro (1991) and Mankiw et al. (1992) pointed to a positive
correlation between schooling enrolment and GDP per capita across countries. These
papers were, however, criticised for having a small number of regressors and likely suffering
from omitted variables bias. Levine and Renelt (1992) addressed this issue by estimating
a large number of regressions to check how robust common explanatory variables were in
explaining economic growth, and found that primary and secondary schooling enrolment
did not consistently have positive, statistically significant impacts on economic growth.
Barro and Lee (1994) were the first ones to use average years of schooling as a measure
of human capital and this variable remains one of the most widely-used human capital
proxies in recent contributions.

Bils and Klenow (2000) were, to the best of our knowledge, the first contribution to assess
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the causal link between education and economic growth. Focusing on enrolment rates,
they conclude that the previous findings by Barro and others should not be interpreted
as reflecting the impact of education on growth, as the link was too weak, even when
considering the effect of education on the adoption of technology. Bils and Klenow (2000)
emphasise in particular the potential of omitted variables that are likely to influence both
initial enrolment rates and subsequent economic growth in preceding contributions.

Glewwe et al. (2014) also point to the issue of omitted variable bias, as well as endogeneity
– for instance, cultural or historical aspects across countries could have effects on both
economic growth and initial education levels, and thus the education variables would be
correlated with the error term. Moreover, Benos and Zotou (2014) run a meta-regression
analysis of the link between education and economic growth and find a strong publication
selection bias towards results that find a positive impact of education on economic growth.
Importantly, the authors do not find a systematic genuine impact of education on economic
growth, with varying results for different education variables (Benos & Zotou, 2014).

The literature evolved towards making a distinction between educational quantity, as cap-
tured in enrolment rates or average years of education, and quality. In research using
average years of education of the workforce, for instance, there is an underlying assump-
tion that a year of education amounts to a similar outcome in terms of human capital
across countries and time. Nevertheless, it is unrealistic to think that this is the case,
and thus researchers have increasingly turned to measures of educational quality, such as
expenditure on education, student-teacher ratios and cognitive skills test scores (Benos &
Zotou, 2014). In particular, Hanushek and Kimko (2000) and Hanushek and Woessmann
(2008) provided evidence that differences in the quality of schooling may be more import-
ant in explaining economic growth across countries than measures of schooling quantity.
Moreover, when considering the case of Sub-Saharan Africa, Glewwe et al. (2014) make an
important point for policy-making – rapid increases in school enrolment in Sub-Saharan
Africa are likely to have reduced schooling quality as they led to more crowded schools and
pressure on existing resources, and thus the longer-term impact on economic development
may be more mixed if cognitive skills are not being improved or taken into account in
empirical analysis.

More recently, Barro (2013) looks at the determinants of economic growth, including av-
erage years of school attainment and test scores, across 100 countries for 1960-1995, and
finds positive and statistically significant effects of both quantity and quality on economic
growth (though quality is more important quantitatively). Looking at the relationship
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across different groups of countries separately, Barro (2013) emphasises that, while data
quality might be more heterogeneous, it is important to use a large sample that includes
countries at several economic development levels, as the observed variations in policy and
other variables might be too limited among a specific group of countries to make accurate
inferences (e.g., looking at OECD countries only).

An important question, as posed by Hanushek (2016), is whether the linear models hold
across different countries with differing skill distributions and initial levels of educational
attainment. In particular, when considering the link between university education and
economic growth, Hanushek (2016) argues that different technological development levels
and skills demand across countries with distinct income levels can play an important role in
mediating this link. Referring to other models, such as the one by Aghion et al. (2009), he
argues that tertiary education is particularly important for countries near the technological
frontier, as further growth for them requires new invention and innovations and, moreover,
given the technological development of such countries, there will be considerable demand
for the type of more advanced skills that university education tends to produce. In con-
trast, in lower income countries, which are likely to be further away from the technological
frontier, there may be lower demand for the high-level skills produced by higher education
and growth might be more contingent on the capacity to absorb or adopt existing techno-
logies rather than to develop new technology (Hanushek, 2016). Moreover, earlier research
such as Vandenbussche et al. (2006), also suggested that education facilitates the diffusion
of technology, with different levels of education playing different roles – earlier years of
education are more important for imitation, while higher education facilitates innovation.

Despite the mixed empirical evidence, there is a strong case, theoretically, as to why edu-
cation can play a role in determining economic growth across countries. Important caveats
remain empirically, not least the lack of compelling causal evidence, the plausibility of the
simple economic growth models used, measurement issues, and the fact that a lot of the
literature overlooks differences in schooling quality across countries (Hanushek & Woss-
mann, 2010; Barro, 2013). Furthermore, research has suggested that broader factors, such
as institutional frameworks, are crucial in determining economic development (Acemoglu
et al., 2001; Acemoglu et al., 2002), and also in mediating the effect that schooling can
have in generating economic growth (North, 1990; Hanushek & Wossmann, 2010).

4.2.2 Linking economic complexity, education and economic growth

As described in detail in previous chapters, the proponents of the ECI have emphasised its
predictive power for future economic growth as one of the reasons why economic complexity
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matters (e.g., Hausmann et al., 2014b; Hidalgo, 2023). Still, the vast literature presents
mixed findings, and the link between economic complexity and economic growth might
depend on the sample of countries used, as Ourens (2013) pointed out. Unlike the case
of education and economic growth, which have a strong and widely-accepted theoretical
foundation, the links between initial economic complexity levels and subsequent economic
growth have been less developed, and economic complexity is an empirical method and
concept lacking clear theoretical links with economic growth, as argued in the first chapter.

As described in Chapter 1, Hidalgo and Hausmann (2009) introduce the idea that the
ECI can proxy for capabilities within countries, a term used to capture several different
aspects that enable a country to export certain products competitively, including education
levels and other important contributors to economic growth, such as institutional quality.
Their rationale is therefore that economic complexity encompasses more than what these
simpler indicators can tell us, even if taken together. It is also, they argue, why economic
complexity is associated with future economic growth.

In the Atlas of Economic Complexity, Hausmann et al. (2014b) discuss more explicitly
how education-based measures of human capital compare with the ECI – they argue that,
rather than simply looking at the quantity of education that individuals hold, economic
complexity captures the variety of productive knowledge and the interactions between
individuals and firms that enable that knowledge to be used. They suggest that schooling
variables capture how much of the same knowledge individuals have, while the ECI tries
to capture the amount of productive knowledge that is embedded in society, which is
generated by the diversity of knowledge its individuals have and is more closely related with
on-the-job training than with schooling (Hausmann et al., 2014b). Importantly, Hausmann
et al. (2014b) investigate how well education and economic complexity variables explain
future economics growth, relying on years of schooling and secondary and tertiary school
enrolment. The authors show that the ECI captures 15% of the variance in economic
growth that is not explained by education, while the education variables combined only
account for 3% of the variance in economic growth (Hausmann et al., 2014b, p. 38).

Still, there are important links between education and economic complexity. We expect
countries with higher schooling levels, whether it be in terms of quantity or quality, to have
higher economic complexity. This link occurs in both directions – on the one hand, higher
education contributes to higher productive knowledge and economic complexity; on the
other hand, in a country with higher economic complexity, we would expect the returns to
education to be higher and thus individuals would pursue more education. In fact, Balland
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et al. (2020), looking at the case of the United States at the sub-national level, use average
years of education of employees working within an occupation or industry as a proxy for
the level of knowledge complexity within those specific activities. This is done in order to
avoid using measures of complexity that are derived from spatial information, supporting
this important conceptual link between complexity and education.

Addressing this link, Zhu and Li (2017) investigate the interaction between economic com-
plexity and human capital and its impact on economic growth, focusing on 126 countries
for 1995-2010. While they find a positive interaction effect of economic complexity and
education on economic growth, the evidence is not entirely clear, with conflicting results
for long- and short-term growth, as well as the Pooled OLS and Fixed Effects estimations.
The authors do not compare the relative power of economic complexity and education in
explaining future economic growth, and they only include education through its interaction
with the ECI, and therefore there is margin to build on this contribution.

While the original proponents showed that the ECI could explain more of the variance in
economic growth than educational variables, the empirical evidence since then has been
mixed. On the one hand, some papers do not consider education as control variables at all
(e.g., Stojkoski et al., 2016). On the other hand, within the papers that do consider edu-
cation, some still find a statistically significant effect of the ECI on economic growth (e.g.,
Stojkoski et al., 2023) while in other cases the effect of economic complexity on economic
growth lost all statistical significance (e.g., Fritz and Manduca, 2021, looking at United
States metropolitan areas). We therefore want to explore further whether economic com-
plexity is indeed better at explaining future economic growth than other simpler variables
that researchers have long used when trying to understand economic growth across coun-
tries. We are not arguing that these links are causal – there are potential issues of reverse
causality and omitted variable bias (which, as will be further discussed in the thesis conclu-
sion, are hard or even impossible to address). Instead, we simply want to assess whether an
intermediate variable like economic complexity can help us understand something about
economic growth across countries beyond what education variables capture.

4.3 Methods and data

The main purpose of this chapter is to understand whether, as suggested in existing lit-
erature, the ECI does explain future economic growth more accurately than education
measures. Our starting point is to run the most common specification in the economic com-
plexity literature, following the initial contributions from Hidalgo and Hausmann (2009)
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and Hausmann et al. (2014b) and what we did in Chapter 3, of regressing economic growth
on the initial ECI, controlling for the initial income level and the role of natural resource
exports. Our main specification is as follows:

growthi,t+n = α + β1ECIi,t + β2Educi,t + βjXji,t + ηt + ϵit

where growthi,t+n is the GDP per capita growth between t and t+n for country i, calculated
as growthi,t+n = log(GDPpci,t+n/GDPpci,t).

ECIi,t is the initial ECI, while Educi,t represents the education variables in the initial
period, our main independent variables of interest. We focus on three key education
variables – the average years of schooling, and secondary and tertiary schooling attainment.
We add them to the model in a horse-race exercise, which allows us to understand whether
the association between the initial ECI and subsequent economic growth is robust to the
inclusion of initial education measures, and whether the ECI does indeed explain more of
the variance in economic growth than education.

Xjit is a vector representing the control variables – firstly, the initial GDP per capita
(natural logarithm) to control for convergence across countries, and secondly, the increase
in natural resource exports over the period (as a share of initial GDP) to capture the
importance of natural resources. In our further analysis section, we consider three addi-
tional control variables – i) exports to GDP to account for trade openness, ii) the share of
total employment in the industry sector to account for different levels of industrialisation
and importance of manufacturing, and iii) the rule of law to capture institutional quality
differences. Lastly, ηt and ϵit represent time fixed effects and the error term, respectively.
The transformations of the variables used are in line with the aforementioned papers, for
comparability. Across all models, and following the diagnostics discussed in Chapter 3, we
use and report robust standard errors, clustered at the country level, to avoid violations
of the OLS assumptions.

As in Chapters 1 and 3, the ECI is based on own calculations using data from the Obser-
vatory of Economic Complexity, following the detailed description in Chapter 1, and draws
on a network of 179 countries and 1241 products. In terms of control variables, export data
was downloaded from the OEC, while GDP and GDP per capita, the employment share
in industry, and rule of law indicators are from the World Bank. Turning to education,
we rely on data from Barro and Lee (2013), with a focus on the average years of schooling
attained in the population over 25, and secondary and tertiary schooling attainment for

188



this population group.1 Given the availability of education data, we restrict our sample to
140 countries, for the period 1995 to 2019. In our further analysis section we also investig-
ate heterogeneity across countries of different income levels, which we group based on the
World Bank income classifications published in 2023.2

We focus on the cross-country associations between initial economic complexity and edu-
cation levels, and subsequent income growth for 20-, 10- and 5-year periods between 1995
and 2019 (focusing on 2000-2019 for the long-term period). To check for within-country
associations, we also estimate our model using Fixed Effects, reported in the appendix.
This is in line with existing literature, including the original contribution by Hidalgo and
Hausmann (2009) and more recent ones at the regional level e.g., by Mewes and Broekel
(2022). As in Chapter 3, across all models, we use and report robust standard errors,
clustered at the country level, to avoid violations of the Ordinary Least Squares (OLS)
assumptions.

Table 4.A.1 provides the definition, source and availability of our variables, while Tables
4.A.2 to 4.A.4 show descriptive statistics for the variables and transformations used in
the 20-, 10- and 5-year regressions, respectively. Table 4.A.5 provides the list of countries
included in our analysis, grouped by income classification.

In our initial analysis, we also considered World Bank variables capturing public expendit-
ure on education and looked at their link with economic complexity. Nevertheless, there are
issues with using these variables from an economic development perspective as there is wide
variability in the effectiveness of public spending on education and private expenditure in
education is not considered, and thus these variables do not efficiently capture human cap-
ital investments. As a result, the link between government expenditure in education and
the ECI changed considerably across the years and was negligible in many cases. Moreover,
schooling enrolment data available from the World Bank presents too many random breaks
over time for different countries, making the panel very unbalanced and limiting compar-
isons over time across countries. Lastly, data availability for cognitive skills and other test
scores is limited, with snapshots for a single year and a limited number of countries, and
thus we focus only on quantity-based measures of education in this preliminary analysis.

1The dataset by Barro and Lee includes the same variables for the population over 15 years old. Upon
comparing the variables for the 15+ and 25+ population, we noted a very strong correlation in all cases,
of 0.99 or higher. For the purpose of our analysis, we use the variables for the 25+ population, as this
represents an age where educational attainment will be concluded for the vast majority of the population.

2World Bank Country and Lending Groups available here.
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4.4 Empirical analysis

4.4.1 Economic complexity, education and growth across countries

To provide context, Figure 4.1 shows changes in ECI between 1995 and 2019, highlighting
countries of different complexity levels. Japan has the highest complexity levels, remaining
number one in the ranking across the entire period, followed by Germany, which also
remains relatively stable in terms of value and ranking. Among the countries with the
highest complexity levels, South Korea experiences a steady increase over the period, both
in terms of value and ranking. Still, as seen in previous chapters, the countries with lower
levels of economic complexity also tend to be those that experience the sharpest year-on-
year oscillations – we can see this illustrated in the case of Mozambique, for example, which
experienced changes in value and relative position vis-a-vis other countries.

Figure 4.1: Economic complexity, 1995 to 2019

Turning to average years of schooling, Figure 4.2 shows its evolution over the same period
(with data available every five years). As we might expect, this is more stable over time
than the ECI and there is an upward tendency across all countries. For example, the
United States shows the highest average years of schooling, whereas Mozambique is in the
bottom most years, showing the lowest levels of complexity. In contrast with the general
trend, we can see Uganda and Cambodia have experienced a decline between 2010 and
2015, whereas Brazil has seen a steady and among the highest increases over the period.
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Figure 4.2: Average years of schooling, 1995 to 2015

Next, we look at correlations between the ECI and key education variables. Figure 4.3
plots the correlation between average years of schooling and the ECI, in 1995 and 2015
(the initial and final period with education data available, respectively). There is a strong
positive correlation of over 0.7 in both years. In terms of patterns across income groups, we
see high-income countries scoring the highest levels in terms of both ECI and average years
of schooling, followed by upper-middle income countries. At lower levels of both complexity
and education, we see lower-middle and low-income countries more mixed, particularly in
terms of ECI level. Some outliers stand out – for example, Australia seems to have a lower
level of economic complexity, given its education levels, particularly in 2015. Moreover,
at lower levels of economic complexity, there appears to be a lot of variability in average
years of schooling across countries.

Figure 4.4 shows similar scatter plots for 1995 and 2015, separating secondary and tertiary
school attainment across countries. There is a positive correlation between the ECI and
educational attainment in all plots. The top panels show secondary schooling attainment
each year, with a significantly lower correlation coefficient in 2015 than in 1995. The
bottom panels show tertiary schooling attainment, with similar correlation coefficients in
both years, and aligned with those seen for the case of secondary schooling in 1995. In
contrast with average years of education in the previous figure, when it comes to tertiary
schooling attainment, there is much more variability across countries with high ECI –
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e.g., the US and Germany have similar ECI levels, but very different tertiary schooling
attainment percentage – than with low ECI, where we see much more similar (and generally
low) levels of tertiary schooling attainment across countries.

Lastly, we consider income per capita and turn our attention to correlations between the
ECI, GDP per capita and education in Figure 4.5, for 1995 (top) and 2015 (bottom). In
each year, the panels under the diagonal show the scatter plots, coloured by income group,
while the panels above the diagonal show the overall correlation coefficient and for each
income group. When we take the full sample of countries, we see positive and fairly strong
correlations between all variables. With regards to separate groups of countries, however,
we see no correlation for low-income countries and, in fact, the correlations are mostly
driven by the countries in the middle-income group. Besides the correlation between the
two educational variables (present for all three groups as expected), the only cases where
we see positive correlations for high-income countries is between the ECI and the education
variables.
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Figure 4.3: Average years of schooling attained and ECI, 1995 and 2015
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Figure 4.4: Secondary and tertiary schooling attainment and ECI, 1995 and 2015
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Figure 4.5: Correlations and scatter plots between selected variables, 1995 and 2015
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4.4.2 Main results

Figure 4.6 shows partial regression plots, between initial ECI (first panel) and initial years
of schooling (second panel), and long-term growth in GDP per capita for 2000-2019, con-
ditional on the initial level of income per capita. There is a positive correlation in both
cases, with a coefficient of 0.22 for economic complexity and a slightly stronger one of 0.3
for years of schooling.

Table 4.1 complements this, showing the cross-section regression results for the 20-year
period. Here, we see the baseline model in column (1), which regresses growth in GDP
per capita on the ECI, initial income per capita, and the increase in natural resources
(as a share of initial GDP). The remainder of the columns add the education variables,
then exclude the ECI to understand how their explanatory power compares to the baseline
model with economic complexity. Adding average years of education in column (2) reduces
the coefficient size and statistical significance of the ECI (though it is still positive and
statistically significant at the 5% level), and it increases the explanatory power of the
model by 10% (the adjusted R-squared increases from 0.202 to 0.302). Column (3) shows
that including only average years of education and the two control variables leads to a
higher explanatory power of income per capita across countries, than when we include
only the ECI and the additional variables.3 Turning to the other education variables,
column (4) adds secondary and tertiary school attainment to the baseline model, and we
see a further decrease in the ECI coefficient; the explanatory power of the model increases
vis-a-vis the baseline one (though it is lower than for the case of years of schooling), and it
is higher when we include only schooling attainment than when we include only the ECI
(i.e., column 5 versus column 1). All education measures show a positive and statistically
significant coefficient.

Turning to short-term growth, Table 4.2 shows cross-country regression results for 5-year
growth in GDP per capita, mirroring the previous table. As before, adding average years
of education to the estimation leads to a reduction in the coefficient for the ECI, while
increasing the overall explanatory power of the model, which is higher when the ECI is
removed (column 3) than in the baseline model (column 1), pointing to years of education
being a better predictor of short-term economic growth than economic complexity. With
regards to secondary and tertiary school attainment, they are both statistically significant,
yielding a very similar adjusted R-squared to the models with years of schooling. This

3Moreover, when we remove the increase in natural resource exports (as a share of initial GDP) from the
model, and regress economic growth on the initial GDP per capita, ECI and average years of education,
the coefficient on the ECI is no longer statistically significant (available upon request).
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therefore confirms the pattern seen in long-term growth. The same is true for our analysis
for 10-year growth, provided in Appendix Table 4.A.6. Regarding within-country changes
over time, as in Chapter 3, the ECI is not statistically significant in regressions explaining
economic growth over 10- or 5-year periods across any specifications, as Appendix Tables
4.A.7 and 4.A.8 show.

Figure 4.6: Added variable plots, initial ECI, education and economic growth, 2000-2019
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Table 4.1: Economic complexity and 20-year growth in GDP per capita, OLS, full sample

GDPpc growth (2000-2019)

Variables (1) (2) (3) (4) (5)

Initial ECI 0.136*** 0.0658** 0.0628*
(0.0340) (0.0324) (0.0339)

Initial GDPpc (log) -0.165*** -0.230*** -0.213*** -0.215*** -0.200***
(0.0328) (0.0348) (0.0324) (0.0324) (0.0303)

Increase in NR exports 0.109*** 0.0898*** 0.0666** 0.0644** 0.0390
(0.0327) (0.0262) (0.0262) (0.0268) (0.0277)

Avg. years of schooling (initial) 0.0546*** 0.0638***
(0.0106) (0.0105)

Secondary school attainment (initial) 0.00577*** 0.00651***
(0.00130) (0.00129)

Tertiary school attainment (initial) 0.00556** 0.00740***
(0.00237) (0.00225)

Constant 1.887*** 2.075*** 1.868*** 2.060*** 1.889***
(0.304) (0.289) (0.253) (0.287) (0.258)

Observations 136 136 136 136 136
R-squared 0.220 0.323 0.306 0.318 0.305
Adjusted R-square 0.202 0.302 0.291 0.292 0.284

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4.2: Economic complexity and 5-year growth in GDP per capita, OLS, full sample

GDPpc growth (1995-99, 2000-04, 2005-09, 2010-14, 2015-19)

Variables (1) (2) (3) (4) (5)

Initial ECI 0.0348*** 0.0221** 0.0226**
(0.00960) (0.00949) (0.00947)

Initial GDPpc (log) -0.0359*** -0.0510*** -0.0434*** -0.0474*** -0.0396***
(0.00888) (0.0101) (0.00867) (0.00938) (0.00785)

Increase in NR exports 0.424*** 0.436*** 0.397*** 0.419*** 0.376***
(0.103) (0.0962) (0.0937) (0.0991) (0.0962)

Avg. years of schooling (initial) 0.0115*** 0.0141***
(0.00285) (0.00296)

Secondary school attainment (initial) 0.00118*** 0.00139***
(0.000294) (0.000311)

Tertiary school attainment (initial) 0.00108** 0.00157***
(0.000487) (0.000484)

Constant 0.393*** 0.450*** 0.366*** 0.443*** 0.364***
(0.0817) (0.0840) (0.0655) (0.0825) (0.0658)

Observations 673 673 673 673 673
R-squared 0.140 0.180 0.164 0.180 0.163
Adjusted R-square 0.131 0.170 0.155 0.169 0.153
Time FE Yes Yes Yes Yes Yes
Country FE No No No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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4.4.3 Further analysis – additional control variables

Our results thus far point to average years of education being a stronger predictor of both
long-term and short-term economic growth than the ECI. In this sub-section, we expand
our analysis by bringing in additional variables and assessing whether the link between the
initial ECI and economic growth is robust to including additional determinants of economic
growth in the model.

Omitted variable variable bias is often a concern in the economic complexity literature
and in regressions looking at economic growth more broadly. As a robustness check, we
investigate whether adding other key variables changes the association between economic
complexity, education and economic growth. We consider three variables that are recog-
nised as important determinants of economic development across countries and considered
in existing literature seeking to explain economic growth across countries – namely, ex-
ports to GDP to capture countries’ trade openness, the share of employment in industry
to capture the degree of industrialisation and importance of the manufacturing sector, and
rule of law to proxy for institutional quality.

Table 4.3 shows the regression results for the long-term growth period. Column (1) shows
our main model with initial ECI, income per capita, increase in natural resource exports
and average years of schooling, while the subsequent columns add each new variable. The
initial exports to GDP and employment share in industry variables both show positive
coefficients, statistically significant at the 5% level, and both make similar contributions
in terms of the explanatory power they add to the model (columns 2 and 3). In contrast,
rule of law (added in column 4), does not appear to be statistically significant and we
see a lower adjusted R-squared than the one in column (1). Adding these variables to
the model leads to very small decreases in the magnitude of average years of education,
which remains statistically significant. In contrast, the ECI loses statistical significance
when the employment share in industry is added to the model (column 3), while showing
slightly larger coefficients when the other two variables are added. Overall, the effect of
initial average years of schooling on subsequent economic growth seems more consistent
and robust to the inclusion of additional variables than the ECI.

Tables 4.A.9 and 4.A.10 in the Appendix show results for the same analysis for the 10- and
5-year growth periods – in both cases, the additional control variables show no statistically
significant association with economic growth, and the main variables follow the patterns
seen here.4

4Due to data availability constraints, Table 4.A.10 for 5-year growth periods includes only four periods,
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Table 4.3: Economic complexity and 20-year growth in GDPpc, additional variables

GDPpc growth (2000-2019)

Variables (1) (2) (3) (4)

Initial ECI 0.0658** 0.0771** 0.0597* 0.0679**
(0.0324) (0.0321) (0.0326) (0.0333)

Initial GDPpc (log) -0.230*** -0.237*** -0.263*** -0.227***
(0.0348) (0.0350) (0.0382) (0.0409)

Increase in NR exports 0.0898*** 0.0759*** 0.0926*** 0.0895***
(0.0262) (0.0263) (0.0277) (0.0264)

Avg. years of schooling (initial) 0.0546*** 0.0505*** 0.0525*** 0.0546***
(0.0106) (0.0107) (0.0107) (0.0107)

Exports to GDP (initial) 0.220**
(0.0979)

Employment share industry (initial) 0.00779**
(0.00384)

Rule of law (initial) -0.00557
(0.0365)

Constant 2.075*** 2.103*** 2.237*** 2.053***
(0.289) (0.290) (0.297) (0.345)

Observations 136 136 136 136
R-squared 0.323 0.340 0.339 0.323
Adjusted R-square 0.302 0.314 0.313 0.297
Time FE Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

4.5 Conclusion

This chapter investigated the links between economic complexity, education and economic
growth, with a focus on understanding whether the ECI is more closely associated with
future economic growth than standard education variables. Contrary to Hausmann et al.
(2014b), we find that education variables are better at explaining future economic growth
across countries than the ECI. While the discrepancy in results can be due to differences
in the time periods, the sample of countries, or education variables (for secondary and
tertiary education, this chapter focused on schooling attainment, whereas Hausmann et
al. (2014b) consider enrolment rates), we would not expect the link between complexity
and subsequent economic growth to differ based on this type of difference across studies.
Moreover, as in Chapter 3, we do not find any statistically significant association between
the ECI and subsequent economic growth within countries.

Our further analysis pointed to education being a more robust predictor of economic
growth, with more consistency in terms of statistical significance when other variables

starting from 2000, rather than from 1995 as in the previous tables, thus explaining the different coefficient
sizes.
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are included in the analysis. Importantly, this suggests that the link between economic
complexity and future economic growth might not be as robust as the literature suggests
(e.g., Hidalgo, 2023), and that more traditional measures such as schooling should not be
overlooked when attempting to explain differences in economic growth across countries.

Here, we presented an initial exploratory analysis. Further analysis should, firstly, seek
to understand more systematically the link between economic complexity and subsequent
economic growth and what the implications are – what the ECI captures, and ultimately
how well it can help explain subsequent economic growth, is likely to differ significantly
between countries at different development stages and income levels. Secondly, it should
explore the context-specific nature of the links between education, economic complexity
and economic growth, and seek to understand whether economic complexity in particular
can bring new insights for economic growth, and when and where this is the case.
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4.A Appendix

Table 4.A.1: Description, source and availability of variables.

Variable Definition Source Years

ECI Economic Complexity Index based on
HS-92 classification. Own calculations

The Observatory of Economic
Complexity

1995-2019

Exports Total merchandise exports (USD
value)

The Observatory of Economic
Complexity

1995-2019

NR exports Natural resource exports (total USD
value). Own calculation based on HS
section V (mineral products) covering
Chapters 25-27

The Observatory of Economic
Complexity

1995-2019

GDP per capita GDP per capita, PPP (constant 2017
international $)

World Bank Open Data 1995-2019

GDP GDP (current USD) World Bank Open Data 1995-2019

Average years of schooling Average years of schooling attained in
population over 25

Barro and Lee (2013) 1995, 2000,
2005, 2010,
2015

Secondary schooling attainment Percentage of secondary schooling at-
tained in population over 25

Barro and Lee (2013) 1995, 2000,
2005, 2010,
2015

Tertiary schooling attainment Percentage of tertiary schooling at-
tained in population over 25

Barro and Lee (2013) 1995, 2000,
2005, 2010,
2015

Employment share in industry Employment in industry (% total em-
ployment)

World Bank Open Data 1995-2019

Rule of law Perceptions of the extent to which
agents have confidence in and abide
by the rules of society, and in partic-
ular the quality of contract enforce-
ment, property rights, the police, and
the courts, as well as the likelihood of
crime and violence

World Bank Worldwide Gov-
ernance Indicators

1996-2019
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Table 4.A.2: Descriptive statistics, 20-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 136 0.419 0.342 -0.406 1.609

Initial ECI 139 0.0915 0.985 -3.737 2.527

Initial GDPpc (log) 136 9.145 1.244 6.447 11.54

Increase in NR exports (share of initial GDP) 139 0.256 0.621 -0.139 5.442

Avg. years of schooling (initial) 139 7.582 3.162 0.976 13.37

Secondary school attainment (%, initial) 139 39.54 21.76 2.420 86.64

Tertiary school attainment (%, initial) 139 12.81 11.10 0.150 56.83

Exports to GDP (initial) 139 0.330 0.220 0.0266 1.291

Employment share in industry (initial) 139 20.86 8.549 2.260 39.95

Rule of law (initial) 139 0.0320 0.994 -1.905 1.985

Table 4.A.3: Descriptive statistics, 10-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 273 0.194 0.196 -0.590 0.980

Initial ECI 279 0.0933 0.995 -3.737 2.558

Initial GDPpc (log) 273 9.269 1.220 6.447 11.68

Increase in NR exports (share of initial GDP) 279 0.0695 0.189 -0.178 1.556

Avg. years of schooling (initial) 279 8.092 3.186 0.976 13.58

Secondary school attainment (%, initial) 279 41.98 21.55 2.420 92.44

Tertiary school attainment (%, initial) 279 14.70 12.67 0.0200 67.24

Exports to GDP (initial) 279 0.321 0.205 0.0266 1.291

Employment share in industry (initial) 279 20.58 8.250 2.260 56.33

Rule of law (initial) 279 0.0277 0.999 -1.905 1.985

Table 4.A.4: Descriptive statistics, 5-year growth regression variables

Variables N Mean SD Min Max

GDPpc growth 673 0.0849 0.109 -0.614 0.634

Initial ECI 691 0.116 0.973 -3.737 2.667

Initial GDPpc (log) 673 9.264 1.219 6.151 11.69

Increase in NR exports (share of initial GDP) 690 0.0274 0.0746 -0.257 0.713

Avg. years of schooling (initial) 691 8.078 3.198 0.869 13.64

Secondary school attainment (%, initial) 691 41.45 21.15 2.250 92.44

Tertiary school attainment (%, initial) 691 15.00 12.94 0.0200 67.85

Exports to GDP (initial) 690 0.307 0.200 0.0160 1.401

Employment share in industry (initial) 691 20.76 8.272 2.260 56.33

Rule of law (initial) 558 0.0307 1.004 -2.032 2.089
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Table 4.A.5: List of countries included in the analysis, grouped by income classification

Low income (15): Tanzania Barbados
Burundi Ukraine Brunei
Central African Republic Vietnam Canada
Democratic Republic of the Congo Zimbabwe Switzerland
Gambia Lesotho Chile
Mali Eswatini Cyprus
Mozambique Czechia
Malawi Upper middle income (36): Germany
Niger Albania Denmark
Rwanda Argentina Spain
Sudan Armenia Estonia
Sierra Leone Bulgaria Finland
Syria Belize France
Togo Brazil United Kingdom
Uganda China Greece
Zambia Colombia Hong Kong

Costa Rica Croatia
Lower middle income (38): Cuba Hungary
Benin Dominican Republic Ireland
Bangladesh Ecuador Iceland
Bolivia Fiji Israel
Cote d’Ivoire Gabon Italy
Cameroon Guatemala Japan
Republic of the Congo Guyana South Korea
Algeria Iraq Kuwait
Egypt Jamaica Lithuania
Ghana Jordan Latvia
Honduras Kazakhstan Macau
Haiti Libya Malta
Indonesia Moldova Netherlands
India Maldives Norway
Iran Mexico New Zealand
Kenya Mauritius Panama
Kyrgyzstan Malaysia Poland
Cambodia Peru Portugal
Laos Paraguay Qatar
Sri Lanka Russia Romania
Morocco Thailand Saudi Arabia
Myanmar Turkey Singapore
Mongolia Venezuela Slovakia
Mauritania South Africa Slovenia
Nicaragua Botswana Sweden
Nepal Namibia Trinidad and Tobago
Pakistan Serbia Uruguay
Philippines United States
Papua New Guinea High income (51): Belgium
Senegal United Arab Emirates Luxembourg
El Salvador Australia
Tajikistan Austria
Tunisia Bahrain
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Table 4.A.6: Economic complexity and 10-year growth in GDPpc, OLS, full sample

GDPpc growth (2000-09, 2010-19)

Variables (1) (2) (3) (4) (5)

Initial ECI 0.0738*** 0.0398* 0.0378*
(0.0201) (0.0201) (0.0206)

Initial GDPpc (log) -0.0866*** -0.123*** -0.109*** -0.115*** -0.102***
(0.0200) (0.0213) (0.0176) (0.0195) (0.0158)

Increase in NR exports 0.235*** 0.220*** 0.172*** 0.192*** 0.144**
(0.0720) (0.0586) (0.0573) (0.0595) (0.0582)

Secondary school attainment (initial) 0.00290*** 0.00326***
(0.000658) (0.000665)

Tertiary school attainment (initial) 0.00321*** 0.00414***
(0.00110) (0.00107)

Avg. years of schooling (initial) 0.0289*** 0.0337***
(0.00563) (0.00573)

Constant 0.968*** 1.088*** 0.933*** 1.081*** 0.949***
(0.183) (0.179) (0.134) (0.173) (0.133)

Observations 273 273 273 273 273
R-squared 0.159 0.240 0.224 0.240 0.227
Adjusted R-square 0.146 0.226 0.213 0.223 0.212
Time FE Yes Yes Yes Yes Yes
Country FE No No No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.A.7: Economic complexity and 10-year growth in GDPpc, Fixed Effects, full sample

GDPpc growth (2000-09, 2010-19)

Variables (1) (2) (3) (4) (5)

Initial ECI -0.00140 -0.00132 -2.89e-05
(0.0380) (0.0384) (0.0393)

Initial GDPpc (log) -0.591*** -0.591*** -0.591*** -0.587*** -0.587***
(0.0806) (0.0807) (0.0792) (0.0804) (0.0787)

Increase in NR exports 0.227*** 0.227*** 0.227*** 0.230*** 0.230***
(0.0703) (0.0704) (0.0681) (0.0704) (0.0681)

Avg. years of schooling (initial) -0.00131 -0.00134
(0.0194) (0.0192)

Secondary school attainment (initial) -0.00127 -0.00127
(0.00176) (0.00174)

Tertiary school attainment (initial) -0.00172 -0.00172
(0.00341) (0.00332)

Constant 5.592*** 5.602*** 5.600*** 5.624*** 5.623***
(0.736) (0.748) (0.739) (0.738) (0.725)

Observations 273 273 273 273 273
R-squared 0.512 0.512 0.512 0.514 0.514
Adjusted R-square 0.504 0.503 0.504 0.503 0.505
Number of country 137 137 137 137 137
Time FE Yes Yes Yes Yes Yes
Country FE Yes Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4.A.8: Economic complexity and 5-year growth in GDPpc, Fixed Effects, full sample

GDPpc growth (1995-99, 2000-04, 2005-09, 2010-14, 2015-19)

Variables (1) (2) (3) (4) (5)

Initial ECI 0.0128 0.0124 0.0126
(0.0146) (0.0146) (0.0145)

Initial GDPpc (log) -0.149*** -0.148*** -0.147*** -0.149*** -0.148***
(0.0228) (0.0230) (0.0231) (0.0229) (0.0230)

Increase in NR exports 0.588*** 0.593*** 0.599*** 0.591*** 0.597***
(0.0994) (0.0976) (0.102) (0.0993) (0.103)

Avg. years of schooling (initial) 0.00705 0.00734
(0.00633) (0.00634)

Secondary school attainment (initial) 0.000421 0.000448
(0.000613) (0.000625)

Tertiary school attainment (initial) 6.69e-05 9.65e-05
(0.000966) (0.000979)

Constant 1.408*** 1.355*** 1.344*** 1.396*** 1.386***
(0.208) (0.217) (0.218) (0.208) (0.210)

Observations 673 673 673 673 673
R-squared 0.261 0.262 0.261 0.262 0.260
Adjusted R-square 0.253 0.254 0.253 0.252 0.251
Number of country 137 137 137 137 137
Time FE Yes Yes Yes Yes Yes
Country FE Yes Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.A.9: Economic complexity and 10-year growth in GDPpc, full sample, additional
variables

GDPpc growth (2000-09, 2010-19)

Variables (1) (2) (3) (4)

Initial ECI 0.0398* 0.0414** 0.0383* 0.0391*
(0.0201) (0.0197) (0.0200) (0.0207)

Initial GDPpc (log) -0.123*** -0.126*** -0.134*** -0.124***
(0.0213) (0.0217) (0.0236) (0.0239)

Increase in NR exports 0.220*** 0.203*** 0.220*** 0.221***
(0.0586) (0.0598) (0.0605) (0.0619)

Avg. years of schooling (initial) 0.0289*** 0.0280*** 0.0284*** 0.0289***
(0.00563) (0.00565) (0.00570) (0.00565)

Exports to GDP (initial) 0.0740
(0.0591)

Employment share in industry (initial) 0.00272
(0.00179)

Rule of law (initial) 0.00180
(0.0198)

Constant 1.088*** 1.096*** 1.136*** 1.095***
(0.179) (0.180) (0.186) (0.199)

Observations 273 273 273 273
R-squared 0.240 0.245 0.247 0.240
Adjusted R-square 0.226 0.228 0.230 0.223
Time FE Yes Yes Yes Yes
Country FE No No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4.A.10: Economic complexity and 5-year growth in GDPpc, full sample, additional
variables

GDPpc growth (2000-04, 2005-09, 2010-14, 2015-19)

Variables (1) (2) (3) (4)

Initial ECI 0.0195* 0.0198* 0.0189* 0.0190*
(0.0102) (0.0101) (0.0101) (0.0102)

Initial GDPpc (log) -0.0561*** -0.0569*** -0.0590*** -0.0568***
(0.0124) (0.0127) (0.0135) (0.0141)

Increase in NR exports 0.403*** 0.393*** 0.400*** 0.405***
(0.0918) (0.0927) (0.0929) (0.0972)

Avg. years of schooling (initial) 0.0130*** 0.0128*** 0.0128*** 0.0130***
(0.00328) (0.00327) (0.00329) (0.00330)

Exports to GDP (initial) 0.0203
(0.0319)

Employment share in industry (initial) 0.000774
(0.000935)

Rule of law (initial) 0.00145
(0.00975)

Constant 0.502*** 0.503*** 0.513*** 0.507***
(0.0974) (0.0984) (0.101) (0.111)

Observations 546 546 546 546
R-squared 0.190 0.191 0.192 0.190
Adjusted R-square 0.179 0.179 0.180 0.178
Time FE Yes Yes Yes Yes
Country FE No No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.A.11: Economic complexity and 10-year growth in GDPpc, income group effects

GDPpc growth (2000-09, 2010-19)

Variables (1) (2) (3)

Initial ECI 0.0738*** 0.0320 0.00463
(0.0201) (0.0277) (0.0272)

Initial GDPpc (log) -0.0866*** -0.167*** -0.180***
(0.0200) (0.0262) (0.0263)

Increase in NR exports (share of initial GDP) 0.235*** 0.243*** 0.228***
(0.0720) (0.0677) (0.0601)

Avg. years of schooling (initial) 0.0210***
(0.00573)

Income group (ref: High Income)

Middle Income -0.134*** -0.118**
(0.0471) (0.0459)

Low Income -0.495*** -0.417***
(0.111) (0.110)

Income group * Initial ECI (ref: High Income)

Middle Income * Initial ECI 0.0885** 0.0901***
(0.0350) (0.0339)

Low Income * Initial ECI -0.0149 0.00135
(0.0619) (0.0619)

Constant 0.968*** 1.840*** 1.791***
(0.183) (0.262) (0.257)

Observations 273 273 273
R-squared 0.159 0.292 0.331
Adjusted R-square 0.146 0.271 0.309
Time FE Yes Yes Yes
Country FE No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 4.A.12: Economic complexity and 5-year growth in GDPpc, income group effects

GDPpc growth (1995-99 to 2015-19)

Variables (1) (2) (3)

Initial ECI 0.0348*** 0.0179* 0.00820
(0.00960) (0.0101) (0.00946)

Initial GDPpc (log) -0.0359*** -0.0718*** -0.0777***
(0.00888) (0.0118) (0.0127)

Increase in NR exports (share of initial GDP) 0.424*** 0.452*** 0.457***
(0.103) (0.0995) (0.0955)

Avg. years of schooling (initial) 0.00824***
(0.00294)

Income group (ref: High Income)

Middle Income -0.0613*** -0.0547***
(0.0203) (0.0199)

Low Income -0.221*** -0.193***
(0.0465) (0.0463)

Income group * Initial ECI (ref: High Income)

Middle Income * Initial ECI 0.0398*** 0.0399***
(0.0146) (0.0145)

Low Income * Initial ECI -0.0201 -0.0154
(0.0304) (0.0317)

Constant 0.393*** 0.778*** 0.769***
(0.0817) (0.117) (0.119)

Observations 673 673 673
R-squared 0.140 0.215 0.234
Adjusted R-square 0.131 0.202 0.220
Time FE Yes Yes Yes
Country FE No No No

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Conclusion

Over these four chapters, this thesis has provided a critical evaluation of the ECI, focusing
both on theoretical and conceptual issues, as well as specific empirical questions. Here,
we reflect on the evidence provided, discuss some limitations of our analysis, and suggest
areas for further research.

Chapter 1 presented an extensive overview of the theoretical and empirical foundations of
the ECI, at both national and sub-national levels, and argued that while the ECI represents
a new and advanced method, it still presents important drawbacks, particularly around
theoretical grounding, data used and empirical estimation challenges. The remainder of
the thesis has explored key empirical questions, with a broad focus on understanding what
economic complexity captures in different settings and applications.

Chapter 2 focused on the sub-national level using employment data for the case of Por-
tugal and compared occupation and industry-based complexity measures. We explored
the complexity levels of regions and activities and how they evolve over time, as well
as their association with employment growth. We found a negative association between
both economic complexity measures and employment growth, though the association is
not statistically significant when we control for initial employment and education levels,
suggesting that it was capturing convergence across regions. Moreover, the chapter linked
this literature with the one on the task-based approach to labour markets. In this par-
ticular case, the ECI might reflect specialisation patterns more strongly than it reflects
underlying ‘capabilities’ per se.

In Chapter 3, we returned to the original geographical level in which economic complexity
was first introduced, and looked at exports-based ECI across the world, with a focus on
countries that are very heavily dependent on natural resources. Our results, based on
the GCCs and their dependence on oil, a highly volatile natural resource, pointed to the
possibility that the ECI in those countries reflects shifts in the price and demand for oil,
rather than reflecting underlying capabilities within those countries. Importantly, while
we found a cross-country association between the initial ECI and subsequent economic
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growth, the same was not true for the Fixed Effects specifications, suggesting that the ECI
cannot help us understand economic growth within countries.

In Chapter 4, we took a step further to ask whether the export-based ECI is indeed more
closely associated with future economic growth across countries than simpler variables that
have long been recognised as important for economic development, focusing on education.
In contrast with the original proponents’ results, we found that education variables can
explain more of the variance in future economic growth than the ECI. Once again, how-
ever, this is only a cross-country phenomenon and in our Fixed Effects specifications the
coefficient on economic complexity was not statistically significant.

Overall, this thesis presented a critical survey of the economic complexity literature, both in
terms of its sub-national and country-level theoretical foundations and empirical findings,
it went on to explore pressing empirical questions at different geographical levels and
considering different types of data, and finished with an exploratory analysis of the links
between economic complexity, education and economic growth. This research has raised
questions over the power of the ECI in explaining future income growth and, importantly,
in guiding policy in meaningful ways across all settings and geographical levels. It should
also caution those using the ECI in policy settings not to disregard traditional variables,
such as education measures or simpler measures of diversification, and to consider more
carefully the local context and specificity.

Limitations

While these four chapters contribute to our existing understanding of complexity and raise
important questions and discussions within this literature, there are important limitations
to discuss. This thesis focused mostly on the method of reflections, proposed by the
initial contributors. As discussed, the literature has since moved on to consider different
interpretations of this method, alternative methods such as the Fitness Complexity Index
(Tacchella et al., 2012), as well as different measures such as Structural Diversity (Broekel,
2019). These might help address some of the issues identified with the ECI, but may
also come with different conceptual challenges, which were not discussed at length here.
Focusing on the method of reflections also allows us to maintain some consistency in
terms of methodology throughout the different chapters. The sub-national application
to employment data and for the specific case of Portugal is of course different from the
data used in the remaining chapters, and therefore the main implications derived there are
specific to that type of data and possibly to the geographical context considered too.

This research also focused mainly on export data, as did the original application of the
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ECI, as well as on employment data for the second chapter. As discussed at length, there
are different drawbacks to these different types of data. Focusing on exports allowed us
to analyse the ECI using the data and methodology originally proposed, in order to assess
the case of natural resource dependent countries, as well as to explore the implications of
this indicator. In the second chapter, we explored one additional type of data, allowing
us to compare directly the application of the ECI methodology to both industries and
occupations and see how they fare in terms of reflecting economic activity and employment
growth outcomes across Portuguese regions. Here too, we could have explored other types
of data. Patent data has drawn particular attention, initially used at the sub-national level
(Balland & Rigby, 2017) and, more recently, across countries too (Stojkoski et al., 2023).
Such applications focus on technological capabilities and, particularly at the sub-national
level, tend to be well grounded in theory and provide insightful analyses. Still, on the one
hand, they have been widely applied to the European context while, on the other, they do
not cover ‘lagging’ regions, which tend to have low patent counts (as discussed in Chapter
2). As a result, we focused on exports and employment throughout the thesis.

What does the ECI capture?

The question of what exactly the ECI captures remains. On the one hand, in some sub-
national contexts, spatial measures might be too highly influenced by the typical distribu-
tion of activity across space, which we already know a lot about within urban and regional
economics research. On the other hand, there is a question of outliers and cases where the
specialisation area of a country might affect the ECI measure itself and render it useless
for policy-making or for explaining outcomes across countries. Lastly, the evidence on the
capacity of the ECI for predicting outcomes such as economic growth might be more mixed
than what initial findings suggested.

Moreover, the idea that the ECI can capture productive knowledge and its variety across
countries is, of course, based on the implicit assumption that a country’s exports allow us
to infer this accurately and disregards that, through intermediate trade, countries export
some goods despite not having the full productive knowledge embedded in that product.
The same is inevitably true for sub-national regions across the world.

As described, the vast amount of literature that emerged over the past years associated the
ECI with several different outcomes. At the same time, more recent papers have started to
look at the determinants of economic complexity, focusing instead on the ECI as the main
dependent variable. The broader and more important question then is what this seemingly
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intermediate variable can tell us that we did not know before and how it can help us with
development policy across countries and regions.

Economic complexity and economic growth – estimation challenges

An important issue, particularly in the face of this vast number of papers using economic
complexity methods, is the question of causality. While a recent review paper by Hidalgo
(2021) claimed that the link between economic complexity and subsequent economic growth
is highly robust, and that the direction of causality has to be from economic complexity
to economic growth, there are important estimation challenges that remain, and causality
is far from being confirmed.

On the one hand, the estimation methods used in the economic complexity literature are
not robust enough to be considered as evidence of causal links; moreover, given that the ECI
is a composite indicator, it is very unlikely that advanced causal identification methods
such as instrumental variables or randomised experiments will be convincing enough in
establishing causal links between the ECI and relevant outcomes.

On the other hand, there is the issue of omitted variable bias – just like the literature on
education suggested, there might be country or region characteristics that impact both
economic growth and economic complexity. In fact, given the vast amount of aspects
the ECI might reflect (for instance, thinking back to how Hidalgo and Hausmann, 2009
introduced their all-encompassing idea of capabilities), it is likely that what we are cap-
turing in this association is not a link between economic complexity per se and economic
growth, but the underlying aspects that make countries able to export certain products
competitively. In that sense, economic complexity can be thought of as an intermediate
variable between different country or regional characteristics and economic growth or other
desirable outcomes.

If this is an intermediate variable, and given the difficulty in establishing a clear causal
link (as is often the case in social sciences), economic complexity should instead be used as
a descriptive tool that can help us understand the relative position of a country or region
vis-a-vis their counterparts, as well as identify clear stylised facts. Even for descriptive
purposes, the reference for comparison should be carefully considered – for instance, it
may be more sensible to draw comparisons between countries or regions of comparable
development levels. Moreover, while it is not unique to the ECI, there are extensive
challenges with data availability and quality in lower income countries, where the sub-
national dimension is rarely available even for standard variables.

212



Finally, we should consider where the ECI can and cannot help us understand economic
development and guide policy. We should be cautious not to overlook simpler and well-
established indicators such as a education, institutional quality or other diversity and
exports measures, as well as consider local contexts carefully. When it comes to policy-
making, several papers suggest national or regional governments should aim to increase
economic complexity. However, it is not clear how to increase economic complexity, par-
ticularly given the wide-range of characteristics the ECI might reflect, which likely differ
across countries with different income and development levels. Lastly, it might be easier
to find causality between educational expenditure or attainment and subsequent economic
development, for example through quasi-natural experiments, than it is for the case of
economic complexity, due to its methodology pooling countries against each other and the
yearly oscillations observed.

Further research

This leads us to future research in this area. Here, I propose three main avenues related
to our conceptual understanding of economic complexity, new types of data and exploring
the transition to green activities.

First, there are areas to explore concerning our conceptual understanding of economic
complexity. We need to better understand when and where it is useful to rely on the ECI.
In particular, what it captures in different geographic and socioeconomic contexts, whether
it has the same meaning and broader conceptualisation at the sub-national and national
levels, and whether there are specific contexts in which we should avoid using the ECI for
policy guidance – for instance, in economies with high dependence on natural resources or
other areas of specialisation that might affect measurement, countries with very low income
levels or high poverty rates, or those that are highly dependent on external aid, along with
several other circumstances that might inhibit accurate and appropriate analysis based on
the ECI.

Moreover, there is still a gap in our understanding of how institutional contexts differ
across countries and sub-national regions and how this interacts with economic complexity
measurements, as well as how institutions can be leveraged in order to implement policy to
achieve improved outcomes. While the importance of institutions has been acknowledged in
the literature, and there is some existing research considering the links between inequality,
complexity and institutions across countries (e.g., Hartmann et al., 2017), more can be done
in this area to capture the role of institutions and actors in generating different economic
complexity outcomes.
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Second, there is a trend in the broader economic geography literature towards methods
like web scraping and text analysis in order to collect and analyse data, thanks to fast
improving computing power and software. New datasets are emerging that allow us to
better understand, for example, activities that different firms are performing, or what kind
of skills employers are seeking. This can allow us to track industrial changes and other
regional dynamics much more quickly than in the past, when we were limited by industrial
classifications, which are less flexible and take time to update, giving us a much more lagged
view of economic activity. There are many opportunities here, and some existing examples
– The Data City are using Artificial Intelligence to identify emerging sectors, clusters and
companies across the UK and their data is being used by Raquel Ortega-Argilés and other
researchers at the University of Manchester to measure relatedness, and their Real Time
Industrial Classification could likely be used to measure economic complexity across the
UK. As this technology and type of data evolve, we will likely see new datasets for different
economic activities and locations, and thus there is a possibility that economic complexity
and network-based methods can help us make the most of this data.

Third, the green transition has become a crucial area of concern for countries and regions
across the world, as places need to evolve and adapt to the challenge of reducing emissions
while still wanting to remain prosperous and at the forefront of new technological develop-
ments. This is an interesting area that will certainly draw a lot of attention from economic
geographers and other social scientists. The ECI methodology has already been applied to
a Green Complexity Index, and has been used to understand which countries and regions
will likely be able to transition towards greener economic activities more smoothly. This
already includes work by Mealy and Teytelboym (2020) and, more recently, by Andres et
al. (2023) and Stojkoski et al. (2023), among others. There are several ways in which this
might be continued, for instance by considering different types of data and regional contexts
as well as developing tools that can be accessed by policymakers and other stakeholders.
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