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Abstract

This thesis proposes mathematically precise analyses of the concepts of identity

and indistinguishability and explores their physical consequences in thermodynam-

ics and statistical mechanics. I begin by exploring the philosophical consequences

of the geometric formulation of thermodynamics, well-known to many mathemati-

cians. Based on this, I offer novel accounts of what it means to be a thermodynamic

system and what it means to be a composite system. I then use these mathematical

tools to offer new and precise definitions of ‘mixture’ and ‘identity’ in thermody-

namics. These analyses allow me to propose a novel resolution of Gibbs’ paradox.

Finally, I offer a new definition of indistinguishability in statistical mechanics with

a view to offering a new resolution of Gibbs’ paradox in statistical mechanics (the

N ! problem). My analysis highlights the importance of observables in the founda-

tions of statistical theories.
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Chapter 1

Introduction

Problems once deemed to be the domain of physics have become philosophical.

Part of the reason for this is that physics and philosophy are now separate aca-

demic disciplines where there was only one discipline before, sometimes known

as natural philosophy. This encompassed questions and debates, some of which

would now be considered strictly the realm of physics or philosophy. Of course,

this divergence in the disciplines should come as no surprise; as our knowledge

about the natural world and our place in it grows, so does our ignorance, and

branching academic disciplines form to encompass these new questions. Looking

back from our temporal vantage point, topics we would now consider strictly the

domain of philosophy were studied by people who would now be considered physi-

cists. We do not have to look too deeply in the history of science to see that this

is true. Newton is an easy example: his Principia is now seen as the beginning

of the physics of classical mechanics and gravitation, but it also contains debates

and questions which are now uncontroversially seen as philosophical: the debate

concerning the nature of space and time (the relationism-substantivalism debate)
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is a prime example. Einstein is yet another example: his work on relativity theory

gave rise to an enormous philosophical literature and many passages of his work

may be considered as touching on philosophical topics. And yet, in writing these

passages, Einstein may well have thought he was doing physics.

Thus, some problems once deemed physical have become philosophical. This

thesis concerns such a problem, one which arose in the context of the science of

thermodynamics, but gradually caught the attention of philosophers. It concerns

the apparently niche puzzle of calculating the entropy increase when gases are

mixed. The standard (and basically correct) line is that there is a non-zero entropy

increase when the gases are different but no entropy change when the gases are

the same. The philosophical puzzle enters when seek further clarity on how best

to represent mixtures, what the concepts ‘different’ and ‘the same’ should mean,

and how they should be precisely defined. This cluster of puzzles has come to be

known as Gibbs’ paradox.

While Gibbs himself did not describe the puzzle he posed as a paradox, the

gas mixing scenario which gave rise to subsequent discussion is first described in

his monumental 1878 work on the foundations of thermodynamics, On the Equi-

librium of Heterogeneous Substances. He later revisited gas mixing in the very last

paragraph of his equally monumental 1902 work on the foundations of statistical

mechanics, Elementary Principles of Statistical Mechanics.

It was first dubbed a ‘paradox’ in a paper by O. Wiedeburg entitled “The Gibbs

paradox”. Although ‘Gibbs’ paradox’ was originally intended to refer only to the

thermodynamic puzzle, it came to refer, thanks to Gibbs’ mention of gas mixing

in the final paragraph of Gibbs (1902), to a totally different puzzle in statistical

mechanics also known as the ‘N ! problem’. This, in brief, concerns the justification
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of the factor N ! in the state of a statistical mechanical system consisting of N

‘indistinguishable’ particles. It is argued that this factor is important in ensuring

an extensive entropy function. Gibbs himself did not appear to see a problem

here, although his prose when explaining why the N ! factor appeared was not

always clear in critical places of his exposition. This no doubt contributed to the

confusion surrounding the ‘N ! problem’ version of the Gibbs paradox.

It is unclear who first used ‘Gibbs’ paradox’ to refer to the N ! problem. In

any case, the use of the term to refer to the N ! problem soon outweighed the

thermodynamic use of the term given to it by Wiedeburg; throughout the twentieth

century, the real puzzle was felt to be the justification of the N ! factor, partly

because it was felt to be the more interesting version of the paradox and partly

because it was felt that the thermodynamic version of the paradox was solved.

Throughout the twentieth century, physicists and textbook writers felt the need

to comment on the N ! problem in connection with indistinguishable particles, some

letting their emotions get the better of them. For example, Huang (1963, p. 141)

called the problem a “disastrous result” and Schrödinger (1989, p. 61) dramatically

wrote:

“After a railway accident, or a fire, or a similar disaster, the author-

ities are always anxious to answer the question: How could it have

happened?” Schrödinger, 1989, p. 61

Such a great physicist lamenting the existence and persistence of this problem

should provide reason enough to think about it. The urgency of the problem

continues to be felt to this day:

“Indeed, [the N ! problem] is so serious that classical macroscopic ther-
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modynamics fails at this point since it does not recognise the concepts

of distinguishability and indistinguishability!” (Glazer and Wark, 2001,

p. 59)

And so the Gibbs paradox persists through time, occupying short sections in

almost every textbook. Unfortunately, this means that there are almost as many

statements and solutions to the problem as there are authors, making a complete

dissection of the problem almost impossible. However, one historical development

of the paradox is worthy of note.

Insofar as they were problems at all in Gibbs’ eyes, the thermodynamic and

statistical mechanical versions of the paradox were originally stated in classical

physics: quantum theory was barely on the horizon when Gibbs published his

final work on statistical mechanics at the turn of the twentieth century. Despite

this, many authors take quantum theory to be essential in solving the N ! prob-

lem, on the basis that only in quantum theory can particles be, in some sense,

‘indistinguishable’. This view is nicely represented in this passage from Dugdale

(1966):

“According to the point of view of quantum mechanics, molecules

or atoms cannot even in principle be continuously observed so that

they cannot maintain a continuous identity. Consequently molecules

or atoms of the same kind in an assembly are to be thought of as

fundamentally indistinguishable.” (Dugdale, 1966, p. 92)

In this passage, Dugdale leaves unsaid the exact feature of quantum theory which

characterises the indistinguishability. Indeed, even on this there is no consensus.

Huang (1963) thinks that the N ! problem cannot be solved by classical mechanics

11



alone and states that the relevant feature of quantum theory which solves the

puzzle is the Symmetrisation Postulate:

“It is not possible to understand classically why we must divide [. . . ]

by N ! to obtain the correct counting of states. The reason is inherently

quantum mechanical. Quantum mechanically, atoms are inherently in-

distinguishable in the following sense: A state of the gas is described by

an N -particle wave function, which is either symmetric or antisymmet-

ric with respect to the interchange of any two particles. A permutation

of the particles can at most change the wave function by sign, and it

does not produce a new state of the system. Hence we should divide

[. . . ] by N !. This rule of counting is known as the “correct Boltzmann

counting”. It is something that we must append to classical mechanics

in order to get right answers.” (Huang, 1963, p. 141)

Ter Haar also clearly indicates that the solution to the N ! problem is to be

found in quantum mechanics:

“The resolution of this paradox is [. . . ] another example of the suc-

cesses of quantum mechanics in getting rid of some unsolved problems

of classical physics” (ter Haar, 1954, p. 146)

However, in contrast to Huang he argues that the indistinguishability of the par-

ticles is to be cashed out in terms of Heisenberg’s Uncertainty Principle:

“So long as we are dealing with classical systems, the N ! micrositua-

tions are in fact different and can be distinguished from one another.

In quantum mechanical systems, however, we can no longer distinguish
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them. This is certainly due to the fact that we cannot follow the atoms

so closely along their orbits that we can, for instance, know which atom

is which after a collision. This again is a consequence of Heisenberg’s

famous relations.” (ter Haar, 1954, p. 72)

Thus we see at least two eminent physicists declaring that the N ! problem,

despite being originally stated in the context of classical physics, requires an in-

herently quantum mechanical solution. One may speculate that they consider it

to be a similar type of problem to others which precipitated the development of

quantum mechanics, such as the ultraviolet catastrophe or the problem of spe-

cific heats and degrees of freedom at low temperatures1, those which Kuhn, in his

account of scientific revolutions, would have called ‘anomalies’.

This view is not implausible. However, subsequent development of the view

became so when Gibbs was attributed almost clairvoyant capabilities:

“The new factor 1/N ! has arisen from our consideration of the symme-

try of wave functions. In turn, the quantum mechanical postulate on

symmetry of wave functions has its origin in the experimental indis-

tinguishability of identical particles. Gibbs has the intuitive foresight,

before the advent of quantum mechanics, to insert this factor 1/N !.”

(Hill, 1956)

This passage from Terrell Hill’s textbook suggests the N ! factor to be some kind

of ‘correction’ which had to be put in ‘by hand’ and that Gibbs inserted it, knowing

that it was necessary, but without really knowing why, before quantum theory came

1This particular issue is discussed in Huang (1963, p. 138) and I speculate that he may have
thought the N ! problem to be of a similar kind to it.
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along with the final and correct explanation. Similarly, Bernard Lavenda, drawing

directly on Gibbs’ final chapter of Elementary Principles, writes:

“In Chapter XV of Elementary Principles in Statistical Mechanics,

Gibbs asked the following question: “If two phases differ only in that

certain entirely similar particles have changed places with one another,

are they to be regarded as identical or different phases?” His answer

was that “if the particles are regarded as indistinguishable, it seems

in accordance with the spirit of the statistical method to regard the

phases as identical.” With these words, Gibbs not only introduced

the concept of indistinguishability of identical, nonlocalizable particles

but also foresaw the advent of quantum mechanics.” (Lavenda, 1991,

p. 223)

I will willingly grant that Gibbs was one of the most astute and intelligent

physicists in history, but I am less willing to place the same interpretation on

Gibbs’ words as Lavenda.

The effect of the history of the Gibbs paradox on the physics and philosophy

literature has been two-fold. (1) An overwhelming focus on the N ! problem as the

more ‘interesting’ version of the paradox. (2) An overwhelming focus on quantum

theory for solving the N ! problem. One way of viewing this thesis is as some way

of redressing this balance. The first three chapters concern the theory of classical

thermodynamics and the thermodynamic version of Gibbs’ paradox. The final

chapter concerns classical statistical mechanics and the N ! problem. In short,

there are a lot more interesting ideas in thermodynamics and classical physics

than the history of the Gibbs paradox suggests. In this thesis, we shall see that
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reflecting on Gibbs’ paradox, while it might seem an extremely niche problem to

consider, forces us to reflect profoundly on the theory in which the problem is

stated and set; as well as learning about Gibbs’ paradox, we will learn about the

foundations of classical thermodynamics and statistical mechanics.

Characteristic of this type of problem on the cusp of physics and philosophy is

the sense that neither discipline’s methodologies is able to give a fully satisfactory

account of it: the problem requires physical insight, mathematical precision and

philosophical clarity. This thesis will marshal methodologies from these fields to

answer the following questions:

• What is the mathematical structure of thermodynamics?

• What is the best representation of mixtures as thermodynamic systems?

• How do we give the concepts of identity and indistinguishability in a clear

and precise meaning in thermodynamics and classical statistical mechanics?

While there has been some attention given to the philosophical and mathe-

matical foundations of thermodynamics and to the meaning of identity and indis-

tinguishability, I hope to contribute to this literature by deploying existing, but

philosophically little-known, mathematical tools to offer new answers and insights

to these philosophical questions.

1.1 The mathematical structure of thermodynam-

ics

Vladimir Arnold once wrote:
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“Every mathematician knows that it is impossible to understand any

elementary course in thermodynamics.” (Arnold, 1990, p. 163)

This may come as a surprise to many physicists who learned thermodynamics

in their early undergraduate studies and found very little trouble getting to grips

with the simple differential calculus required to solve the problems. However, if

one thinks about anything too carefully one is bound to come up against prob-

lems. And this is exactly what happens when we ask questions such as: if the

mathematical structure of a classical mechanical system is a symplectic manifold

and the mathematical structure of a quantum system is a Hilbert space with an

algebra of observables, what is the mathematical structure of a thermodynamic

system? We quickly find that our undergraduate learnings of nineteenth century

thermodynamics of Clausius, Kelvin, Planck et al. does not equip us with the

understanding we require to answer such questions.

The Gibbs paradox was originally seen as a problem set and stated in classical

thermodynamics. In order to fully understand the problem and its solution, we

have to understand the theory in which it is set. Chapter 2 is all about how we may

not understand classical thermodynamics as well as our plethora of textbooks may

lead us to believe. Arnold, however, quickly absolves us of all guilt and foolishness

we may feel for not understanding thermodynamics when we thought we did, for,

directly after the quotation above, he goes on to write:

“The reason is that the thermodynamics is based—as Gibbs has ex-

plicitly proclaimed—on a rather complicated mathematical theory, on

the contact geometry.” Arnold, 1990, p. 163

Arnold goes on to introduce the contact geometric formulation of thermody-

16



namics, arguing that it captures Gibbs’ mathematical treatment of the theory,

despite the abstract geometric apparatus not being available to him at the time.

While this formulation is not new to mathematicians, it is new to philoso-

phers, so I spend time discussing some potential philosophical and foundational

consequences of the theory. The first significant consequence is the identification

of a fundamental distinction, explained in Burke (1985), between ‘unobserved’ or

‘hidden’ degrees of freedom and ‘observed’ degrees of freedom. This distinction

grounds the difference between the entropy and the other extensive variables and

therefore offers a novel and clear interpretation of the thermodynamic entropy.

The position advocated here is similar to, but nevertheless importantly different

from, claims made in the philosophical literature discussing the anthropocentricity

or not of thermodynamics by, for example, Myrvold (2020).

The second significant consequence is the identification of the fundamental

relation and its associated first-order homogeneity as a crucial part of defining

what it means to be a thermodynamic system. This homogeneity property plays

a key role later on in Chapter 4 when I introduce my definition of identity of

thermodynamic systems.

Other foundational consequences include clarification of the distinction between

intensive and extensive variables, mathematically precise definitions of ‘thermody-

namic system’ and ‘composite system’ and a clear definition of thermodynamic

equilibrium based on the convexity property of the energy function (or, equiva-

lently, the concavity property of the entropy function).
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1.2 How to represent mixtures in thermodynam-

ics

Gibbs’ paradox is all about mixtures and how the entropy changes when gases mix.

My aim is to show that the geometric formulation of thermodynamics explained

in the previous chapter can offer new insights into Gibbs’ paradox, so the first step

in this argument has to be establishing how mixtures and the mixing process are

modelled in the formalism.

Using this new formulation, I argue that there exist two competing represen-

tations of mixtures in the literature: the ‘standard’ representation, widely used

in presentations of Gibbs’ paradox in thermodynamics, and the ‘Gibbs’ represen-

tation, a model used explicitly by Gibbs in his 1878 work. It is striking that

Gibbs’ representation, written in the very same work where the original form of

the Gibbs paradox appeared, is not also the most widely used representation. The

important difference between them is that the standard representation treats the

‘partial pressures’ of the gases as real thermodynamic variables whereas the Gibbs

representation has only one pressure variable for the mixture.

To adjudicate between them, I employ two plausible philosophical principles

about representation inspired by discussions in the foundations of spacetime the-

ories. I show that, in order to adhere to them both, we must adopt the Gibbs

representation over the standard representation. Making this change means we

have to rethink how to model the mixing process. In orthodox thermodynamics,

mixing is modelled with semipermeable membranes which make use of the partial

pressures of each component of the mixture to model the mixing. Since the Gibbs

representation of mixture has no partial pressures, we can no longer use this model.
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To plug this gap, I adopt the definitions of composite system and thermodynamic

equilibrium developed in Chapter 2 to model mixtures as composite systems, and

to model mixing as equilibration of subsystems of the composite.

Adopting Gibbs’ representation of mixtures has further consequences for ther-

modynamics: with the elimination of partial pressures from the definition of mix-

ture, theorems of thermodynamics concerning mixtures, such as Dalton’s Law

about the pressures of mixtures and Gibbs’ Theorem concerning the entropy of

mixtures, have to be restated.

1.3 How to represent identity in thermodynam-

ics

The main purpose of Chapter 4 is to introduce a new definition of thermodynamic

identity and to use it to solve Gibbs’ paradox in thermodynamics. Problems

concerning ‘identity’, ‘indistinguishability’ and other similar terms such as ‘indis-

cernible’ or ‘individual’ have a long history in analytic philosophy, arguably going

back to Leibniz and his Principle of the Identity of Indiscernibles. Since this time,

the philosophy of identity has been rife with debate over what exactly these terms

mean.

Use of these terms should come with a metaphysical health hazard warning.

It is unfortunate that the very same word carries widely different meanings de-

pending on who one reads or, worse, it is simply assumed that the meaning of the

word is obvious and is not defined with sufficient precision or without regard to

the way other users define the term. This, in itself, is philosophical reason enough
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to get involved in this literature. However, in this work, I am not concerned with

delineating the meanings of these words for fear of getting myself stuck in a meta-

physical and linguistic quagmire. I am only concerned with these concepts insofar

as they are useful to us as physicists. I shall therefore simply take care to give

precise and physically relevant definitions of ‘identity’ and ‘indistinguishability’.

It may well be the case that what I mean by ‘indistinguishability’, someone else

calls ‘identity’ or what I mean by ‘indistinguishability’ is what someone else calls

‘indiscernibility’. Ultimately, it does not matter how we use certain words, so long

as we take sufficient care to say exactly what we mean by them.

I begin by stating Gibbs’ paradox in thermodynamics and then I describe and

critically analyse an extremely popular response by van Kampen which has guided

most of the philosophical discussion on this version of the paradox and is used as

a prime example of the ‘operational’ or ‘anthropocentric’ nature of thermodynam-

ics2. My main contribution to the literature on this topic is guided by the following

methodological principle: the concepts used by a theory should be expressible in

the theory’s formalism and should not appeal to theoretic elements outside the

theory’s domain. For example a proposition such as “gases A and B are identical”

or “gases A and B are different” are treated as thermodynamic propositions and

assumptions in the Gibbs paradox setup. If we want them to be genuine thermo-

dynamic propositions, we should strive to express the identity relation in purely

thermodynamic terms. This means not appealing to non-thermodynamic concepts

like, for example, proton number.

I argue that the main difficulty with van Kampen’s approach is that the crite-

rion of identity he adopts is extra-theoretic, in the sense that it appeals to concepts

2See, for example, Myrvold (2020), Saunders (2013), and Dieks (2018)
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(such as semipermeable membranes) which thermodynamics does not have the ca-

pacity to represent.

I go on to offer a thermodynamic definition of identity, based on the homo-

geneity of thermodynamic systems, which is similar in spirit to other definitions

of identity given in more modern discussions in formal philosophy (see Halvorson

(2019)). In short, two thermodynamic systems are identical when they each scale

up to a third thermodynamic system which may be viewed as the composite of

the two. I show how this makes sense of Gibbs’ paradox by providing clear and

precise definitions of difference and identity.

1.4 How to represent indistinguishability in clas-

sical statistical mechanics

In Chapter 5, I tackle the statistical mechanical version of the Gibbs paradox,

or the N ! problem. I propose a purely classical, non-quantum, solution to the

problem, in line with the thinking of other philosophers of physics and in contrast

to many physicists. I base my solution on two novel foundational points.

The first concerns the general interpretation of statistical theories. I argue that

the sample spaces on which probability measures are defined should be constrained

by what is observable in order for our measurements of probabilities as frequencies

to make sense. The second point supplies a definition of classical particle indis-

tinguishability in terms of classical observables (which are functions f : M → R

where M is the phase space). Taken together, I show that we can derive the fac-

tor N ! through rigorous mathematical argument, contrary to the suggestions of
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authors quoted above that the N ! factor is some kind of ‘correction’ which has to

be inserted by hand. In the same way that Chapter 4 argues the thermodynamic

identity of gases must be expressed purely in the formalism of thermodynamics

without appealing to extra-theoretic concepts, so in Chapter 5 the indistinguisha-

bility of particles must be expressed purely in the formalism of classical statistical

mechanics. In each case, this approach allows us to formulate mathematical propo-

sitions about the identity and indistinguishability of gases which may be used to

derive theorems about the entropy of mixing and about the factor N ! respectively.

The framework I develop on the basis of these two points helps us understand

and compare similar solutions to the N ! problem against the same formal back-

ground and also provides a natural bridge to thinking about indistinguishable

quantum particles. I anticipate that the framework developed in this chapter will

be of great use in thinking about indistinguishability in quantum theory and the

senses in which it differs from classical mechanics.
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Chapter 2

Thermodynamics and Contact

Geometry

2.1 What is Thermodynamics?

This question is difficult to answer. But the difficultly faced in answering it is

well-rewarded in the form of a mathematically precise and philosophically deeper

understanding of thermodynamics. As far as standard answers to this question go,

thermodynamics lags far behind other mathematised physical theories in mathe-

matical and conceptual precision. To illustrate, let us consider the answers to

the same question asked of other physical theories. What is classical Hamiltonian

mechanics? It is the study of classical Hamiltonian systems, represented by the

triple (M,h, ω) where M is a 2n-dimensional manifold which can be given local

coordinates q1, ..., qn, p1, ..., pn and n is the number of degrees of freedom of the

system, h is the Hamiltonian function defined on M , and ω is the symplectic form.

What is quantum mechanics? It is the study of quantum systems represented by
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the pair (H, ρ) where H is a complex vector space with inner product, the Hilbert

space, and ρ is a density matrix defined on H. What is general relativity? It is

the study of spacetimes represented by the pair (M, gab), where M is a manifold

and gab is a metric on M , and the dynamical interaction between the metric and

matter fields given by Einstein’s field equation.

Now, what is thermodynamics? This does not have such a concise answer. A

survey of answers to this question from various commentators indicates that there

are three main strands. These are:

1. The science of the relationship between heat and work.

2. The science of the macroscopic consequences of the very large number of

microscopic degrees of freedom.

3. The science of the relationship between the observed degrees of freedom and

the unobserved degrees of freedom.

These, I think, are placed roughly in order of familiarity; the first answer is what

the majority of physicists learn on being introduced to thermodynamics for the

first time, while the second and third are less well known. In the following sections,

I will expand on these three characterisations. My exposition of the literature and

history will necessarily be selective and therefore incomplete; I focus only on those

aspects which give us a clue as to each view’s basic philosophical commitments,

with a view to motivating and defending geometric thermodynamics as my pre-

ferred formulation.

In Section 2.1.1, I will trace some important episodes in the history of the first

characterisation and in Section 2.1.2, I discuss the second and third characteri-

sations. We will learn that the second is linked to the plausible assumption that
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statistical mechanics is the correct reductive base for thermodynamics. I will argue

that the third characterisation provides the most general and unifying answer to

our question.

2.1.1 The science of heat and work

The main inspiration for this characterisation of thermodynamics is historical:

thermodynamics was born out of investigations into how heat can be converted

into work and vice versa. I will not attempt to give a full history of thermal physics1

but I shall sketch the history enough to illustrate the sense in which the distinction

between heat and work came to be seen as fundamental to thermodynamics.

At around the time thermodynamics was beginning to be developed, there was

a great deal of industrial interest in using powerful engines to move goods and

automate processes. The steam engine was new technology and engineers were

working hard to adapt it to a variety of tasks. It is no surprise that scientists

became interested in this; industrialists wanted their engines to be as efficient

as possible, extracting the maximum amount of useful work (and profit) for the

minimum cost of fuel, engineers helped the industrialists by developing and honing

the new technology to achieve this and the scientists helped the engineers by

developing the theoretical underpinnings of the new technology.

In fact, the first working engines which converted heat from the burning of fuel

into useful work were in use long before the theoretical workings of those engines

were properly understood. Sadi Carnot’s famous book Reflections on the Motive

Power of Fire was inspired by the practical consideration of understanding the

scientific principles behind the steam engines prevalent in the industrial world at

1There are many excellent historical texts (e.g. Cardwell (1971) and Truesdell (1980)).
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the time. He noticed that these principles were not properly understood, and that

any improvement in the science of steam engines was brought about more by trial

and error than methodical investigation:

“Notwithstanding the work of all kinds done by steam-engines, notwith-

standing the satisfactory condition to which they have been brought

to-day, their theory is very little understood, and the attempts to im-

prove them are still directed almost by chance.” (Carnot, 1872/1890,

p. 42)

He therefore set himself the task of understanding these principles, ultimately

with the hope of engineering better engines, but with the immediate intellectual

satisfaction of understanding the principles that govern them. One of the most

important contributions he made in his book was to abstract away many of tech-

nical and engineering subtleties of steam engines and consider the production of

work from heat from an extremely general point of view:

“In order to consider in the most general way the principle of the pro-

duction of motion by heat, it must be considered independently of any

mechanism or any particular agent. It is necessary to establish princi-

ples applicable not only to steam-engines but to all imaginable heat-

engines, whatever the working substance and whatever the method by

which it is operated.” (Carnot, 1872/1890, pp. 43–44)

Carnot thus coined the term heat engine: simply a device which extracts work

from heat, without any consideration of what it is made of or how it does it.

This allowed him to see past ultimately irrelevant details and hone in on the basic
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feature of steam engines which allowed them to extract work from heat. This

feature, which Carnot was first to isolate, was this: work can only be extracted

when there is a temperature gradient. In other words, there must be both a hot and

a cold body for heat to pass between in order for work to be extracted from heat.

This observation was common to all heat engines at the time and was recognised

by Carnot as being the essential feature which explained why they work.

Granted that this fact explains why the engines work, but why is it true? What

explains this fact? What is the nature of heat such that it can produce work when

it passes from a hot body to a cold body? In order to answer these questions,

we need to adopt a theory of heat: an account of the nature of heat and how it

behaves. Before the science of thermodynamics settled into the form we currently

understand and are taught today, there were two theories of thermodynamics based

on two distinct views on heat. One was the caloric theory, which postulated that

heat was a kind of conserved, weightless, invisible fluid which flowed from the

hotter substance, making it cooler, to another cooler substance, making it hotter.

This flow was understood to give rise to useful mechanical work (in the form of

the motion of a piston, for example), in much the same way as water falling from

a height imparts motion to a water mill. This theory had much success explaining

common heat phenomena, such as the equilibration of temperatures of two bodies

in thermal contact and the ability to extract work from temperature differences.

The other was the kinetic theory, which postulated that heat was the motion of

the particles which made up a substance. This theory was also able to account for

many of the same phenomena as the caloric theory, including being able to explain

how heat is produced by friction.

Carnot adopted the caloric theory throughout his book and was able to explain
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how work was extracted from heat passing from hot to cold as follows:

“The production of motive power is then due in steam-engines not to

an actual consumption of caloric, but to its transportation from a warm

body to a cold body, that is, to its re-establishment of equilibrium—an

equilibrium considered as destroyed by any cause whatever, by chemical

action such as combustion, or by any other. We shall see shortly that

this principle is applicable to any machine set in motion by heat.

According to this principle, the production of heat alone is not suffi-

cient to give birth to the impelling power: it is necessary that there

should also be cold; without it, the heat would be useless.” (Carnot,

1872/1890, p. 46)

It is important to note the following consequence of adopting the caloric theory:

being a conserved material substance, caloric is not consumed, it merely moves

from hot to cold. As Carnot notes, this explains why both a hot and a cold body

is necessary to extract ‘motive power’; with only one body, the caloric cannot move

anywhere and without the caloric moving, no work can be extracted. It is clear

from this discussion of the caloric theory that a fundamental distinction between

heat and work is set firmly at the foundations of caloric thermodynamics: heat as

a material substance and motive power, or work, as a form of energy.

As it happened, the kinetic theory of heat eventually came to replace the caloric

theory. How this happened is a fascinating story but is not my main concern.2

I am, however, concerned with understanding how the distinction between heat

2Excellent accounts may be found in Cardwell (1971) and in Psillos (1999, pp. 115–130) and
Chang (2003) who tell the story from the point of view of the scientific realism debate.
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and work came to be seen as fundamental to the kinetic theory and what exactly

grounds this distinction.

It is tempting to think of the transition from the caloric theory to the kinetic

theory as a dramatic paradigm shift, with the caloric theory dismissed unceremoni-

ously and the kinetic theory held high on the shoulders of the scientific community

as the new kid on the block able to solve all the problems left behind by the caloric

theory. The reality of the transition is rather different. While it is true that the

caloric theory was for some time the favoured account of heat, both the caloric

and kinetic theories existed in tandem in the scientific community and each got

serious consideration from scientists. The caloric theory was also deemed highly

successful in explaining heat phenomena which altogether lessened the appetite for

theory change. Nevertheless, observational evidence eventually stacked up against

the caloric and for the kinetic theory. The exact chain of events leading to this is

a matter for serious historical study, but it is certain that the following key ob-

servations pushed scientists to adopting the kinetic theory in favour of the caloric

theory:

1. Heat can be generated from friction. Caloricists had an explanation for this:

the work done causes the “destruction of the equilibrium of the caloric”

(Carnot, 1872/1890, p. 51), reciprocally to the observation that the equili-

bration of the caloric enables work to be done. However, the kinetic theory

gave what transpired to be a ‘better’ explanation: the work done is converted

into the kinetic energy of the particles of the substance.

2. Related to the first, James Joule performed experiments (famously his ‘paddle-

wheel’ experiment) which showed that the heat generated by friction was
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always in constant proportion to the work done. This indicated that the

work is converted into heat and is thus a kind of energy.

3. The failure to measure the weight of the caloric. If heat were a material

substance, so the argument goes, it ought to have some weight. However,

experiments performed to find its weight by Count Rumford failed to find

any weight ascribed to heat. By contrast, the kinetic theory was easily able

to accommodate the fact that a hot body weighs the same as when it is cold.

As Clausius puts it:

“These circumstances, of which Carnot was also well aware, and the

importance of which he expressly admitted, pressingly demand a com-

parison between heat and work, to be undertaken with reference to the

divergent assumption that the production of work is not only due to

an alteration in the distribution of heat, but to an actual consumption

thereof; and inversely, that by the consumption of work heat may be

produced. (Clausius, 1851, p. 2)

Thus the transition to the kinetic theory was made. While it was a step away

from the caloric theory, Clausius did not see it as a large one:

“It is not even requisite to cast the theory of Carnot over-board; a

thing difficult to be resolved upon, inasmuch as experience to a certain

extent has shown a surprising coincidence therewith. On a nearer view

of the case, we find that the new theory is opposed, not to the real

fundamental principle of Carnot, but to the addition “no heat is lost;”

for it is quite possible that in the production of work both may take
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place at the same time; a certain portion of heat may be consumed,

and a further portion transmitted from a warm body to a cold one; and

both portions may stand in a certain definite relation to the quantity

of work produced. (Clausius, 1851, p. 4)

It is clear from this passage that Clausius did not see the kinetic theory of heat

as entailing the rejection of Carnot’s work altogether. This is fortunate, he writes,

given how successful it was at accommodating the facts. It is not even necessary to

reject ‘the real fundamental principle of Carnot’ by which he means the principle

that work can be extract from the flow of heat from hot to cold. This principle is

essentially correct; all we have to do is amend the clause ‘no heat is lost in the flow’

to ‘some heat is transferred and the rest is converted to work’. This amendment

amounts to a rejection of the caloric theory (where heat is conserved) to the kinetic

theory (where heat may be ‘consumed’, i.e. converted to work). As a result of this

transition, Clausius formulated the science of thermodynamics more or less as we

are taught it today.

The purpose of viewing the transition from the caloric theory to the kinetic

theory from this angle, is to illustrate just how much was preserved in the transi-

tion. In particular, the transition required no change in what thermodynamics was

fundamentally about; it is still concerned with the relationship between work and

heat and how one may be obtained from the other. In other words, the distinction

between heat and work remains fundamental under the transition from the caloric

to the kinetic theory.

To further reinforce the point, we can investigate the role of the distinction in

the first and second laws of thermodynamics as Clausius formulated them, and
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as are still learned today. Clausius formulated the first law of thermodynamics,

which he called The First Main Principle of the Mechanical Theory of Heat, as

follows:

“In all cases where work is produced by heat, a quantity of heat con-

sumed is proportional to the work done; and inversely, by the expen-

diture of the same amount of work the same quantity of heat may be

produced.” (Clausius, 1879, p. 23)

It is clear that this proposition relies on a distinction between heat and work.

This statement is a special case of the principle of energy conservation and ap-

plies to cases where the only forms of energy transfer are as work or heat. In

his subsequent mathematical development of the law, he introduces the concept

of the internal energy. In standard expositions of thermodynamics, the internal

energy is introduced by appealing to our knowledge and intuitions about the mi-

croscopic physics of the thermodynamic system: it is defined to be the sum of the

energy of all the internal, microscopic degrees of freedom of the system. From this

perspective, it is clearly by definition a function of state. This method of introduc-

tion, however true it is from a microphysical perspective, relies for its definition on

microscopic physics, something we should be avoiding if we are attempting to intro-

duce and define thermodynamic quantities without appealing microscopic physics.

We can avoid this definition of internal energy by following Clausius in providing a

purely thermodynamic characterisation, on which we may subsequently impose a

microscopic interpretation. We can see how Clausius’ form of the first law implies

the existence of a state function on to which we may impose such a microscopic

interpretation.
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To show this, it is necessary to appreciate the significance of cyclic processes in

thermodynamics. These processes take a thermodynamic system through a series

of changes of state before returning the system to its initial state. Over the course

of these changes, energy in the form of work or heat may enter or leave the system,

but the system remains in the same state at which it began. This means that the

net work done on the system and the net heat entering the system over the course

of the cycle has no effect whatsoever on the system itself. So, if we study only

cyclic processes, we do not have to worry about analysing the energy changes of

the system itself. If we apply Clausius’ first main principle to cyclic processes

we get the following proposition: if a cyclic process is performed such that work

is done on/by the system, then an equal amount of heat energy left/entered the

system. This is expressed mathematically as follows:

∮
dW =

∮
dQ (2.1.1)

from which it follows that

∮
dW − dQ = 0. (2.1.2)

Since the integral of the differential dW − dQ is zero over the course of a cycle, it

is by definition a state function. We may introduce the symbol U for this function

and define it thus:

dU := dW − dQ (2.1.3)

where dW is the work done on the system and dQ is the heat leaving the system.
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Thus we arrive at the canonical formulation of the first law of thermodynamics

and we can see clearly how it follows from Clausius’ First Main Principle. Set up

in this way, we can see that Clausius’ First Main Principle implies the existence

of the state function U .

The distinction between heat and work is also crucial to the formulation of

the second law of thermodynamics. Calling it the Second Main Principle of the

Mechanical Theory of Heat, Clausius writes:

“A passage of heat from a colder to a hotter body cannot take place

without compensation” (Clausius, 1879, p. 78)

This means that, while heat can spontaneously transfer from hot to cold by

conduction, making the hot body cooler and the cold body hotter, heat cannot

spontaneously pass from cold to hot. The phrases ‘without compensation’ and

‘spontaneously’ clearly do a lot of work here; it is possible to transfer heat from

cold to hot, but work has to be done to affect this. For example, the Carnot

engine run in reverse takes in work and transfers a quantity of heat from cold to

hot. This work may, for example, have come from another Carnot engine which

extracted work from heat moving from hot to cold. In this set-up, the transfer

of heat from cold to hot was not spontaneous because work had to be done. In

Clausius’ wording, the transfer from cold to hot was ‘compensated by’ the work

extract from a transfer of heat from hot to cold.

In his mathematical development of the Second Main Principle, Clausius shows3

that it implies the existence of the state function S, which he dubs the entropy

defined as dS := dQ/T . In the same way that the First Main Principle implied the

3Clausius’ original argument is clear and detailed and may be found in Clausius (1879, pp. 69–
107).
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existence of the state function U , the Second Main Principle implies the existence

of the state function S.

Myrvold (2011, p. 239) argues that this version of the second law hangs on

a distinction between heat and work: it becomes false if ‘heat’ is replaced with

‘work’, since we may easily set up the situation where a piston of cold gas at high

pressure does work on a piston of hot gas at low pressure. In this case, work is

transferred from the hot body to the cold body ‘without compensation’. Thus the

second law requires for its formulation a basic distinction between heat and work.

In the caloric theory, as already noted, this distinction is easily grounded in

the fact that work is a form of energy and heat is a material substance. But in

the kinetic theory, both are now forms of energy, and it is the distinction between

them on which thermodynamics rests. For example, Myrvold writes:4

“[T]he science of thermo-dynamics has at its core a distinction between

two modes of energy transfer between physical systems: as heat, and

as work.” (Myrvold, 2020)

But what grounds this distinction? Work and heat, now interpreted under the

kinetic theory as forms of energy, have been brought conceptually closer together.

This makes it much harder to say precisely the way in which they differ. Under

the kinetic theory, as Myrvold notes, there appear to be more similarities between

heat and work than there are differences:

“On the kinetic theory of heat, when a body is heated, the total kinetic

energy of its molecules is increased, so, for body A to heat body B, parts

of A must interact with parts of B to change their state of motion.

4A similar view is expressed by Tribus (1961, p. xiii).
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When A does work on B, it is again the case that parts of A act on

parts of B to change their state of motion.” (Myrvold, 2011, p. 239)

In this way, the result of heating a body and the result of doing work on a body

is in both cases a change in their state of motion. But despite this similarity, there

is some difference between heat and work which we can discern. Myrvold isolates

this difference as follows:

“The difference is in heat transfer, energy is transferred to the parts of

the body in a haphazard way; the resulting motions cannot be tracked.

This limits our ability to recover the energy as work.” (Myrvold, 2011,

p. 239)

This does seem to put a finger on something about the distinction between

heat and work. While work done on a system manifests itself in motion of parts

of the system we ‘keep track of’, like the work done by pressure on a piston to

increase the volume. The energy is ‘useful’. By contrast the heating of a system

is a transfer of motion to those parts which we cannot keep track of and which is

somehow not useful. A similar view on the distinction between heat and work is

given by Maxwell:

“Available energy is energy which we can direct into any desired chan-

nel. Dissipated energy is energy we cannot lay hold of and direct at

pleasure, such as the energy of the confused agitation of molecules

which we call heat.”

The distinction between work and heat corresponds to the distinction between

available energy and dissipated energy. Maxwell clearly has anthropocentric con-

siderations in mind as he discusses the distinction between heat and work, calling
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the energy of heat ‘confused’ and work the energy we can ‘direct at pleasure’.

Myrvold sums up this view on the distinction between heat and work as means-

relativity : whether energy counts as heat or as work depends on the means we

have available to us to manipulate the system and extract useful work. One way

to view Maxwell’s Demon is as a way of making plausible the idea that the distinc-

tion is means-relative. While we humans cannot exploit the ‘confused agitation’ of

the molecules of the gas to extract work, the demon can and so to him, given his

means, the motion of the molecules is not confused or haphazard, but systematic

motion it can exploit to extract useful work. It is a small step from this view to

introduce the concept of ‘information’ and so we step into a vast and fascinating

literature on the status of information in physics.

We shall avoid that discussion, contenting ourselves with our conclusion that

the distinction between heat and work on the kinetic theory of heat is seen by

some as putting a kind of ‘human smell’ at the very foundations of the science

thermodynamics.5 This view should be taken seriously as a way of understanding

what thermodynamics is about. But it is not the only view of thermodynam-

ics’ foundations which exist in the literature: we move on to consider the next

characterisation.

2.1.2 The science of unobserved and observed degrees of

freedom

In this section, I examine the two other characterisations of thermodynamics that

exist in the literature. These characterisations stand in contrast to the first, in

5Bridgman (1961) wrote that thermodynamics “smells more of its human origin than other
branches of physics”.
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that they make no mention of heat or work as fundamental concepts.

The second view listed in the introduction characterises thermodynamics as

the study of physical systems with a very large number of degrees of freedom.6

For example, Kubo writes:

“Systems which are the objects of thermodynamics are macroscopic

entities called systems with extensions in space and time which are

accessible to normal processes of measurements. Such a system may

consist of a great number of material particles (e.g. molecules, atoms,

electrons, etc.) or of field quantities such as electromagnetic fields.

In either case, they are dynamical systems containing an extremely

large number of degrees of freedom. Systems composed of only a small

number of degrees of freedom are not the object of thermodynamics.”

(Kubo, 1968, p. 1)

The significance of having a large number of degrees of freedom is emphasised

by Callen:

“Thermodynamics is the study of the macroscopic consequences of myr-

iads of atomic coordinates, which, by virtue of the statistical averag-

ing, do not appear explicitly in a macroscopic description of a system.”

(Callen, 1960)

This large number of degrees of freedom allows us to consider the statistical

average of certain physical quantities, like the energy. To see briefly how this works,

6See, for example, Riedi (1988, p, xi), Kubo (1968, p 1) and Callen (1960). The sense in
which I am using the phrase ‘degrees of freedom’ here is liberal; I intend it to mean some variables
used to characterise the state of the system. This intended meaning distinguishes it from more
narrow readings of the phrase such as a variable appearing quadratically in the Hamiltonian or
as the sense used in Gibbs’ Phase rule where it refers to independent intensive parameters.
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take the standard textbook example of the ideal gas consisting of N particles. Let

these particles be distributed over the single particle µ-space according to some

distribution f(x,v) where f(x,v)dµ is the number of particles in some infinitesimal

region of µ-space. Then, the internal energy of this box of particles is the average

kinetic energy of the particles: U :=
∫∞
−∞(1/2)mv2f(x,v)dµ.

But it is important to recognise that this view is based on the assumption that

statistical mechanics is the reductive base for thermodynamics; in our example,

we are explicitly invoking the microphysics of the ideal gas and the distribution

of these microscopic particles in order to form the statistical average. On this

view, microphysics is taken to be fundamental, with the macroscopic properties

derived from statistical averaging. While the jury is still out on exactly how

thermodynamics reduces to statistical mechanics, it is a very plausible assumption.

But, as reasonable as it sounds, it should not be necessary to invoke statistical

mechanics at the point of asking what thermodynamics is. We should be able

to describe thermodynamics on its own terms, without viewing it as ‘the subject

which is reduced by statistical mechanics’ in much the same way as we are able

to describe classical mechanics on its own terms, without having to describe it as

‘the subject which results from taking the classical limit of quantum theory’. If

we are after a characterisation of thermodynamics which does not appeal to other

theories, then this second characterisation will not do.

The third view characterises thermodynamics as the science founded on the dis-

tinction between the observed and unobserved degrees of freedom.7 For example,

Adkins writes:

7Other examples of commentators who hold this view are Dugdale (1966), Sears and Salinger
(1975), Landsberg (1978, p. 1) and Uffink (2007, p. 925).
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“[A]lthough its application had at first been restricted to thermal en-

gineering, its laws were soon recognized to be of such great generality

as to be useful and important in many other branches of science also.

Thermodynamics sets out to describe and correlate the directly ob-

servable properties of substances: the volume of a gas, the expansion

of a wire, the polarization of a dielectric. The laws of thermodynam-

ics enable us to interrelate the macroscopic quantities without making

any microscopic assumptions at all. The great generality of thermody-

namics is a direct consequence of this. It is precisely because it avoids

microscopic theories that it is so valuable.” (Adkins, 1983, emphasis

added)

This characterisation stands opposed to the second one we considered: while

the second characterisation explicitly appeals to the microscopic components of the

system as the basis for statistical averaging, this third characterisation explicitly

ignores them, claiming that the generality and value of thermodynamics stems

from its consideration of only macroscopic quantities. This approach may be seen

as an effort to say what thermodynamics is on its own terms rather than appealing

to statistical mechanics as the reductive base.

We must take more care, however, to state this third view as precisely as we can.

To start, Adkins seems to be conflating the microscopic/macroscopic distinction

between the unobserved/observed distinction. Initially, this does seem plausible,

but on closer inspection is not quite right. Firstly, it depends heavily on what

we mean by ‘observed’: can degrees of freedom count as observed through an

electron microscope? Is there some arbitrary scale above which degrees of freedom
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count as macroscopic? This is the subject of a large philosophical literature and

we will not enter into it here. But it is clear at least that microscopic does not

necessarily imply unobserved and so these distinctions do not always match up.

In the following, I will take this third characterisation of thermodynamics to be

expressed in terms of the observed/unobserved distinction.

As it stands, it is rather unclear what the precise nature of the relationship

between the observed and unobserved degrees of freedom is. Adkins gives the

impression that the unobserved degrees of freedom are completely ignored or are

irrelevant to the study of thermodynamics. In a sense this is true, but I think it

would be wrong to infer from this that the unobserved plays no role whatever in

thermodynamics.

As when doing any philosophy, we must take care to say what we mean by the

words that we use. Therefore, to make this third characterisation clearer, and to

see more precisely what it implies about the relationship between unobserved and

observed physics, I will enlist the help of Burke (1985, p. 108), by paraphrasing

his presentation of this characterisation of thermodynamics:

Thermodynamics is the study of thermodynamic systems. These systems are

defined to be physical systems with both ‘unexamined’ or ‘unmeasured’ degrees

of freedom and ‘measured’ degrees of freedom.8 The unmeasured degrees of free-

dom might, for example, be the translational degrees of freedom of the individual

atoms in an ideal gas. The measured degrees of freedom might be, for example,

the mole number or volume of the ideal gas. The configuration space of the ther-

8The terms ‘unexamined’ and ‘unmeasured’ are those used by Burke and are taken by him
to be synonymous. My presentation will also take these to be synonymous with each other
and with ‘unobserved’. There is much to be said about the relationship between measurement
and observation, but I will avoid discussion of the philosophical analyses of these concepts, and
assume that the measured/unmeasured and observed/unobserved distinction are the same.
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modynamic system is a manifold whose points represent the thermodynamic state

of the system. The manifold is given coordinates representing the measured de-

grees of freedom plus one representing the unmeasured degrees of freedom. This

coordinate is called entropy.

Burke’s exposition of thermodynamics gives us a much better idea of the dif-

ferent roles observed and unobserved degrees of freedom play in the foundations

of thermodynamics. We begin by acknowledging that the physical system under

study has some degrees of freedom. Some we can measure and observe, like volume

and mole number. Others, we cannot measure and observe: they are ‘hidden’. But

this is not to say that we ignore them completely; we cannot, since these degrees

of freedom, taken together, can still store energy which can be measured. What

we can ignore, however, is the exact nature of the individual degrees of freedom.

For example, the ideal gas has a very large number of degrees of freedom from the

translational degrees of freedom of the individual atoms. But for the purposes of

doing the thermodynamics of the ideal gas, we do not even need to know the true

unobserved nature of the gas (that it is made up of atoms with translational de-

grees of freedom). We merely need to acknowledge that there are some unobserved

degrees of freedom which can store energy, whatever they may be, and lump them

together in a single degree of freedom called entropy.

We now have two main contenders for answers to our question: the first, relying

on the distinction between heat and work and the third, relying on the distinction

between unobserved and observed degrees of freedom. Superficially, they appear

to be very different. Can we say anything more about the link between these two?

There is a way to bridge this gap and it is stated9 most concisely by Tschoegl

9The same idea is also stated by Callen (1960, p. 7)
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(2000):

“Work is transfer of energy to the macroscopically observable coordi-

nates of motion of the constituents of matter.

[...]

Heat is transfer of energy to the macroscopically unobservable (or hid-

den) coordinates of motion.” (Tschoegl, 2000, p. 4)

We thus have a clear link between the concepts of heat/work and observed/unobserved

degrees of freedom which allows us to unify these two characterisations. In this

third characterisation, however, heat and work no longer appear as the primitives

that they were in the first. They each receive an analysis in terms of energy trans-

fer to the degrees of freedom of the system. We are now in a position to compare

the first and third characterisations of thermodynamics.

This third characterisation brings a new perspective to the heat/work distinc-

tion: since heat is now viewed more generally as energy transfer to the unobserved

degrees of freedom (the entropy), it can now be interpreted as a work term, mean-

ing that the heat/work distinction (which views heat as an altogether different

transfer of energy to work) collapses. To illustrate: suppose we have two volumes

of gas separated by a piston with each volume at different pressures and volumes

p1, V1 and p2, V2 where p1 > p2. If the piston is allowed to move, the pressures will

equalise. More precisely, the gas with the higher pressure does work on the gas

with the lower pressure and energy is transferred from the degree of freedom V1 to

the degree of freedom V2. In an analogous way, suppose we have two volumes of gas

at different temperatures T1 and T2 where T1 > T2 which are brought into thermal

contact. Roughly speaking, the temperatures will equalise and heat will flow from
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gas 1 to gas 2. More precisely, the gas at T1 does work on the gas at T2 and en-

ergy is transferred from the entropy degree of freedom S1 to the entropy degree of

freedom S2. Under the first characterisation of thermodynamics, these processes

would have been classified as distinct; in the first case, one system does work on

another; in the second case, heat flows from one system to another. Under this

third characterisation, these processes are both cases of one system doing work on

another. The only difference is the ‘type’ of degree of freedom the energy is trans-

ferred between: in the first case, energy is transferred between an ‘observed’ degree

of freedom, the volume, while in the second case energy is transferred between the

aggregate of the ‘unobserved’ degrees of freedom, the entropy. This perspective

on things has the merit of explaining Myrvold’s observation, quoted above, why

heat transfer and work transfer share the feature that they both impart motion to

parts of the system.

In light of this, the third characterisation allows us to reassess the role that

anthropocentric considerations such as means-relativity play in the foundations of

thermodynamics. In the first characterisation, they played a key role in defining

the concepts of heat and work on which the formulation of the laws rests. And

now, just as before, where the challenge arises to say what grounds the distinction

between heat and work, so the challenge arises now to say what is the distinction

between the degrees of freedom which get aggregated into the entropy variable

and those which do not. In this section, we have referred to this distinction,

in line with other authors, as the ‘unobserved/observed’ distinction and readers

will be forgiven for thinking that this implies that observation, measurement or

some other essentially anthropocentric considerations lie at the foundations of

thermodynamics. However, this reference to observation is a little unfortunate,
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in that the philosophical study of observation has shown us that there is no easy

way to characterise this distinction in a non-vague or non-arbitrary way. In fact,

appealing to anthropocentric considerations such as observation, measurement and

means is not necessary to say what the science of thermodynamics is. To do

this, it will be helpful to form a direct comparison of how the first and third

characterisations define thermodynamics.

The first characterisation states that thermodynamics is based on a distinction

between two types of energy transfer between systems: heat and work. Adopting

the anthropocentric, means-relative way of grounding this distinction, work is

defined to be ‘useful energy, relative to our means’ and heat is defined to be

‘not useful energy, relative to our means’. Heat and work, the basic foundational

concepts of this characterisation, are therefore defined in anthropocentric terms.

Changing the available means changes the relative proportion of energy which

counts as heat or work. We therefore need to specify our available means in order

to model a system in thermodynamics. But we don’t need to specify the means in

order to say what thermodynamics is in the first place; what defines the science

thermodynamics is the fact that there is some distinction between heat and work

relative to our means, whatever those means may be.

The third characterisation says that thermodynamics is based on a distinction

between two types of degrees of freedom of the system under study: those which

are treated together as the aggregate degree of freedom, called entropy, and those

which are not. The heat transferred is defined as the work done on or by the

entropy degree of freedom. While we introduce a distinction between two types

of degrees of freedom, we assimilate heat into the work terms and collapse the

heat/work distinction of the first characterisation. Now, a specification of which
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degrees of freedom are aggregated into the entropy variable is needed to create a

specific model of a physical system in thermodynamics and such a specification

may well depend on anthropocentric considerations such as means, observation

or measurement. But, in just the same way as we did not need to specify the

means in order to define thermodynamics under the first characterisation, we do

not need to specify here which degrees of freedom to aggregate into the entropy

variable in order to define thermodynamics. Under this third characterisation,

what defines the science of thermodynamics in the first place is the fact that there

is the entropy variable which aggregates some degrees of freedom, whatever those

may be, and whatever considerations, anthropocentric or not, go into determining

which degrees of freedom we aggregate into the entropy variable.

With these two characterisations side by side, we can see that the third char-

acterisation ‘demotes’ anthropocentric considerations from the definitions of the

central concepts of thermodynamics to the point of specifying a concrete ther-

modynamic model of a physical system. More precisely, such considerations may

enter at the point of specifying the variables with which to define the state of the

system.

In the following, I will adopt the third characterisation of thermodynamics

on the basis that it captures the essential features of the first characterisation

more generally and precisely. In the next Section, I describe the formalism of this

formulation of thermodynamics.
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2.2 Geometric Thermodynamics

The formalism of the third characterisation of thermodynamics is known as geo-

metric thermodynamics. In this Section, I will present its formalism and concepts10

adopting a postulate approach before commenting on its historical and philosoph-

ical significance.

Postulate 1. The states of the thermodynamic system are represented by points

in the configuration space: a (k + 1)-dimensional smooth real manifold M with

global coordinates (X0, X1, X2..., Xk) known as extensive variables, where U := X0

is called the internal energy and S := X1 is called the entropy.

The configuration variables X0 and X1 are singled out as ‘special’ in this for-

malism. Indeed, we will see that the energy and the entropy are concepts which

play a central role in interpreting thermodynamics and in expressing the first and

second laws of thermodynamics in this formulation. The interpretation of the other

variables Xi, i > 1 depends on the type of physical system under study, but for a

simple gas may represent quantities like the volume V and mole number N . The

reason for calling these variables extensive will be the subject of further discussion

in the next Section.

Postulate 2. There exists a smooth function f between the extensive variables

U = f(S,X2, ..., Xk) (2.2.1)

defining a k-dimensional surface in M .

10The formalism I present largely follows Callen (1960) but the theory has been equivalently
expressed using the mathematics of contact manifolds by Hermann (1973), Burke (1985), Arnold
(1990) and Mruga la (1978) and Mruga la (2000), all of whom in fact cite Gibbs (1878), Gibbs
(1873b), and Gibbs (1873a) as the original expression of this formulation of thermodynamics.
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This postulate leaves the functional form of f wide open and does not constrain

its mathematical properties. This is important because we do not wish to exclude

by postulation certain physical systems from being modelled as thermodynamic.

However, we will single out for discussion a certain, particularly simple, subset of

thermodynamic models whose fundamental relation has the following properties:

(a) f is a first-order homogeneous function of S,X2, ..., Xk:

f(λS,X2..., λXk) = λf(S,X2..., Xk) (2.2.2)

for every positive real number λ and for all S,X2 . . . , Xk.

(b) U is a monotonically increasing, surjective function from S to the real numbers,

all other variables held fixed.

(c) U is a convex function of its arguments. This convexity property will be

discussed in more detail below.

The existence of Equation (2.2.1) which Gibbs referred to as the ‘fundamental

relation’, expresses in ‘integral form’ what is more familiarly known as the first

law of thermodynamics. To see this, we take derivatives of both sides and express

the fundamental relation as

dU = TdS +
k∑

i=2

PidXi (2.2.3)

where the Pi := ∂f/∂Xi are called intensive parameters with T := ∂f/∂S called

the temperature. Being partial derivatives of f , the Pi are functions of X1, ..., Xk:
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Pi = Pi(X1, ..., Xk) (2.2.4)

Writing the intensive parameters as such functions, they are known as the equations

of the state.

We would like to be able to identify a model of thermodynamics with the same

precision as we do in classical and quantum mechanics, each of which is equipped

with a precise definition of the mathematical structure of their models. For ex-

ample, a model of Hamiltonian mechanics is a symplectic manifold, and a model

of quantum mechanical system is a Hilbert space with an algebra of observables.

However, standard texts in the philosophy and physics of thermodynamics yield

no such precise definition. A thermodynamic system is sometimes vaguely charac-

terised a ‘portion of the universe’ which we select for investigation (Adkins, 1983;

Sears and Salinger, 1975). More common in treatises on orthodox thermodynam-

ics is to emphasise the distinction between the system and the environment. For

example, Kondepudi and Prigogine (1998, p. 4) write: “Thermodynamic descrip-

tion of natural processes usually begins by dividing the world into a ‘system’ and

its ‘exterior’, which is the rest of the world.” This is all very well, but it does not

give us a precise characterisation of the subject’s target of study.

Slightly more enlightenment is achieved by commentators on geometric thermo-

dynamics and related formulations. Callen (1960, p. 8) defines a simple system as a

physical system which is “macroscopically homogeneous, isotropic, uncharged, and

chemically inert, that are sufficiently large that surface effects can be neglected,

and that are not acted on by electric, magnetic, or gravitational fields.” Callen’s

definition introduces the property of being macroscopically homogeneous as an
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essential property of thermodynamic systems. This is certainly a step towards

greater conceptual precision, but is not yet adequately formalised.

Tisza (1961, p. 7) defines a Thermodynamic Simple System to be “a finite

region in space specified by a set of [configuration] variablesX0, X1, ..., Xk.” Tisza’s

definition introduces the idea that the state of a thermodynamic system is specified

by the k+1 extensive configuration variables. This aspect of the definition is also a

step in the right direction, but does not include homogeneity of the thermodynamic

system, something Tisza himself emphasised elsewhere (Tisza, 1961, p. 23).

Perhaps the most precise definition is to be found in the formulation of geomet-

ric thermodynamics in the language of contact geometry11. To briefly introduce

it: begin by defining the contact manifold as the pair (N, θ). Here, N is the

thermodynamic phase space, a (2k + 1)-dimensional space, the ‘contact bundle’,

constructed out of the (k + 1)-dimensional configuration space M by taking the

union of the cotangent spaces at every point p ∈ M . θ is the so-called contact

form: θ = dU + TdS +
∑k

i=2 PiXi. Now let I be a k-dimensional submanifold of

N and φ : I → N the imbedding of I into N . We say that I is an integral sub-

manifold if φ∗θ = 0. Finally, we say that a thermodynamic system is represented

in the contact manifold by the k-dimensional integral submanifold of θ = 0.

This definition is extremely rich and clearly requires a lot of mathematical

structure. We shall not delve into the intricate details of contact geometry, since

the full-blown machinery is not necessary for our purposes. The point of briefly

introducing it is to demonstrate that it is possible to achieve a characterisation of

thermodynamic systems to the same degree of precision as our characterisation of

classical and quantum systems. In the following, we shall take this definition of

11See Arnold (1990), Mruga la (2000), Mruga la (1978), Burke (1985), and Hermann (1973).
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thermodynamic system in terms of contact geometry as inspiration, simplifying it

greatly while retaining its essential content. Based on Posulates 1 and 2, we define

a thermodynamic system as follows.

Thermodynamic System. A thermodynamic system is the pair (M, f), where

M is a (k + 1)-dimensional manifold with global coordinates U, S,X2, ..., Xk and

U = f(S,X2, ..., Xk) where f is the fundamental relation.

It shall also be necessary to give a precise definition of composite system and

subsystem. While many commentators on thermal physics seem to deem it neces-

sary to draw attention to the distinction between composite system and subsystem,

this relationship is rarely made precise. For example, Callen (1960, p. 23) writes:

“Given two or more simple systems, they may be considered as constituting a sin-

gle composite system.” He does not spell out exactly how they may be considered

as such, and does not say precisely what the mathematical relationship is between

the composite system and the subsystem.

Tisza (1961) recognises the problem of stating this relationship precisely:

“We have mentioned that the key to the continued development of

thermodynamics lies in those assumptions that are usually not explic-

itly mentioned. Among the most significant of these is the assumption

of a constructive principle.” (Tisza, 1961, p. 6)

By ‘constructive principle’, Tisza means some way of building a thermodynamic

system (the composite system) out of other thermodynamic systems (the subsys-

tems). Thus, in addition to his definition of a thermodynamic simple system,

given above, he also introduces the following definition of composite system: “A
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conjunction of spatially disjoint simple systems. A composite system is obtained

by uniting separate systems or by partitioning a single system. The simple sys-

tems that form the composite systems are called its subsystems” (Tisza, 1961,

p 7). This is still lacking in the mathematical and formal precision required for

this concept to be useful; what does it mean to ‘unite’ systems into a composite?

And what does it mean to ‘partition’ a simple system into subsystems? Tisza pro-

vides the answer in the form of the Additivity postulate: “In a composite system

Xi =
∑

aX
(a)
i where the summation is over the subsystems. The quantity on the

left belongs to the composite system.” (Tisza, 1961, p. 8). With this postulate,

Tisza has provided a precise way in which we may understand the relationship

between the subsystems and their composite.

Tisza’s definition works in tandem with his definition of thermodynamic sys-

tem. Since my thermodynamic system is different from Tisza’s, I will need to

propose a definition of composite system which works in tandem with my ther-

modynamic system definition. Tisza’s definition essentially defines the variables

of the composite system as a specific function of the variables of the subsystems

(add them). Mine will also do this, but departs from Tisza’s in two significant

ways. First, I generalise Tisza’s idea by allowing the variables of the composite to

be any function of, not just the sum of, the variables of the subsystems12. Second,

I specify explicitly the need for the fundamental relation of the composite system

to satisfy Postulate 2.

Suppose we have k thermodynamic models M(1), . . . ,M(k), whose manifolds

12Looking forward, my reason for generalising Tisza’s definition in this way is to help us under-
stand thermodynamic mixtures. I will propose that we should endeavour to understand mixtures
as composite systems where the subsystems are the individual components of the mixture. The
mixture’s configuration variables, I will argue, are not simply sums of variables of the individual
subsystems.
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are each given coordinates (U (i), V (i), N (i)) for each i = 1, ..., k. I propose to define

the composite of these individual thermodynamic models as follows.

Composite System. A composite system is the (n+1)-tuple (M(1), . . . ,M(n),M)

whereM(1), . . . ,M(n) are n thermodynamic models whose manifolds M (i) may be

given global coordinates X
(i)
1 , . . . , X

(i)

dim(M(i))
for i = 1, . . . , n andM is a thermody-

namic model whose manifold M can be given global coordinates X0, X1, . . . , Xm

each of which is a function of the coordinates X
(i)
1 , . . . , X

(i)

dim(M(i))
for all i. For each

i = 1, . . . , n, we say that M(i) is a subsystem of the composite system.

Specifying that the coordinates of the composite system must be functions of

the coordinates of the subsystems incorporates an important assumption about

the relation between the composite system and its subsystems, namely that the

composite system supervenes on its subsystems: there may be no change in the

composite system without some change in the subsystems. I do not claim that this

is the only definition of composite system possible—there may well be others—but

I do claim that it relies on a plausible thesis about the relation between composite

systems and their subsystems. It is also essential that the fundamental relation f

of the composite system satisfy Postulate 2, for otherwise (M, f) would not be a

thermodynamic system.

My justification for pursuing a precise definition of composite system is, in fact,

the very same as Tisza’s (Tisza, 1961, p. 12): to be able to state the second law

of thermodynamics. It is not supposed to be obvious that the very statement of

the second law depends on a precise relationship between a composite system and

its subsystems. But in Section 2.2.4 I will argue that it is the case.

With these definitions and postulates in place, we will now proceed to discuss
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them and explain the physical and philosophical significance of this framework.

2.2.1 Postulate 1: Energy and Entropy

In orthodox thermodynamics, energy and entropy are given starring roles in its

foundations through the first and second laws which imply the existence of the

state functions energy and entropy respectively. In the geometric formulation,

energy and entropy also take on foundational roles. This is clear in Postulate 1, in

which we see that the interpretation of the configuration variables X0 and X1 is

always energy and entropy, respectively. In this section, we discuss how the precise

nature of the roles of energy and entropy in the geometric formulation parts in

two significant ways from the nature of their roles in orthodox thermodynamics.

The first way in which the geometric and orthodox formulations part is in

the fact that energy and entropy are treated as conceptually fundamental in the

geometric formulation while they are derived in the orthodox formulation. To see

this, recall from our discussion of Clausius that the existence of the internal energy

U is a consequence of the First Main Principle: assuming heat and work as two

fundamental modes of energy transfer, together with the Principle, implies that

there exists this state function U . Regarding entropy, recall our discussion above

that the existence of the fundamental relation which gives the energy as a function

of the other configuration variables implies a version of the more familiar first law

of thermodynamics; if we take the differential of the fundamental relation, we get

Equation (2.2.3): dU = TdS +
∑

i PidXi. Compare this with Equation (2.1.1):

dU = dQ + dW . Notice that in the orthodox first law, heat is a fundamental

concept while the entropy S is derived: in Clausius’ mathematical development of
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his Second Main Principle, he shows that the state function entropy exists while

taking heat and temperature13 as given. This contrasts with Equation (2.2.3)

where entropy is taken to be fundamental and temperature is defined to be the

derivative of the energy with respect to the entropy. Heat has so far made no

appearance in the geometric formulation of thermodynamics, and actually requires

more mathematical structure than has so far been presented in order for it to be

defined.

One might wonder whether these assumptions, rather than derivations, of the

existence of energy and entropy functions count as a point against adopting the

geometric formulation of thermodynamics; while the existence of the entropy func-

tion is simply postulated in the geometric formulation, great care is taken in the

orthodox formulation to derive it. This could potentially lead to Russell-type ac-

cusations against the geometric formulation of theft over honest toil. However,

this is not entirely fair. In the geometric formulation, entropy is not simply in-

troduced without further comment: considerable effort is expended in justifying

its inclusion as one of the configuration variables with a special interpretation: an

aggregate variable of the unobserved degrees of freedom. Furthermore, entropy

being a derived concept in orthodox thermodynamics does not necessarily make it

a ‘better’ theory. Different formulations of the same science are different theories

with the ability to ask and answer different types of questions.

This point of contrast between the orthodox and geometric formulation resur-

faces as another point of difference between the theories: in the orthodox formula-

tion, processes (coming in the various flavours of cyclic, reversible, irreversible and

quasistatic) between states take on fundamental roles in the development in the

13Indeed, even the existence of absolute temperature depends on the Second Main Principle.
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theory; the existence of the energy and entropy functions could not have been done

without them. By contrast, the geometric formulation places the foundational em-

phasis squarely on states ; by assuming the existence of energy and entropy from

the outset, we are able to immediately characterise the state of the system; pro-

cesses play no foundational role here. It is for this reason that this formulation is

sometimes known as thermostatics.

Now, one might well wonder about the relative merits of these two formula-

tions. If one is more operationally minded, then perhaps the orthodox version

appeals, given its meticulous derivation of energy and entropy in terms of more

operationally understood notions of heat and work. On the other hand, if one

is perhaps more axiomatically minded, the geometric formulation might appeal.

Assuming the formulations are empirically equivalent14 one’s choice between them

becomes partly a matter of taste, and I choose to adopt the geometric formulation

of thermodynamics in this thesis. Such matters of taste may be philosophical and

concern the well-definedness of certain concepts. Norton (2016) discusses the the

notion of a reversible process in thermodynamics and argues that standard expo-

sitions of the concept are internally contradictory. Norton argues that this defect

can be remedied by giving a definition of the concept which does make sense and

is able to ground all standard thermodynamic reasoning. If one is worried by the

notion of thermodynamic reversibility, this might give one reason to adopt ther-

mostatics. On the other hand, one might be worried by the conceptual priority

given to energy and entropy in thermostatics, in which case one may choose to

adopt the orthodox formulation.

14I see no reason why they should not be so. I know of no phenomenon which is captured
by one theory and not by the other, nor am I aware of any discussion on this matter in the
literature.
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The second way in which the formulations part regards the widespread inter-

pretation of the orthodox first law as a special case of the energy conservation

principle. We must be careful here, because energy conservation is a principle

from mechanics and does not obviously carry over into thermodynamics. In me-

chanics, energy conservation is the claim that the hamiltonian h is invariant under

the phase flow map φt associated with the vector field Ha generated by the hamil-

tonian. Stating this principle in hamiltonian mechanics therefore requires the

symplectic structure of the phase space and an interpretation of the phase flow as

‘flow through time’. Thermodynamics does not have this structure and we have

not even defined the notion of ‘flow’ or ‘process’. It is therefore not helpful to think

of the first law of thermodynamics as energy conservation in this sense. Perhaps

a more helpful way of conceptualising the fundamental relation is as giving the

energy of the thermodynamic system as a function of its degrees of freedom, in

just the same way as the Hamiltonian gives the energy of a mechanical system as a

function of its degrees of freedom. Seen this way, the existence of the fundamental

relation is the claim that the energy of the thermodynamic system is determined

entirely by the values of the thermodynamic system’s degrees of freedom which

may, at a stretch perhaps, be interpreted as some kind of energy conservation.

Adopting this interpretation of the first law, we gain an insight into the role of

the configuration variables as the system’s degrees of freedom and hence implies

an interesting interpretation of the entropy: U is a function of S, and if U is to

be interpreted as a function of the degrees of freedom, then entropy is a degree of

freedom. Interpretations of entropy, both thermodynamic and statistical mechan-

ical, abound in an extremely large literature involving entropy’s connection with

concepts such as time, information and disorder. Compared with these, the inter-
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pretation of entropy suggested here is very little discussed, even among adherents

of the geometric formulation. The clearest statement of this interpretation is by

Burke (1985) which I have already been briefly mentioned in Section 2.1.2. I shall

expand on this interpretation a little more here.

Entropy interpreted as a degree of freedom of a thermodynamic system is a

crucial assumption in the foundations of thermodynamics. As is clear from the

postulates above, every thermodynamic system has some number of degrees of

freedom (the configuration variables) the particular nature of which depend on

the kind of physical system under study but one of them is always entropy: the

energy of the ideal gas is a function of S, V,N where V is the volume and N is

the mole number, the energy of a magnetic thermodynamic system is a function

of S,B where B is the magnetic field, the energy of a liquid surface is a function

of S,A where A is the surface area. We may say that what makes a model of

a system ‘thermodynamic’ is the inclusion of the entropy as a ‘special’ degree of

freedom distinct from volume, mole number and the like. But what exactly is this

distinction? The entropy is the aggregate of all the ‘hidden’ degrees of freedom

which are not directly measurable. The simple ideal gas is the perfect example: a

gas of N monatomic particles has 3N translational degrees of freedom. These are

not individually modelled in thermodynamics, but they still can store measurable

energy, just as the volume degree of freedom can. We project all these transla-

tional degrees of freedom on to one aggregate thermodynamic degree of freedom,

the entropy, acknowledging that energy may flow into and out of these degrees of

freedom, but ignoring their precise nature. What makes thermodynamics so pow-

erful and general is its ability to acknowledge that physical systems have certain

degrees of freedom which can store energy but which may not be accessible or even
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known. Through the entropy degree of freedom, thermodynamics has the ability

to model physical systems where we do not have access to some of its physics or

where we choose to deliberately ignore the nature of some of its degrees of freedom.

Postulates 1 and 2 are minimally sufficient to characterise a thermodynamic

system. That is, is is sufficient for a physical system to be modelled as thermody-

namic that it has an entropy degree of freedom and that there be a fundamental

relation defined a k-dimensional surface in the (k + 1)-dimensional space. How-

ever, as already mentioned, Postulate 2 leaves the mathematical properties of f

completely unspecified in order that no physical system is excluded by postulation

from being modelled as thermodynamic. But, for now, we may consider a partic-

ularly simple class of thermodynamic models whose fundamental relation satisfies

the properties of homogeneity, monotonicity and convexity. This serves not only

to highlight the physical systems under consideration in this thesis but also serves

to bring our attention to thermodynamic systems where these assumptions do not

apply.

2.2.2 Postulate 2 (a): Homogeneity

The homogeneity postulate may be interpreted as stating that thermodynamic sys-

tems have a scaling symmetry, capturing the idea that physical systems modelled

as thermodynamic ‘look the same’ on all scales, that is, they are homogeneous.

The postulate also supplies the reason for calling the configuration variables exten-

sive. To see this more precisely, take the configuration variables {U, S,X2..., Xk}

defining the state of the thermodynamic system and define a new set obtained by

multiplying each by some positive real number λ: {λU, λS, λX2..., λXk}. If we
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interpret the variables {U, S,X2..., Xk} to be necessary and sufficient for charac-

terising the ‘quantity’ of a substance, then there is a sense in which the state of the

system defined by the variables {λU, λS, λX2..., λXk} is ‘like’ the system defined

by variables {U, S, ..., Xk} and yet also ‘different’: the variables correspond to a

different quantity of the same substance, related to the previous quantity by the

scaling parameter λ. The precise sense in which this new system is ‘like’ the old

one is if the fundamental relation is invariant under the transformation Xi → λXi.

Applying this transformation, Equation (2.2.1) becomes

λU = f(λS, λX2..., λXk). (2.2.5)

If f is a first-order homogeneous function of the variables S,X2..., Xk, i.e. if it

satisfies the homogeneity assumption of Equation (2.2.2), then we have

λU = f(λS, λX2..., λXk) = λf(S,X2..., Xk) =⇒ U = f(S, ..., Xk). (2.2.6)

That is, if f is a first-order homogeneous function of the variables S,X2..., Xk, the

scaling transformation Xi → λXi is a symmetry of the fundamental relation. It is

in this mathematical sense that thermodynamic systems are homogeneous.

This interpretation of 2(a) gives us some much needed insight into the alterna-

tive nomenclature of the configuration variables as ‘extensive’ stated in Postulate

1. Extensive variables are typically characterised in two ways. The first way states

that extensive variables are those which scale with the size of the system. For ex-

ample, Kondepudi and Prigogine (1998) write that the variables “such as volume

and mole number, which are proportional to the size of the system, are called
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extensive variables.” The second way describes extensive variables as those which

are proportional to the the mass. For example, Kestin (1971, p. 8) writes: “A

property is called extensive if its value in such a system is proportional to mass.”

and Sears and Salinger (1975, p. 3) write: “Those properties of a system in a

given state that are proportional to the mass of a system are called extensive.”

However, these characterisations of extensivity are not adequate. The first way is

ambiguous: what is meant by the system’s size? Is it the volume? Mole number?

Both? The second way is not sufficiently general: mass is not guaranteed to be

a variable that characterises a thermodynamic system. Plausibly it might be one

of the variables used in defining the state of a gas where we convert the volume

into mass by multiplying by the density or convert the mole number into mass by

multiplying by the mass per particle. But what if the thermodynamic system’s

state is not characterised by mole number or volume?

In the geometric formulation and on this interpretation of 2(a) we gain a precise

understanding of what it means for a variable to be extensive. They are simply the

configuration variables in terms of which the fundamental relation is defined and

whose scaling preserves the functional form of the fundamental relation. This way,

we avoid ambiguity in the word ‘size’ and we also avoid ‘brute fact’ claims often

seen in the discussion of extensivity that volume and mole number are ‘obviously’

extensive. Extensivity, as characterised here, is a formal notion, independent of

what physical interpretation the configuration variables have.

Not all physical systems which we may wish to represent as thermodynamic

models ‘look the same on all scales’, however. One salient example is systems

in which more than one phase of the substance exists. Such systems and phase

transitions themselves are modelled in thermodynamics and are precisely the cases
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in which the homogeneity assumption breaks down. Although such systems are not

explicitly my concern in this thesis, it is worth noting briefly how the conceptual

connection between the assumption of homogeneity and phase transitions comes

about. Callen (1960, p. 136) shows that any homogeneous fundamental equation

is consistent with certain stability criteria, and that when external constraints

on certain variables change their values such that they begin to conflict with the

stability criteria, phase transitions occur.

2.2.3 Postulate 2 (b): Monotonicity

The monotonicity expressed in 2(b) implies that the fundamental relation is invert-

ible: Equation (2.2.1) may be written as S = g(U,X2, ..., Xk) where the function

g results from rearranging Equation (2.2.1) to make S the subject. To prove this,

it suffices to show that f is injective. For then f : S → R is a bijection and thus

has an inverse. The injective property of f follows immediately from the assump-

tion that U is a strictly monotonically increasing function of S. This property is

expressed as follows. f : X → Y is a strictly monotonically increasing function

iff: if x > y then f(x) > f(y). It follows that if x ̸= y then f(x) ̸= f(y) which is

exactly the injective property.

If the fundamental equation is written with U the subject then we say that it

is expressed in the energy representation; if it is written with S the subject then

it is the entropy representation. 2(b) also implies that ∂U/∂S > 0 which, together

with the definition T := ∂U/∂S is the claim that temperature is non-negative.

Some fundamental relations may not be monotonic. These, then, admit the

possibility of negative absolute temperatures, in the sense that adding energy to the
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system will make the entropy decrease. A standard example of this phenomenon is

population inversion in laser physics. Nuclear spin systems cited by Ramsey (1956)

are early examples of physical systems exhibiting negative temperature behaviour.

Whilst the vast majority of physical systems will have monotonic fundamental

relations when modelled in thermodynamics, we would not want to exclude those

systems which exhibit negative temperature behaviour.

2.2.4 Postulate 2 (c): Convexity

The convexity property of the fundamental relation in the energy representation15

is the home of the second law of thermodynamics in the geometric formulation. In

detail, the convexity property means the following:

Convexity. The function f(X1, ..., Xk) is convex iff, for all i and for any values

X ′
i, X

′′
i ⩾ 0 for all i and for any α ∈ (0, 1):

f(αX ′
1 + (1−α)X ′′

1 , ..., αX
′
k + (1−α)X ′′

k ) ⩽ αf(X ′
1, ..., X

′
k) + (1−α)f(X ′′

1 , ..., X
′′
k )

(2.2.7)

To understand the sense in which this postulate encodes the second law, I will

employ the help of Wightman (1979) who attempts to demonstrate just such a

claim. But before we even delve into Wightman’s argument, we must draw at-

tention to the inevitable question: which second law? A cursory survey of the

literature in the foundations of thermal physics reveals a great number of versions

15If the fundamental relation is inverted to express the postulates in the entropy representation
then 2(c) would be expressed as the assumption that S is a concave function of its arguments.
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of the law16. Here, and without further discussion, I am going to adopt the ver-

sion of the law adopted by Gibbs and subsequent authors adopting his approach.

Roughly speaking, this ‘Gibbsian’ version of the law states that the values of the

extensive variables of subsystems of a composite system, in the absence of any in-

ternal constraints, are those which minimise the energy17 of the composite system.

Before establishing the link between convexity and the second law, I will spell out

the Gibbsian version of the law in more detail in order to understand fully what

it says and how it works.

For example, suppose we have a box of gas (the composite system) divided up

into two halves (the subsystems) of different pressures, separated by an immovable

piston (the internal constraint). Question: what happens to the volumes when the

piston is allowed to move? The intuitive picture we have in our minds is of the

piston moving until the two halves of the box have reached equilibrium and the

pressures have equalised. This intuition can be formulated as a precise consequence

of the second law; the volumes of the two halves of the box which are attained

after the removal of the constraint on the volume may be calculated by minimising

the energy with respect to the constraint that the two volumes sum to the volume

of the entire container. Because of this, the second law may be seen as a definition

of equilibrium: we say that the system is in equilibrium (with respect to volume)

when the the volumes of the two halves take on values which minimise the energy.

Let us now state the second law with full precision.

Consider a thermodynamic system with extensive variables X0, ..., Xk. The

16The locus classicus for this subject is Uffink (2001) in which every conceivable version of the
second law is discussed.

17Or, if we are in the entropy representation, maximise the entropy. It is interesting to note
that the second law of thermodynamics in this formulation is just as much to do with energy as
it is to do with entropy, if we assume the monotonicity of the fundamental relation.

64



first key step is to imagine this system to be composed of two subsystems such

that each subsystem (i) has variables X
(i)
K such that X

(i)
K = λ(i)XK for i = 1, 2

with λ(1) + λ(2) = 1. This implies that for some K, the X
(i)
K for i = 1, 2 may

take on any values consistent with X
(1)
K + X

(2)
K = XK (Note that this is exactly

Tisza’s definition of composite system, but only a special case of the definition I

gave above). This particular decomposition of the system into two subsystems is

sufficient for us to say what it means for the system to be in equilibrium18.

K-Equilibrium. Let (M, f) be a thermodynamic system with variables X0, ..., Xk

which is composed of n subsystems (M (i), f (i)) for i = 1, 2 such that X
(1)
K +X

(2)
K =

XK for all K = 0, ..., k. Then the values of the variables X
(i)
K which are at-

tained on the removal of the internal constraint are those such that the energy of

the composite system satisfies U(X0, ..., Xk) = inf
X

(1)
K +X

(2)
K =XK

{U (1)(X
(1)
0 , ..., X

(1)
k ) +

U (2)(X
(2)
0 , ..., X

(2)
k )}. If this condition on the subsystems’ extensive quantities is

satisfied we say that the composite system is in equilibrium with respect to the

variables XK , or more briefly, in K-equilibrium.

Note that the definition is indexed to an extensive variable XK ; we may choose

to minimise the energy with respect to any number of the extensive variables,

18Uffink (2001, p. 360) notes that, strictly speaking, the following criterion leaves the precise
nature of the equilibrium undetermined. What this condition actually gives us is the conditions
under which the entropy is at an extremum, i.e. dS = 0. This leaves open the possibilities
that d2S < 0 and d2S > 0, in which case we have entropy at a maximum (stable equilibrium) or
minimum (unstable equilibrium) respectively. The system may also exist at ‘local’ maxima which
are not the global maximum. Such states are known as metastable; supercooled water, which
remains liquid below its freezing point, is an example of a system in a metastable state. These
considerations indicate that this criterion is not one of equilibrium tout court. This obviously
limits the scope of the convexity assumption vis-à-vis equilibrium. But this doesn’t necessarily
count against this formulation of thermodynamics and its associated representation of equilibrium
and the second law. If anything, it is a virtue of this formulation that such distinctions and
categorisations are able to be made precisely and that it is able to point clearly at further
avenues at conceptual-philosophical research.
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each of which yields a particular kind of equilibrium. In our example above, we

removed a constraint on the volume, allowing the volume to ‘flow’ between the

subsystems resulting in mechanical equilibrium. Again, if we choose to minimise

the energy with respect to S, we get a system in thermal equilibrium. Minimising

U with respect to V yields mechanical equilibrium and with respect to N , chemical

equilibrium. In the special case where the system is in equilibrium with respect to

all extensive variables then we make the following definition:

Thermodynamic Equilibrium. A composite system is in thermodynamic equi-

librium if and only if the system is in K-equilibrium for all K.

With this development of the second law, we can clearly see the important role

played by a precise notion of composite system and subsystem. The second law

requires such a notion in order to express it; the law is about the flow of extensive

quantities between subsystems of a composite. To my knowledge, the first per-

son to be explicit about the importance of a composite/subsystem definition for

expressing the second law was Tisza (1961):

“We turn now to a methodological problem connected with the fact

that the [geometric] formalism deals only with states of equilibrium

while nontrivial results can be obtained only if processes are considered

at least to a limited extent. The nature of this problem is illustrated

by the following paradox: How are we to give a precise meaning to the

statement that entropy tends toward a maximum, whereas entropy is

defined only for systems in equilibrium? Thus in an isolated simple

system the entropy is constant, if it is defined at all.
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This difficulty is resolved in a natural way by the artifice of composite

systems that enables us to deal with more or less constrained equilib-

ria.” (Tisza, 1961, pp. 19–20)

The way I am reading this ‘methodological problem’ is as follows: since an

entropy can only be assigned to equilibrium states, and entropy is already at an

extremum in equilibrium states (per the definition of K-Equilibrium), how can we

make sense of talk of entropy changes as a result of the removal of constraints?

The resolution of the apparent paradox is to argue that, while the compos-

ite system is not in equilibrium before the constraints are removed, each of the

subsystems is in equilibrium. Thus each has a well defined entropy and thus, by

additivity, so does the composite. We therefore avoid the paradoxical conclusion

that when the entropy is defined, it must already be at an extremum; with the

artifice of composite systems, we can have a well-defined entropy which is not at

an extremum. We can therefore determine the final equilibrium state by finding

the values of the subsystems’ extensive variables which extremise the composite

system’s entropy. We may imagine the extensive quantities “flowing” between the

subsystems until the entropy is at an extremum. The beauty of this formulation

of equilibrium is that it uses the notion of composite and subsystems to analyse a

non-equilibrium concept in equilibrium terms.

However, it is also important to note what the puzzle is not, as I see it. Tisza

uses the phrase “tends toward a maximum” which is heavily process-laden lan-

guage, invoking the notion of changes of physical quantities with respect to time.

Thus, it might appear that the puzzle is to give a precise meaning to this notion of

the change of entropy in processes where no state in that process is an equilibrium

67



state, and thus, strictly speaking, no such state has a well-defined entropy. I do

not see that as the puzzle here, as I hope to have already indicated in my re-

sponse to Tisza in the previous paragraph. But if one does see this as the puzzle,

I acknowledge that it has no solution in this ‘state-fundamental’ formulation of

thermodynamics. Presumably, if one does want to make sense of such processes,

some kind of non-equilibrium thermodynamic theory would be necessary.

We are now in a position to understand the second law’s connection with the

convexity of the energy function. I will show, following Wightman (1979, pp. xiv–

xvi), that convexity implies and is implied by the second law. Let us begin with

the convexity of the energy function, stated again here for convenience:

Convexity. The function f(X1, ..., Xk) is convex iff, for all i and for any values

X ′
i, X

′′
i ⩾ 0 and for any α ∈ (0, 1):

f(αX ′
1 + (1−α)X ′′

1 , ..., αX
′
k + (1−α)X ′′

k ) ⩽ αf(X ′
1, ..., X

′
k) + (1−α)f(X ′′

1 , ..., X
′′
k )

(2.2.8)

Wightman states that the function f is convex if and only if it satisfies

f(X1, ..., Xk) = inf {f(X ′
1, ..., X

′
k) + f(X ′′

1 , ..., X
′′
k )} (2.2.9)

such that Xi = X ′
i +X ′′

i . This last condition on f is the second law in the energy

representation if we interpret f(X1, ..., Xk) as the energy U of the composite system

and f(X ′
1, ..., X

′
k) and f(X ′′

1 , ..., X
′′
k ) are the energies of the subsystems. In words,

it states that if we form a set of values of the sum of the subsystems’ energies

constructed by running through all possible values of the subsystems’ extensive
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quantities X ′
i, X

′′
i such that they sum to some constant Xi = X ′

i + X ′′
i , then the

energy of the composite system (with variables Xi, . . . , Xk) at equilibrium (with

all internal constraints removed) is given by the infimum of that set.

Wightman leaves the details of proving this proposition to the reader. In the

following, we will fill in the details. We begin by outlining some definitions and

and lemmas before proving Wightman’s proposition.

Definition 1. A function f : Rn → R is homogeneous if for all x ∈ Rn, f(λx) =

λf(x) for any λ > 0.

Definition 2. A function f : Rn → R is convex if f(αx1 + (1−α)x2) ≤ αf(x1) +

(1− α)f(x2) for all x1, x2 ∈ Rn and α ∈ (0, 1).

Definition 3. A function f : Rn → R is subadditive if f(x1 + x2) ≤ f(x1) + f(x2)

for all x1, x2 ∈ Rn.

Definition 4. C ⊆ Rn is a cone if it is closed under positive scalar multiplication,

i.e. for all x ∈ Rn, λx ∈ C for λ > 0.

Definition 5. C ⊆ Rn is convex if (1 − λ)x1 + λx2 ∈ C for all x1, x2 ∈ C and

λ ∈ (0, 1).

Definition 6. The epigraph of a function f : Rn → R is the set epi(f) := {(x, µ) ∈

Rn × R : f(x) ≤ µ}.

We may imagine the epigraph of a function to be the set of points lying above

the line of the graph.

In Lemma 1, we establish a link between the convexity of a function f and the

convexity of the set which is the epigraph of f .
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Lemma 1. epi(f) is convex iff f : Rn → R is convex.

Proof. →. Let (x1, f(x1)), (x2, f(x2)) ∈ epi(f). Assume epi(f) is convex. Then

(λx1 + (1−λ)x2, λf(x1) + (1−λ)f(x2)) ∈ epi(f). By definition of epi(f), f(λx1 +

(1− λ)x2) ≤ λf(x1) + (1− λ)f(x2), so f is convex.

←. Assume f is convex and let (x1, µ1), (x2, µ2) ∈ epi(f). Then we have

f(λx1 + (1 − λ)x2) ≤ λf(x1) + (1 − λ)f(x2) and f(x1) ≤ µ1 and f(x2) ≤ µ2.

Therefore, f(x1)+f(x2) ≤ µ1+µ2. Therefore, f(λx1+(1−λ)x2) ≤ λµ1+(1−λ)µ2.

Therefore, (λx1 + (1− λ)x2, λµ1 + (1− λ)µ2) ∈ epi(f). So epi(f) is convex.

In Lemma 2, we establish a link between the homogeneity of f and the conic

property of the epigraph of f

Lemma 2. epi(f) is a cone iff f is homogeneous.

Proof. →. Assume epi(f) is a cone. Therefore, since (x, f(x)) ∈ epi(f), (λx, λf(x)) ∈

epi(f). This means f(λx) ≤ λf(x). Also, since Rn is a cone, λx ∈ Rn so that

(λx, f(λx)) ∈ epi(f). Now, since epi(f) is a cone by assumption, (x, f(λx)/λ) ∈

epi(f), so f(x) ≤ f(λx)/λ. So λf(x) ≤ f(λx). Therefore, f(λx) = λf(x) so f is

homogeneous.

←. Assume f is homogeneous: λf(x) = f(λx). Let (x, µ) ∈ epi(f). This

means that f(x) ≤ µ. Therefore λf(x) ≤ λµ. By homogeneity, f(λx) ≤ λµ.

Therefore (λx, λµ) ∈ epi(f). So epi(f) is a cone.

Together, Lemmas 1 and 2 establish a link between ‘function talk’ and ‘set

talk’. Thus the convexity and homogeneity of the function f have been translated

into certain properties of a set related to f (its epigraph). This is important, since

the proposition we want to prove is most easily done using the properties of sets,
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rather than functions. In particular, Lemmas 3 and 4 are easily proved using the

relevant properties of sets.

Lemma 3. Let C ⊆ Rn be a cone. Then C is convex iff it is closed under addition.

Proof. →. Let x1, x2 ∈ C and assume C is convex. Then 1
2
x1 + 1

2
x2 ∈ C and, since

C is a cone, x1 + x2 ∈ C. So C is closed under addition.

←. Let x1, x2 ∈ C and assume C is close under addition. Since C is a cone,

(1− λ)x1, λx2 ∈ C, and by closure, (1− λ)x1 + λx2 ∈ C, so C is convex.

Lemma 4. f : Rn → R is subadditive iff epi(f) is closed under addition.

Proof. →. Assume f is subadditive. Then f(x1 + x2) ≤ f(x1) + f(x2) for all

x1, x2 ∈ Rn. Let (x1, µ1), (x2, µ2) ∈ epi(f). Then, f(x1) ≤ µ1 and f(x2) ≤ µ2.

It follows that f(x1) + f(x2) ≤ µ1 + µ2. Since f is subadditive, it follows that

f(x1 + x2) ≤ µ1 + µ2. This means (x1 + x2, µ1 + µ2) ∈ epi(f). Therefore, epi(f) is

closed under addition.

←. Assume epi(f) is closed under addition and note that (x1, f(x1)), (x2, f(x2)) ∈

epi(f). By closure, we have (x1 + x2, f(x1) + f(x2)) ∈ epi(f). This just means

that f(x1 + x2) ≤ f(x1) + f(x2). So f is subadditive.

Lemmas 3 and 4 establish a link between convexity and subaddtivity. All the

lemmas together combine to prove the following theorem.

Theorem 1. Let f : Rn → R be homogeneous. Then f is convex iff f is subad-

ditive.

Proof. →. f is assumed to be homogeneous. So by Lemma 2, epi(f) is a cone.

Assume f is convex. By Lemma 1 epi(f) is convex. Then, by Lemma 3, epi(f) is

closed under addition. Then, by Lemma 4, it follows that f is subadditive.
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←. Assume f is subadditive. Then by Lemma 4, epi(f) is closed under addi-

tion. Then by Lemma 3, epi(f) is convex. So then by Lemma 1, f is convex.

Finally, using Theorem 1, we are in a position to prove Wightman’s proposition,

that convexity implies and is implied by the second law of thermodynamics.

Proposition. Let f : Rn → R and assume it is homogeneous. Then, for all

x1, x2 ∈ Rn, f(x1 + x2) = inf {f(x1) + f(x2)} iff f is convex.

Proof. →. Assume that f(x1 + x2) is the infimum of {f(x1) + f(x2)}. It follows

that f(x1 + x2) ≤ f(x1) + f(x2) for all x1, x2, i.e. f is subadditive. It follows from

Theorem 1 that f is convex.

←. Assume that f is convex. Then by Theorem 1, f is subadditive. Let

A := {f(x1) + f(x2): for all x1, x2 ∈ Rn}. Let a := inf A. We want to show

that a = f(x1 + x2). First we show that f(x1 + x2) ∈ A. It is the case that

f(λ(x1 + x2)) + f((1 − λ)(x1 + x2)) ∈ A. From homogeneity, it follows that

λf(x1+x2)+(1−λ)f(x1+x2) ∈ A, i.e. f(x1+x2) ∈ A. From the fact that f(x1+x2)

is in A, it now follows that f(x1 +x2) = f(x′1)+f(x′2) for some positive x′1, x
′
2, and

thus by the definition of the infimum, it follows that f(x1 +x2) ≥ a. Since a is the

largest number such that a ≤ f(x1) + f(x2) and since f(x1 + x2) ≤ f(x1) + f(x2)

for all x1, x2 ∈ Rn, it follows that a ≥ f(x1 + x2). Therefore, we have that

a ≤ f(x1 + x2) and a ≥ f(x1 + x2) so a = f(x1 + x2).

This concludes our demonstration of Wightman’s proposition, establishing a

link between the second law and the convexity property of the fundamental rela-

tion.
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2.3 Conclusion

I have presented the mathematical and conceptual foundations of geometric ther-

modynamics and set it in the context of other more well-known formulations of the

discipline. It is one of the most mathematically rich formulations, allowing one to

express the conventional first and second laws in a concise and precise manner. It

also has welcome foundational implications for the oft-debated distinction between

heat and work and the ‘anthropocentric’ view of thermodynamics.

73



Chapter 3

Representing Mixtures

3.1 Introduction

We all have an intuitive idea of what mixtures are; air is primarily a mixture of

nitrogen and oxygen, and a martini is a mixture of gin and vermouth. But what

sort of mathematical structure best describes a mixture? This question is an ex-

ample of the well-known philosophical problem of determining what models best

represent the phenomenon. In the case of mixtures, I identify two main candidates.

The first, which I call the ‘standard representation’, is not a good representation

of a mixture in spite of its widespread popularity. The second, which I call ‘Gibbs’

representation’, is less widely adopted1 but is, I argue, a much better representa-

tion. My argument will turn on a particular philosophical perspective concerning

the representational capacities of mathematical structures. I will show that, once

an adequate perspective on representation is adopted, Gibbs’ representation leads

to a better understanding of the notion of ‘partial pressure’ and of some associated

1A notable exception is Callen (1960) who follows Gibbs’ presentation of thermodynamics as
a whole.
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thermodynamic results, Dalton’s Law concerning the pressure of a mixture, and

Gibbs’ Theorem concerning the entropy of a mixture.

I begin in Section 3.2.1 by setting out two philosophical principles I will use to

adjudicate between the two candidate representations. In Section 3.2.2 I will set

out a mathematically precise formulation of thermodynamics, and a proposal for

what it means to adequately represent physical systems as thermodynamic models.

This will set the philosophical and formal background needed to compare the two

candidate representations of a mixture. In Section 3.3, I argue that adopting the

standard representation involves rejecting the two philosophical principles from

Section 3.2.1. If we accept the principles and adopt Gibbs’ representation, then

two objections need to be addressed: (1) the ubiquitous use of the notion of

‘partial pressure’ in the context of mixtures, which appears to be absent in the

Gibbs’ representation, and (2) the absence of a representation of a mixing process

based on Gibbs’ representation. I address these objections in Sections 3.4 and 3.5.

3.2 Models of Thermodynamics

3.2.1 Adequate representations in thermodynamics

When physicists study physical systems, they represent those systems using the

formal mathematical structures of some theory. For example, when we study the

hydrogen atom, we study its representation as a quantum mechanical model; or

when we study the motion of the planets in the solar system, we often study its

representation as a model of classical gravitation. The same goes in the present

case: when we study mixtures, we represent them using thermodynamic models.
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We should therefore aim to formulate the concept of a thermodynamic model in a

way that is appropriate for representing mixtures.

But what are thermodynamic models? Compare: a model of Hamiltonian me-

chanics is a symplectic manifold; a model of quantum mechanics is a Hilbert space

with an algebra of observables; and a model of General Relativity is a Lorentzian

manifold (M, gab). The fact that there are mathematically rigorous formal models

available to represent these physical systems ensures that we have an adequate

grip on what the structures of those physical systems are like. By contrast, it

is striking that the thermodynamics literature reveals precious few mathematical

definitions of a thermodynamic model. In the Chapter 2, I presented a mathemat-

ically precise definition of thermodynamic system, which brings thermodynamics

on a par with the aforementioned areas of physics in this regard. In this Chapter,

I will deploy this definition, and the formal machinery of the previous Chapter, to

analyse mixtures.

But before we proceed, it is worth reflecting on why we should pursue precise

mathematical definitions of our theoretical models in the first place. What physical

or philosophical advantage does the existence of such formal models in classical,

quantum or gravitation physics give us over the candidates for thermodynamic

models described in Chapter 2?

The first advantage afforded to us by formal models is their usefulness to us

as modellers: formal models allow us to say something about what an adequate

model might look like for a particular physical system in some modelling context.

By clearly laying out the formal structure the model uses to represent the system,

we can see which aspects of the model represent particular aspects of the physical

system. If a feature of a physical system is relevant in a particular context, then
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our model for it in that context had better be able to represent that physical

feature. My point is better illustrated with the case I am concerned with in this

paper: representing a mixture as a thermodynamic model. At the very least, this

will mean that the thermodynamic model ought to represent all properties of the

mixture deemed thermodynamically relevant. It follows that if the thermodynamic

model does not represent some thermodynamically relevant property, then it is

not an adequate thermodynamic representation of that system. More concisely,

a model is not an adequate representation of a target if it fails to represent a

property of the target it ‘should’ represent. Let us express this adequacy criterion

more succinctly as follows:

Representational Adequacy (RA). Model X adequately represents

target T in context C iff X possesses a property Xi which can be

interpreted as representing some property Ti of T , deemed relevant in

context C.

I do not which to commit to a more precise version of this criterion, since

doing so would involve adopting a particular (possibly controversial) account of

scientific representation. I anticipate that most perspectives on representation will

deem this criterion to be reasonable, and that it can be formulated in whichever

account of scientific representation one adopts2.

As this principle is formulated, there is nothing to constrain what kind of thing

the model X is; they may be concrete scale models just as well as mathematical

structures. In my discussion, I am interested in the specific application of this

2An example of a precise account in which the principle might be formulated is that by Frigg
and Nguyen (2020).
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principle where X is a mathematical structure. Such structures have clearly iden-

tifiable properties Xi which can be used to represent relevant properties Ti of the

target. Looking ahead, I will show that the standard representation of mixtures

violates this adequacy criterion because it does not represent a feature of mixtures

which is thermodynamically relevant, namely the volume of the mixture. Thus,

if one accepts this criterion of representational adequacy, and one thinks that the

volume of the mixture is thermodynamically relevant, then one ought to reject the

standard representation.

The second advantage afforded to us by formal models is their usefulness to us

as philosophers. It is our responsibility as philosophers to contemplate the inter-

pretations of our mathematically formulated physical theories. Part of this inves-

tigation is to answer questions concerning (for example) the kind of mathematical

models we take to represent physical systems, and the appropriate standard of

equivalence of those models. Recent literature in general philosophy of science

(such as the formal logic approach of Halvorson (2019)) and particularly in the

context of the ‘hole argument’ of General Relativity (such as Weatherall (2018),

Fletcher (2020) and Roberts (2020)), has illustrated how progress may be made

on such questions if we first get clear on the mathematical structure lying at the

foundations of a theory. Given the fruitfulness of this approach to philosophical

problems in these areas, I would like to consider the extent to which such for-

mal approaches may be fruitful in thermodynamics3. My view and argument in

3It should be noted the formal approaches to thermodynamics are not totally absent and
have not gone unappreciated. Lieb and Yngvason (1999) is perhaps the most well-known work
in formal thermodynamics and have made significant contributions to our understanding of its
mathematical structure. However, they choose to follow in the axiomatic tradition of formalising
physical theories. This is not the only approach we can take, since the geometric approach is
also available. This work should therefore be seen as a step towards looking at the foundations
of thermodynamics from a different angle in a way that complements other approaches.
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this paper is that they can be. It is from this perspective that I approach the

formalisation of thermodynamics in this Chapter.

One important step made in recent philosophical literature has been to draw

attention to a principle concerning the capacity of mathematical models to repre-

sent physical situations. This principle was applied by Weatherall (2018) in the

context of the hole argument:

“[I]somorphic mathematical models in physics should be taken to have

the same representational capacities. By this I mean that if a partic-

ular mathematical model may be used to represent a given physical

situation, then any isomorphic model may be used to represent that

situation equally well.” (Weatherall, 2018, p. 332)

Further discussion of this principle is undertaken by Fletcher (2020), who ex-

presses it as follows:

Representational Equivalence by Mathematical Equivalence

(REME). If two models of a physical theory are mathematically equiv-

alent, then they have the same representational capacities. (Fletcher,

2020, p. 5)

Roughly speaking, the notion of the ‘representational capacities’ of a scientific

model is taken to mean “the states of affairs that that model may be used to

represent well” (Fletcher, 2020, p. 3). While this notion may seem intuitive, no

precise definition of representational capacity exists, and its definition will surely

depend on one’s account of scientific representation. Fletcher avoids giving such

a definition, on the basis that structural questions about, for example, how the
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mathematical equivalence of models constrains their representational capacities,

are independent of one’s definition of capacities. It will be similarly unnecessary

for me to give a precise definition of representational capacities, since the example

I am concerned with is stark enough that it should be accommodated by any

definition.

I am not concerned with giving a defence of REME or related principles here.4

Instead, I shall content myself with defending the following conditional claim: if

one accepts REME, then one ought to reject the standard representation in favour

of the Gibbs representation of mixtures.

In the following sections, I will set out what I take to be the formal structure of

a thermodynamic model. I will then use this formalism to compare two candidate

mixture representations against the same formal background. I will argue that

the standard representation violates REME and the criterion for representational

adequacy, and that we should therefore seek another representation.

3.2.2 Formal background

In this Section, I will apply the definition of thermodynamic system to the special

case of the ideal gas. This provides a stepping stone to analysing the representation

of mixtures of ideal gas, while also making connections to the more familiar ideal

gas expressions from orthodox thermodynamics.

In this case, we assume the manifold has dimension n = 4 and coordinates that

can be interpreted as S (the entropy), U (the internal energy), V (the volume)

and N (the mole number). The fundamental relation in the entropy representation

4Fletcher defends the principle in the context of spacetime physics; it has been criticised by
Belot (2018), Pooley (2021) and Roberts (2020), among others.
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then takes the form

S = f(U, V,N), (3.2.1)

and the homogeneity property is expressed as

λS = λf(U, V,N) = f(λU, λV, λN) (3.2.2)

for all values of U, V,N and for all positive values of λ.

To make contact with a more familiar expression of thermodynamics, we write

the fundamental relation in differential form as

df = dS =
∂S

∂U
dU +

∂S

∂V
dV +

∂S

∂N
dN. (3.2.3)

Now adopt the following definitions to denote the partial derivatives occurring

in this equation:

∂f

∂U
≡ 1

T
;

∂f

∂V
≡ p

T
;

∂f

∂N
≡ −µ

T
(3.2.4)

where T , interpreted as the temperature, p, the pressure, and µ, the chemical

potential, are known as the system’s intensive parameters.5 These intensive pa-

rameters are clearly functions of the extensive parameters U, V,N . Relationships

5The intensive parameters are often characterised as those which do not scale with the size
of the system. This may be understood more precisely as follows. In the formal setup presented
here, the intensive parameters are defined to be the partial derivatives of the fundamental relation
with respect to the other extensive parameters. Since they are derivatives of one extensive
parameter with respect to another, the intensive parameters are invariant under the scaling of
the extensive configuration variables.
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expressing the intensive parameters as functions of the extensive parameters are

known as equations of state6.

Writing the fundamental relation in differential form, we now arrive at what is

commonly referred to as the first law,

dS =
1

T
dU +

p

T
dV − µ

T
dN. (3.2.5)

It follows from Euler’s theorem on homogeneous functions that7

S =
1

T
U +

p

T
V − µ

T
N. (3.2.6)

This equation is known as the Euler relation and may be used to find the entropy

of the ideal gas as a function of the extensive parameters U, V,N provided we know

1/T , p/T and µ/T each as a function of U, V,N . From empirical investigations,

we know the first two can be expressed in terms of a constant R, called the ideal

gas constant, as

1/T = 3NR/2U ; p/T = NR/V. (3.2.7)

These are the familiar equations of state for the ideal gas. We can then work

out an explicit expression for µ/T from Equations (3.2.7) using the Gibbs-Duhem

6It is yet another advantage of this formulation of thermodynamics that it puts the equations
of state, familiar to all students of thermodynamics, in their proper conceptual place in the
foundations. While important, they are actually derivative from the fundamental relation. An
individual equation of state is not sufficient to capture all the thermodynamic information about
a system. Adopting all the equations of state, however, is equivalent to adopting the fundamental
relation itself, and hence is sufficient.

7For a proof of this, see Callen (1960, p. 47).
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relation8. By a simple combination of these three equations, µ/T is found to be

µ

T
= R ln

[
N5/2

U3/2V

]
+K, (3.2.8)

where K is a constant. By substituting the expressions for the pressure, tempera-

ture and chemical potential into the Euler relation, we now derive the fundamental

relation of the ideal gas to be

S =

(
3

2
R
N

U

)
U +

(
NR

V

)
V −

(
R ln

[
N5/2

V U3/2

]
−K

)
N. (3.2.9)

This equation may be simplified and substitutions of the equations of state may be

made to express the entropy as a function of the other variables. This formulation

has the merit of exhibiting the homogeneity of the fundamental relation, and

emphasising the conceptual place of the equations of state as the derivatives of

S with respect to U , V and N . Note that the fundamental relation’s explicit

form is given by the package consisting of the Euler relation and all the intensive

parameters as a function of the extensive variables. In the rest of the paper, we

will present the two candidate representations of mixtures like this.

We now turn to using this formulation of thermodynamics and the associated

definition of thermodynamic model to discuss thermodynamic representations of

gas mixtures.

8To derive the Gibbs-Duhem relation, we take the derivative of the Euler relation in Equation
(3.2.6) and subtract from it Equation (3.2.3), the differential form of the first law. This yields
0 = Sd(1/T ) + V d(p/T ) −Nd(µ/T ), which allows us to calculate the expression for µ/T using
Equation (3.2.7).
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3.3 Representing a Mixture in Thermodynamics

Intuitively, mixtures are made by combining two or more different substances in

the very same volume without any chemical reaction happening. The challenge is

to construct a mathematical representation of mixtures in thermodynamics so that

we may model mixtures and their properties. In this Section, I will discuss and

compare two candidates for such a representation: the ‘standard representation’

and ‘Gibbs’ representation’.

The standard representation is inspired by many discussions of thermodynamic

mixtures, which all treat the ‘partial pressures’ of the gases as proper thermody-

namic intensive variables, i.e. as partial derivatives of the fundamental relation

with respect to volume variables9. The existence of partial pressures in the model

is necessary for a popular representation of the mixing process based on semiper-

meable membranes: each membrane feels the partial pressure from a gas to which

it is impermeable. This allows the gases to ‘expand into each other’ in the con-

tainer. In contrast, Gibbs’ representation is, as its namesake suggests, based on a

description of mixture from Gibbs’ 1878 work, which does not make explicit use

of partial pressures as thermodynamic variables.

In the following Section, I will describe how our two representation principles

require that we reject the standard representation in favour of Gibbs’ representa-

tion. In short, my argument is this. If one thinks that the volume of the mixture

is a relevant thermodynamic property which ought to be represented in the ther-

modynamic model, then, by RA, we should reject the standard representation in

9This representation is adopted (often implicitly, since many commentators do not use the
formalism presented here) by Adkins (1983), Dieks (2018), Saunders (2018), van Kampen (1984),
Planck (1903, §16).
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favour of Gibbs’. On the other hand, one might think that the partial pressures

ought to be represented in the thermodynamic model. In this case, by RA, we

should reject Gibbs’ representation in favour of the standard representation. How-

ever, if we follow this path, we violate REME and we may satisfy it by rejecting

the standard representation in favour of Gibbs’ representation. Therefore, if one

accepts both RA and REME, we arrive at Gibbs’ representation.

In Sections 3.4 and 3.5, details the consequences of accepting Gibbs’ represen-

tation for Dalton’s Law, Gibbs’ Theorem and the mixing process. First though,

we will examine each representation in detail.

3.3.1 The standard representation

I will argue that, if one accepts both of the adequacy principles for representation

set out previously, then one ought to reject the standard representation.

For simplicity, let us consider an ideal gas mixture of two component gases,

denoted 1 and 2. The standard representation of an ideal gas mixture is a ther-

modynamic system that I denote (Ms, fs), where Ms can be given coordinates

(U, V1, V2, N1, N2), and where the fundamental relation is

S = fs(U, V1, V2, N1, N2) =
1

T
U +

p1
T
V1 +

p2
T
V2 −

µ1

T
N1 −

µ2

T
N2, (3.3.1)

with

1

T
=

3

2
R
N1 +N2

U
;

pi
T

= R
Ni

Vi
;

µi

T
= R ln

[
Ni(N1 +N2)

3/2

ViU3/2

]
+Ki. (3.3.2)
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The model (Ms, fs) is used to represent a mixture when the variables are given

the following interpretations: S and U are the entropy and energy respectively;

V1 and V2 are the volumes occupied respectively by gases 1 and 2; and N1 and

N2 are the mole numbers of gases 1 and 2 in those volumes. However, with this

interpretation, the model has an unsatisfactory feature: there are only coordinate

variables for the individual gas volumes, and not for “the volume of the mixture”

as a whole. Similarly, although the variables p1 and p2 are often interpreted10 as

the ‘partial pressures’ of the gases 1 and 2, there is no coordinate variable amongst

the intensive variables of state space that represents the ‘total pressure’. If one

adopts the view that the volume and total pressure of a mixture are key physical

features of the system that merit representation in the model, then this model fails

to do it. Hence, (Ms, fs) violates the Representational Adequacy criterion and we

ought to seek a model which does account for this key physical feature.

One response to this argument is to claim that (Ms, fs) can represent the

volume of the mixture so long as we stipulate that V1 and V2 have the same value,

say V , and that they ‘overlap’, or refer to the very same place in physical space.

Let me refer to this assumption as Volume Overlap. This view is often implicit in

discussions of mixtures when the concepts ‘volume of gas 1’ or ‘volume of gas 2’

are used in the context of describing mixtures as thermodynamic systems.

However, there is a problem with this view. Due to the interpretation of V1 and

V2 as ‘the volume of the individual gases’, it is perfectly possible to use (Ms, fs)

to represent the physical system consisting of two spatially separate, independent

volumes V1 and V2. As soon as one chooses not to model the volume of the mix-

10Some examples of authors who seem to adopt partial pressures as genuine thermodynamic
variables of a mixture, and hence would adopt this standard representation of a mixture are
Planck (1903, pp. 11–12), van Kampen (1984) and Adkins (1983, p. 217).
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ture, but rather the volumes of the individual gases, there is nothing about the

mathematical model which makes it a representation of a mixture as opposed to

a representation of a system with two spatially separate volumes. The formalism

does allow us to assert that volumes V1 and V2 have the same value, but it does

not have the capacity to represent Volume Overlap. What makes (Ms, fs) a rep-

resentation of a mixture as opposed to a representation of a physical system of

two separate volumes is not any mathematical structure in the formal model, but

rather the informal Volume Overlap assumption.

In sum, the model of a mixture is actually different from the model of two

separate volumes; the model which represents the mixture is ‘(Ms, fs) + Volume

Overlap’ and the model which represents the two separate volumes is just (Ms, fs).

But, if we are limited to the representational capacities of the thermodynamic

formalism, the models are one and the same. We may understand the problem

of representing mixtures as (Ms, fs) + Volume Overlap in a different light as a

violation of REME.

If we let M1 = (Ms, fs) + Volume Overlap and M2 = (Ms, fs) then we have the

situation where M1 has the capacity to represent mixtures but M2 does not. They

are mathematically equivalent (in fact, they are identical) in thermodynamics,

since the volume overlap assumption is not manifested formally in the model,

but they have different representational capacities, in clear violation of REME.

It follows that using M1 violates this criterion for formal representation. Since

M1 and M2 have different representational capacities, they had better not be

mathematically equivalent.

To fix this problem and abide by REME, we can implement Volume Overlap

formally as part of the mathematical model by simply having one volume variable,
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V . The ambiguity about where in space the gases are located is removed, since

there is only one place they can be, and there is no need to stipulate that the

volumes of the gases both have the same value, since there is only one volume

variable ‘containing’ the mole numbers N1 and N2. This means we can now model

something which we could not under (Ms, fs): we can model the key physical

feature, ‘the volume of the mixture’, as V . Thinking this way leads us on to the

next candidate for the representation of a mixture: Gibbs’ representation.

3.3.2 Gibbs’ representation

The alternative representation of a mixture I would like to advocate adheres to

REME, and is able to represent the volume of the mixture directly. One might

think of this as a formal implementation of Volume Overlap: we represent an ideal

gas mixture of k components as the system (MG, fG) where MG may be given

coordinates (U, V,N1, . . . , Nk) and the fundamental relation is

S = fG(U, V,Ni, . . . , Nk) =
1

T
U +

p

T
V −

k∑
i

µi

T
Ni (3.3.3)

where

1

T
=

3

2
R

(
∑k

i Ni)

U
;

p

T
= R

(
∑k

i Ni)

V
;
µi

T
= R ln

Ni

(∑k
i Ni

)3/2
V U3/2

+Ki. (3.3.4)

On this characterisation, we must think of an ideal gas mixture as some number

of different substances with mole numbers Ni, all with the same temperature,

occupying the very same volume V . This definition incorporates the previously

informal Volume Overlap as explicit formal structure in the model, by simply
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having only one volume variable which we may easily interpret as the ‘volume of

the mixture’.

This representation not only has intuitive appeal, but also historical precedent:

it is the same as that adopted by Gibbs. While Gibbs did not yet have the formal

tools to adopt the definition of a thermodynamic system I propose, it is clear that

he takes (MG, fG) to be the definition of an ideal gas mixture. That is, he takes

the extensive variables which describe the thermodynamic state of a mixture to

be S, U, V,N1, ..., Nk for a mixture of k components:

“[I]f we consider the matter in the mass as variable, and write N1, ..., Nk

for the quantities of the various substances 1, ..., k of which the mass

is composed, U will evidently be a function of S, V , N1, ..., Nk and we

shall have for the complete value of the differential of U

dU = TdS − pdV + µ1dN1 + ...+ µkdNk

µ1, ..., µk denoting the differential coefficients of U taken with respect

to N1, ..., Nk.” (Gibbs, 1878, p. 116)

Thus, Gibbs takes the variables for a thermodynamic system of a homoge-

neous gas consisting of various substances of mole number Ni to be described by

the extensive variables, S, U, V,N1, ..., Nk. This differs from the variables for a

pure substance only in the number of variables Ni denoting the quantities of the

substances.

Having settled on his choice of variables, Gibbs begins his derivation of the

fundamental relation of an ideal gas mixture, by assuming the following principle:
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“The pressure in a mixture of different gases is equal to the sum of

the pressures of the different gases as existing each by itself at the

same temperature and with the same value of its [chemical] potential.”

(Gibbs, 1878, p. 215)

From this principle11, Gibbs is able to deduce that the pressure of an ideal

mixture of n components is,

p =
n∑
i

Cie
µi/TT 5/2. (3.3.7)

That is, the pressure of the mixture is the sum of the individual pressures each of

the gases would have if they were at temperature T and chemical potential µi.

Gibbs proposes that Equation (3.3.7) can be viewed as the “fundamental equa-

tion” describing a mixture:

“It will be legitimate to assume this equation provisionally as the fun-

damental equation defining the ideal gas mixture, and afterwards to

justify the suitableness of such a definition by the properties which

may be deduced from it.” (Gibbs, 1878, p. 216)

As it is currently expressed, it is not a relation between the extensive vari-

ables and so does not fit the description of a fundamental relation in the sense it

11To understand how to express this principle in the formalism, note that, for a pure ideal gas,
µ/T as a function of pressure and temperature is

µ

T
= R ln p− 5

2
R lnT + K (3.3.5)

where K is a constant. We may rearrange this for p to give

p = Ceµ/TT 5/2 (3.3.6)

where C is a constant absorbing all the constant terms that appear in the course of the substi-
tutions. This equation allows us to express the principle Gibbs described as Equation (3.3.7).
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was introduced in Section 3.2. But it is possible to show that Equation (3.3.7) is

a fundamental relation, since it is the full Legendre transform of the fundamen-

tal relation between the extensive variables. To extract the explicit form of the

fundamental relation fG, we first note that Equation (3.3.7) implies12

p =
k∑
i

NiT

V
; (3.3.8)

S =
k∑
i

(
3

2
NiR lnT −NiR ln

Ni

V
+NiCi

)
. (3.3.9)

We now substitute the expressions for S/V , Ni/V and p into the Euler relation

for the ideal gas mixture (Equation (4.3.1)), which yields U = (3/2)R
(∑k

i Ni

)
T .

Taking these three equations together, we have worked out all of the equations of

state of the gas mixture:

1

T
=

k∑
i

3

2
R
Ni

U
;

p

T
=

k∑
i

R
Ni

V
;

µi

T
= R ln

Ni

(∑k
j Nj

)
V U3/2

+Ki. (3.3.10)

To see the fundamental relation (as a relation between the extensive variables)

of the ideal gas mixture, fG, in its explicit form, we may substitute the equations

of state into Equation (4.3.1).

Thus, the thermodynamic representation of an ideal gas mixture may be de-

rived from an empirical principle, and how all of its familiar thermodynamic prop-

erties are derived. This also concludes my argument that Gibbs’ representation

adheres to both principles laid out in the last section and that the standard rep-

12I show this, as well as the fact that Equation (3.3.7) is the full Legendre transform of
fG(U, V,N1, . . . , Nk), in detail in Appendix A.2.
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resentation violates them both.

I am now going to consider two objections to my line of reasoning. The first ap-

peals to the apparent ubiquitous use of the notion of ‘partial pressure’ in discussion

of mixtures and, in particular, to the statement of certain laws concerning mix-

tures: Dalton’s Law about the pressure of a mixture and Gibbs’ Theorem about

the entropy of a mixture. I address this in Section 3.4 by demonstrating that both

laws are in fact consequences of Gibbs’ representation where no notion of partial

pressure appears. The second objection stems from the fact that a typical and

popular representation of mixing based on semipermeable membranes depends on

the notion of partial pressure and so Gibbs’ representation (without such a notion),

cannot be the basis for a representation of mixing. I address this by providing a

representation of mixing based on Gibbs’ representation of mixture.

3.4 Dalton’s Law and Gibbs’ Theorem

An attractive feature of Gibbs’ representation of a mixture is that there is only one

volume variable V , and hence only one pressure p. This may prompt an objection

from those who see partial pressures and partial volumes as essential variables for

characterising a mixture: how can we describe mixtures without the concept of

partial pressure? To see partial pressures and mixtures intimately associated with

each other is forgivable: Dalton’s Law for mixtures is sometimes stated in terms

of partial pressures,13 and Gibbs’ Theorem for mixtures expresses an analogous

principle with respect to entropy.

In fact, neither Dalton’s Law nor Gibbs’ Theorem depend on the concept of

13For example, see Adkins (1983, p. 214) and Blundell and Blundell (2010, p. 60).
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partial pressure. Indeed, Equations (3.3.8) and (3.3.9), which are consequences

of Gibbs’ representation, are statements of Dalton’s Law and Gibbs’ Theorem

respectively: they are both mathematical consequences of a fundamental relation

which does not have partial pressure as an intensive variable. The purpose of

this Section, then, is to show how something that looks like partial pressures may

appear, and to go on to explain how they should properly be interpreted. We

begin with an examination of the mathematical origin of the laws.

Dalton’s Law is the principle that “the pressure in a gas-mixture is equal to

the sum of the pressures which the component gases would possess if existing

separately with the same volume at the same temperature.” (Gibbs, 1878, p. 217).

Gibbs’ theorem states an entirely analogous principle with respect to entropy,

which Adkins (1983, p. 217) takes to be the fact that “the entropy of the mixture

is the sum of the entropies that the component gases would have if present alone”,

and Callen (1960, p. 335) takes Gibbs’ theorem to be the fact that “the entropy of

a mixture of ideal gases is equal to the sum of the entropies that each of the gases

would have if it alone were to occupy the same volume at the same temperature.”

Let us understand in more depth why these propositions are true. We will just

cover the case of Dalton’s Law, since a similar argument applies to entropy and

Gibbs’ Theorem. The pressure of a single pure ideal gas i as a function of volume

and temperature is given by pi = NiTi/Vi. If we evaluate the pressures of the pure

ideal gases at temperature value T̃ so that Ti = T̃ for all i and at volume value

Ṽ so that Vi = Ṽ for all i, then the pressure of each gas is given by pi = NiT̃ /Ṽ .

The pressure of a mixture evaluated at V = Ṽ and T = T̃ is given by Equation

(3.3.8) as p =
∑

iNiT̃ /Ṽ . By comparing the values of the pressure of the pure

ideal gases and the pressure of the mixture, it is clear that the pressure of the
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mixture evaluated at temperature and volume values T̃ and Ṽ is equal to the sum

of the pressures of the individual pure gases evaluated at the same temperature

and pressure values. This coincidence of values of the pressure of a mixture and

the sum of the pressures of individual gases is Dalton’s Law.

My rather pedestrian explication of Dalton’s Law serves to highlight that the

notion of ‘partial pressure’ plays absolutely no role in Dalton’s Law. The only

thermodynamic pressure variables playing a role in this argument are the individ-

ual pressures of the separate ideal gases, and the pressure of the mixture. Now,

we could choose to define p̃i := NiT̃ /Ṽ and call it the ‘partial pressure’ so that the

pressure of the mixture may now be written p =
∑

i p̃i, i.e. the sum of the partial

pressures. But this definition, at best, serves as nothing more than a mathematical

fiction,14 and at worst as method of deceiving us into thinking that partial pres-

sures are genuine thermodynamic variables. My point can be summarised more

succinctly: partial pressures are not thermodynamic variables associated with any

thermodynamic model featured in the argument establishing Dalton’s Law; as a

result, they lie strictly outside the representational capacity of that model. Partial

pressures are at best extra-theoretic constructs that illustrate a coincidence in the

values of pressures of individual gases and a of mixture. It seems rather ironic

that Dalton’s Law, which seemingly makes unavoidable reference to the notion of

partial pressure, is a derivable property of the thermodynamic system (MG, fG),

whose main difference from (Ms, fs) is that it does not have partial pressures as

thermodynamic variables!

14Callen (1960, p. 337) writes “The partial pressures are purely mathematical constructs with
no direct physical meaning.”
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3.5 Mixing and Equilibration

A second objection to the Gibbs representation might go as follows: this represen-

tation of a mixture cannot be right, because it does not allow one to say how a

mixture is the result of mixing. How could this be possible without partial pres-

sures and the standard representation? If we are to follow Gibbs in adopting the

(MG, fG) representation and giving up up the ‘partial pressures’ as thermodynamic

variables, we have to give up a popular and typical representation of the process

of mixing based on (Ms, fs) as each gas pushing on a semipermeable membrane

with its corresponding partial pressure.15 In this Section, I will show how this

representation is capable of representing mixing as equilibration in a conceptually

clear way, and indeed one that is more precise than many other accounts.

3.5.1 Gibbs’ representation of mixing

Mixing is typically described as the process where both samples of gas, each ini-

tially confined to their half of a container, finally come to occupy the full volume

of the container when the partition dividing them is removed. Thus, Dieks writes

that mixing is the gases “expanding into the same final volume” (Dieks, 2018) and

van Lith writes that we have a mixture when the gases are “spread out over the

whole container” (van Lith, 2018). These suffice for intuitive grasps on the concept

but the challenge now is to represent the process of mixing in the thermodynamic

formalism. I will take the uncontroversial stance that the mixing process is an

instance of equilibration: a thermodynamic system coming to equilibrium.

It is readily admitted that equilibrium thermodynamics has nothing to say

15The way of describing the mixing process is very popular and is described by many textbooks
and commentators. It goes back, at least, to Planck (1903).
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about the process of mixing, because it is obviously a non-equilibrium process. But

it is possible to give an account of equilibration in equilibrium thermodynamics,

as I have shown in Chapter 2.

Let us briefly illustrate how these definitions work by considering an ideal gas

decomposed into two subsystems along the lines outlined in the definition of K-

equilibirum. For the composite system to be in equilibrium, the values of the

variables U (1), V (1), N (1) and U (2), V (2), N (2) must be such that they extremise the

entropy of the composite system S which is given by S = S(1) + S(2). Thus we

have that

S = S(1) +S(2) =
1

T (1)
U (1) +

p(1)

T (1)
V (1)− µ(1)

T (1)
N (1) +

1

T (2)
U (2) +

p(2)

T (2)
V (2)− µ(2)

T (2)
N (2).

(3.5.1)

To find the extremum of S we differentiate and set dS = 0. If we allow variation

in all the extensive variables, then we have, for all X = U, V,N , X(1) +X(2) = X

where X is constant implying dX(2) = −dX(1). Therefore we find:

0 =

(
1

T (1)
− 1

T (2)

)
dU (1) +

(
p(1)

T (1)
− p(2)

T (2)

)
dV (1) −

(
µ(1)

T (1)
− µ(2)

T (2)

)
dN (1). (3.5.2)

dS must vanish for arbitrary values of dU (1), dV (1) and dN (1) so we find the

conditions for thermodynamic equilibrium to be

1

T (1)
=

1

T (2)
;

p(1)

T (1)
=
p(2)

T (2)
;

µ(1)

T (1)
=
µ(2)

T (2)
. (3.5.3)
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Therefore, the ideal gas is at thermodynamic equilibrium when the subsystems

have equal temperature, pressure and chemical potential. These conditions allow

us to calculate the equilibrium values of the subsystems’ extensive variables. For

example, substituting the equation of state U = (3/2)NRT into 1/T (1) = 1/T (2)

yields U (1)/N (1) = U (2)/N (2). Since U = U (1) + U (2), it follows after some rear-

rangement that U (1)/N (1) = U (2)/N (2) = U/N .

Having understood the definition and structure of equilibrium, we are now

able to bring what we have learnt to bear on mixing and in particular how to

understand mixing based on the thermodynamic system (MG, fG).

3.5.2 Mixing based on Gibbs’ representation

The alternative view I will present is the following: mixing is the transition from

the unmixed state (where the values of the subsystems’ extensive variables do

not extremise the entropy) to the mixed state (where they do) as a result of the

removal of the constraint on the flow of the mole number of each gas between the

subsystems.

It is assumed that the temperatures and pressures on each side of the partition

are equal. This means that the system is already in mechanical and thermal equi-

librium, leaving only the mole number constraints to be removed. In the context

of (MG, fG), the only equilibrium there is left to achieve is chemical equilibrium:

removing the partition between the subsystems will allow the flow of the mole

number quantity of each type of gas between the subsystems until the chemical

potentials of each subsystem become equal.

97



(1) (2)

(1) (2)

Figure 3.1: Depiction of the
mixing process according to the
Gibbs representation. The ini-
tial, unmixed system is depicted
on top and the final, mixed sys-
tem on the bottom.

Variable Initial Final

U (1) U/2 U/2

U (2) U/2 U/2

V (1) V/2 V/2

V (2) V/2 V/2

N
(1)
1 N N/2

N
(2)
1 0 N/2

N
(1)
2 0 N/2

N
(2)
2 N N/2

Table 3.1: Table illustrating the
initial and final values of the ex-
tensive variables of the subsys-
tems, before and after the re-
moval of the constraint on the
mole number.

The final equilibrium values of the mole number quantities are calculated by

extremising the entropy.

0 = dS =

(
µ
(1)
1

T
− µ

(2)
1

T

)
dN

(1)
1 +

(
µ
(1)
2

T
− µ

(2)
2

T

)
dN

(1)
2 , (3.5.4)

concluding that the condition for equilibrium is µ
(1)
1 /T = µ

(2)
1 /T and µ

(1)
2 /T =

µ
(2)
2 /T . Imposing this condition implies that the gases expand to fill the volume

of the container, with final values as illustrated in Table A.2.

This representation of mixing is rather different16 compared with the repre-

sentation based on (Ms, fs) and its associated semipermeable membranes. In the

16Nevertheless, the entropy increase due to mixing is the same in each case, as I show in
Appendix A.3.
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process based on (Ms, fs), mixing is initiated by allowing the ‘partial pressures’ of

each gas to push on each semipermeable membrane, expanding the volume which

each gas occupies. In the process based on (MG, fG), the pressures and tempera-

tures of each subsystem are assumed to be equal, so mixing is initiated by removing

the mole number constraint.

In the face of the problems described in Section 3.3.1, and given that one can

recover the standard numerical answer to the entropy increase on mixing on the

basis of Gibbs’ representation of a mixture, (MG, fG), it seems reasonable to aban-

don the standard representation (Ms, fs) + Volume Overlap as a representation of

mixture and instead adopt (MG, fG) as the better representation.

3.6 Conclusion

This Chapter has addressed two issues. The first was justifying the use of math-

ematical models in thermodynamics. The need for such a formal representation

stems from the fact that physicists study physical systems in the context of some

formal theory and it is therefore necessary to know what formal structure is rep-

resenting the target physical system.

The second issue addressed was the existence of two incompatible representa-

tions of mixtures in the thermodynamic literature. I used the definition of a model

in thermodynamics to make these two representations precise and compare them

against the same formal background. I argued that the representation based on

Gibbs’ description of mixtures was preferable to the standard representation which

takes partial pressures seriously. Abandoning the standard representation meant

we also had to abandon the standard and popular representation of the mixing

99



process based on semipermeable membranes which made explicit use of partial

pressures. I presented an alternative representation mixing based on Gibbs’ repre-

sentation of mixture and clarified the role of partial pressures in thermodynamics

in the context of Dalton’s Law.
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Chapter 4

Homogeneity and Identity in

Thermodynamics

4.1 Introduction

The concepts used in stating or deriving propositions of a formal theory are only

rigorously understood when they are defined in terms of the formalism of that the-

ory. To illustrate, consider this example: “Let (M, gab) be a temporally orientable

spacetime” may be an assumption to prove some theorem in general relativity. In

this proposition, both ‘spacetime’ and ‘temporally orientable’ are concepts which

are given mathematically precise definitions in the formalism of general relativity.

Without such definitions, the proposition wouldn’t have quantitative meaning in

the theory, even if we may have intuitive grasps on what it means to be tempo-

rally orientable. Although much of physics seems to naturally respect this practice,

some of thermodynamics does not.

I will argue that ‘identity’ is a relation used without any formal representation
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in thermodynamics, and yet is still used in stating or deriving thermodynamic

propositions. For example, a statement such as “Let A and B be two identical

gases” cannot be expressed in the thermodynamic formalism because, I claim,

there is currently no agreed formal representation of the identity relation in the

theory. The relation is given only qualitative meaning drawn from extra-theoretic

considerations by, for example, appealing to properties of the relata which the

theory does not have the capacity to represent. There is nothing inherently wrong

with doing this; physicists often proceed with reasoning without fully defining

certain concepts, relying on intuitive or extra-theoretic understanding of the terms.

This is often necessary when new physics is being formulated and new paths of

discovery being forged.

However, it is important that they should be given clear thermodynamic mean-

ing in applications where certain quantitative judgments are needed, and is also

important for philosophers of physics who are interested in understanding the con-

ceptual foundations of a theory in clear and rigorous terms. The dangers of not

precisely defining concepts in theoretical reasoning are illustrated in this particular

case by the existence of a purported paradox in deriving the entropy of mixing:

Gibbs’ paradox. Roughly speaking, (one version of) the paradox is that we can

apparently derive a non-zero entropy of mixing when the gases are identical, con-

tradicting the view that there should be no entropy of mixing in this case. If we

are to establish a link between identity and no mixing entropy in thermodynam-

ics then we had better be able to formulate a deductively valid argument in the

thermodynamic formalism beginning with a thermodynamic proposition which we

interpret as identity and ending with a thermodynamic proposition stating that

there is no mixing entropy.
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This is not to say that representation of the identity relation has eluded at-

tention entirely. Both physicists and philosophers who comment on the paradox

mostly do take care to define it; in fact, most see identity’s representation (rightly,

in my view) as the heart of the problem and the key to the solution. Rather, my

point is that existing representations do not respect the good practice described

above: they are not thermodynamic, but extra-theoretic, appealing to concepts

and ideas which thermodynamics does not have the capacity to represent. This

is often heuristically useful and helps us muddle through abstract reasoning by

latching on to more familiar situations. But I am interested in those investiga-

tions where taking care in this regard is to avoid paradoxical conclusions. Gibbs’

paradox is a case in point.

I will address this issue by proposing a representation of identity using the

geometric formulation of thermodynamics set out in Chapter 2. This leads to

a new perspective on the philosophical concept of identity and the conceptual

and formal structure of thermodynamics that is free from Gibbs’ paradox. The

basic idea I will present in detail in the following sections is this. I first use

the geometric formulation to highlight the idea that thermodynamic systems are

homogeneous, that is, they ‘look the same’ on all scales. I then use the geometric

formulation to characterise a mixture as a composite system whose components

are the subsystems, looking to define a relation between the subsystems which

represents (non-)identity. The criterion I then propose defines subsystems of a

composite as identical when they each scale to the composite. The components

of a mixture are different in the sense that they do not scale to the composite.

In this way, the representation of the identity relation makes essential use of the

homogeneity assumption.
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In Section 4.2, I introduce Gibbs’ paradox in thermodynamics and explain how

it is driven by a lack of a clear understanding of what it means for thermodynamic

models to be ‘identical’. Sections 4.2.1 and 4.2.2 describe in some detail an early

and prominent response to the paradox by van Kampen, seen by many1 as the

authoritative treatment of Gibbs’ paradox in thermodynamics, before noting what

I see a key difficulty with this response in Section 4.2.3: the lack of a clear and

precise criterion of identity for thermodynamic models. The rest of the paper

is geared towards providing this criterion. Section 4.3 provides an analysis of

“mixture” in terms of the composite system definition of Chapter 2. Finally, in

Section 4.4, I give a thermodynamic expression for the identity of thermodynamic

models in the geometric formalism that is based on the assumption of homogeneity,

and I explain how this solves Gibbs’ paradox.

4.2 Gibbs’ Paradox in Thermodynamics

Let two samples of gas at equal temperatures (and equal mole number and volume

for simplicity) be separated by a partition. When the partition is removed, do

the gases mix? What happens to the entropy of the system: does it increase or

stay the same? Standard answers to these questions say that it depends whether

the gases are ‘identical’ or ‘different’: the gases mix and there is an increase in

entropy if the gases are different, known as the ‘entropy of mixing’. But they are

identical when the samples of gas do not mix and there is no entropy increase.

The difference between the two situations is depicted in Figure 4.1.

1See, for example, Saunders (2006), Saunders (2013), and Saunders (2018) whose treatment
of the Gibbs paradox in thermodynamics follows van Kampen, van Lith (2018, p. 7) praises van
Kampen’s analysis and reviews of thermal physics (e.g. Uffink (2007) and Frigg (2008)) cite van
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(a) Two different samples of gas separated
by a partition.

(b) Two identical samples of gas separated
by a partition.

(c) The mixture is formed when the parti-
tion is removed.

(d) Nothing happens when the partition is
removed.

Figure 4.1: The Gibbs paradox setup. Intuition dictates that nothing happens to
the system when the partition is lifted between two identical samples of gas, while
mixing happens when the partition is lifted between different samples of gas.

Confusions start to arise when we inquire into the precise nature of this iden-

tity or difference and how these notions are represented in the thermodynamic

formalism. Versions of the paradox exist in both thermodynamics and statistical

mechanics. Here we are interested in the thermodynamic version. The statements

of the thermodynamic paradox that exist in the literature fall into two categories.

The first:

GP1 On one popular definition, the entropy of mixing does not appear to have

any formal component whose value depends on whether the two gases are

distinct, thus it seems as though there would still be a non-zero entropy of

mixing when the partition is lifted between two identical samples of ideal gas,

contradicting the intuition that there is no entropy of mixing for identical

gases.(2)

Kampen as an authoritative treatment of Gibbs’ paradox.
2Bridgman (1961, p. 1698), van Kampen (1984, p. 306), Elwell and Pointon (1972, p. 145),
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(a) (b)

Figure 4.2: Lifting the partition between two samples of gas on each side of a
partition in a container is often modelled as each half of gas undergoing a free
expansion in separate containers. Modelling it this way does yield the correct
value for the entropy of mixing different gases (Figure 4.2a), but also results in
the same entropy of mixing for identical samples of gas (Figure 4.2b).

GP1 is driven by two conflicting representations of happens when the partition is

lifted. On one representation, the lifting of the partition allows the samples of gas

on each side to expand into the other half of the container, inviting us to imagine

mixing as two spatially separate expansions occurring independently (see Figure

4.2).

But if we represent mixing in this way, then the result of lifting the partition

is completely independent of whether the gases are identical or different, since

it is explicitly represented as two spatially separated samples expanding in their

own containers; the identity or difference of the substances has no bearing on

the result of such independent expansions. This contradicts the result of another

representation of mixing depicted in Figure 4.1 which indicates that the result of

removing the partition does depend strongly on the identity of the gases; mixing

happens when the partition is lifted between two different samples of gas, while

Adkins (1983, p. 217), Fong (1963, pp. 48–49), Partington (1913, p. 274), Fay (1965, p. 218),
Pierce (1968, p. 319), Muller (1985, p. 193).
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there is no mixing if the gases are identical.

The second version of the paradox is the following:

GP2 Given that there is no entropy change when the samples of gas are identical,

then the entropy change appears to vary discontinuously from a non-zero

value to zero as the gases go from being different to identical. This contra-

dicts a principle, generally held dear by the physics community, that there

are no discontinuities3 in physical quantities.(4)

GP2 is driven by the intuition that some substances are more similar than

others, and that this similarity can be imagined as varying continuously. This

similarity and continuous variation, it is argued, should be manifest in a contin-

uous variation of the mixing entropy as the substances go from being different to

identical. Commentators who are worried by this version of the paradox aim to re-

move the discontinuity by demonstrating that the entropy does vary continuously

as a function of some variable interpreted as the ‘degree of similarity’ between the

substances. Those who are not worried by this version of the paradox attempt to

explain why this discontinuity is not a target of this principle.

These two versions of the paradox identify very different problems. Those

concerned with GP2 assume that the mixing entropy for identical gases is zero,

seeing the problem to be that the mixing entropy does not vary continuously down

to zero as the gases become more similar. By contrast, those concerned by GP1 see

3This principle is seen to originate historically with Leibniz (Natura non facit saltum: ‘nature
does not jump’).

4Denbigh and Redhead (1989, p. 284), Dieks (2014, p. 1305), Dieks (2011, p. 368), Barsky
(2017, p. vii), Denbigh and Denbigh (1985, p. 76), Kondepudi and Prigogine (1998, p. 157),
Landsberg (1978, p. 74), Roberts and Miller (1960, p. 379), Sears and Salinger (1975, p. 241),
Smith (1952, p. 137), Zemansky and Dittman (1997, p. 391), Swendsen (2018), Dieks (2018),
van Lith (2018), Uffink (2007, p. 1000), Klein (1958, p. 80).
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the problem precisely in the assumption that GP2 takes for granted: the mixing

entropy for identical gases being zero. Since GP1 identifies an issue in something

GP2 takes for granted, it is a deeper problem and must be solved first5. We will

therefore focus our efforts in this paper to solving and understanding GP1.

Needless to say that solutions to GP1 abound and, furthermore, commenta-

tors on the paradox agree on the problem and solution. In fact, commentators

on Gibbs’ paradox universally agree that the thermodynamic paradox has been

solved, seeing the interesting and difficult work as articulating and solving the sta-

tistical mechanical paradox. My main contention in this paper is that statements

of and solutions to the thermodynamic Gibbs paradox suffer from conceptual and

mathematical problems, which arise from using a qualitative, extra-theoretic defi-

nition of identity. Once we clarify this, we end up with a very different, but much

more secure, solution.

The strategy typically taken to solve GP1 is to argue somehow that the rep-

resentation of mixing as two free expansions cannot apply when the gases are

identical. In the next Section, I will showcase an extremely popular and oft-cited

presentation of this line of reasoning. I will then critically analyse this account

and identify mathematical and conceptual problems with it which I will go on to

solve.

5Nevertheless, I will offer some brief comments on GP2. In short, I agree with Dieks (2011)
that the discontinuity is neither surprising nor problematic once we have established that the
entropy of ‘mixing’ identical gases is zero, since the discontinuity is not in the physical quantity
but is rather a ‘conceptual’ discontinuity in going from considering identical gases to non-identical
gases.
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4.2.1 Van Kampen’s Account

Van Kampen begins by deriving the entropy as a function S(p, T ) of pressure p and

temperature T . He leaves the derivation of this function, very typical in standard

textbooks on thermodynamics, to the reader, but it is instructive for our purposes

to spell it out in detail6.

We begin by stating what is known as the First Law of thermodynamics for a

thermodynamic model consisting of variables for energy U , temperature T , entropy

S, pressure p, and volume V :

dU = TdS − pdV. (4.2.1)

Now let N be the (constant) mole number and R the ideal gas constant. Adopting

the equations of state U = (3/2)NRT and pV = NRT for the ideal gas, and ob-

serving that dU = (3/2)NRdT , we find that, after some rearrangement, Equation

(4.2.1) becomes,

dS =
3NR

2T
dT +

NR

V
dV. (4.2.2)

Integrating, we get S(V, T ) = 3
2
NR lnT + NR lnV + K, and if we substitute

V = NRT/p, we get van Kampen’s expression for S(p, T ):

S(p, T ) =
5

2
NR lnT −NR ln p+ C (4.2.3)

6The derivation presented in the main text dodges a problem stemming from an inconsistency
in van Kampen’s presentation, namely: is the number of molecules N a constant or a variable?
As I explain in Appendix A.1.1, he seems to treat it as both. I argue that his expression for
S(p, T ) can be derived rigorously assuming that N is a variable throughout.
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where C is a constant of integration absorbing terms containing N and R.

At this point, we depart typical entropy derivations and follow van Kampen’s

unique argument to calculate the entropy on mixing identical gases and different

gases. Van Kampen points out that C cannot be a function of p or T , but may

be a function of anything else including N . He then supplies an argument for

determining the dependence of C on N (and hence entropy’s dependence on N)

on the basis of the following two propositions:

“Convention 1. If I have a second system, identical with the first

one, I agree to assign to it the same C and therefore the same S(p, T ).

This is obviously convenient but not logically necessary and by itself

contains no information about the physical world.

Convention 2. Two separate systems may be regarded as forming

together a single system. I agree to take as the entropy of the combined

system the sum of the entropies of the two parts. Of course, each part

must be in equilibrium but they don’t need to be in equilibrium with

one another. Hence this convention may serve to define the entropy of

systems that are not in equilibrium themselves but can be divided into

subsystems that are.” (van Kampen, 1984, p. 305)

These conventions are unusual. They seem to be unique to van Kampen’s

presentation and do not appear in any other presentation of thermodynamics and

it seems strange that entropy’s dependence on the mole number should be deter-

mined by these propositions while no comparable constraints seem to be present

for determining entropy’s dependence on any other variable. What, in van Kam-

pen’s mind, makes the mole number so special in this case? We get a hint of what

110



he is thinking at the very beginning of his article:

“The dependence of the entropy on the number of molecules can never

be found from studying closed systems.” (van Kampen, 1984, p. 303)

And later, when stating his version of Gibbs’ paradox, he writes:

“[The Gibbs paradox] is a consequence of the way in which the entropy

depends on the number of molecules.” van Kampen (1984, p. 304)

No other commentator on the thermodynamic Gibbs paradox (except for those

who explicitly endorse van Kampen’s view, of course) states the root of the paradox

to be in entropy’s dependence on N .

This is difficult to square with the formulation of thermodynamics stated in

Chapter 2 in which it is simply assumed that the entropy is a homogeneous func-

tion of the extensive variables, N being one of them. Is van Kampen honestly

toiling when geometric thermodynamicists are stealing? It is difficult to say. On

the one hand, it is clear that van Kampen is approaching this problem from a very

experimental and operational perspective, and is therefore at pains to ask: how is

it that entropy’s dependence on N is determined? And he is right: from an exper-

imental point of view, one may only determine the dependence of the dependent

variable when you vary the independent variable. But, on the other hand, this is

not just true of N . Why does the same argument not apply to temperature or

pressure?

On the basis of these conventions he argues for the following expressions for

the entropy, along with their associated interpretations.
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• The entropy of one gas:

S(p, T,N) =
5

2
NR lnT −NR ln p+ cN (VK1)

where this is just Equation (4.2.3) with the constant of integration chosen

to be such that C = cN for some constant c.

• The entropy of two gases, A and B:

S(pA, pB, T,NA, NB) =
5

2
(NA+NB)R lnT−NAR ln pA−NBR ln pB+cANA+cBNB

(VK2)

where pA = pNA/(NA + NB) and pB = pNB/(NA + NB) are the ‘partial

pressures’ of the gases A and B.

This equation is derived by calculating S(pA, TA, NA) +S(pB, TB, NB) where

each of the summands is given by (VK1) and setting T = TA = TB.

• The entropy of two gases, A and B:

S(pA, pB, T,NA, NB) =
5

2
(NA+NB)R lnT−(NA+NB)R ln(pA+pB)+c(NA+NB).

(VK3)

This equation is derived from Equation (VK1) by setting N = NA +NB and

p = pA + pB.

We notice immediately that while Equations (VK2) and (VK3) are intended

to apply when we have two gases A and B, it is not clear, from what has been said

so far, when we apply one and when we apply the other. Van Kampen argues that

Equation (VK3) applies when the gases are ‘the same’ or ‘identical’ and Equation
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(VK2) applies when the gases are ‘different’. We shall summarise his argument

for this shortly, but first we must understand van Kampen’s version of the Gibbs

paradox.

The paradox stems from the fact that Convention 1 together with Equations

(VK2) and (VK3) give rise to a contradiction. Convention 1 may be reasonably

interpreted as a necessary condition for two systems to be ‘identical’: they are

assigned the same C. If we apply this to Equation (VK2) by setting7 c = cA = cB

then it would seem to give, according to van Kampen’s analysis, the entropy for

two ‘identical’ gases A and B. But this entropy is not the same as that given by

Equation (VK3), which is also supposed to give the expression for the entropy of

two ‘identical’ gases. The difference between Equation (VK3) with c = cA = cB

and Equation (VK2) is

−NAR lnNA −NBR lnNB + (NA +NB)R ln(NA +NB). (DIF)

The preceding argument is what van Kampen takes to establish the Gibbs paradox:

“The fact that [Equation (VK2)] does not reduce to [Equation (VK3)]

when A = B constitutes the Gibbs paradox. The difference is given in

[Equation (DIF)].” (van Kampen, 1984, p. 306)

We are in a situation where we have a valid argument leading to a contradiction.

The task, then, is to isolate the false premise.

Some readers may note that, despite van Kampen (1984) being the “go-to”

reference for modern accounts of Gibbs’ paradox in thermodynamics, his account

7Despite the fact that van Kampen does not say this explicitly, it is necessary to make the
step to get his result.
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differs from some in a noteworthy respect. In particular, van Kampen identifies

the paradox as lurking in Equation (DIF), which is the difference between the

entropies of Figures (4.1c) and (4.1d), whereas more modern accounts locate the

paradox in the difference between the entropies of Figures (4.1a) and (4.1c). In

other words, van Kampen calculated the entropy difference between a mixture and

a pure ideal gas, while modern accounts calculate the entropy difference between

the unmixed state of a mixture and the mixed state.

One can formulate this observation as two slightly different puzzles. Van Kam-

pen’s puzzle is to try to ground the entropies of ideal gas mixtures and pure ideal

gases in some assumption that may be interpreted as difference and identity. The

other puzzle is to explain why we do not get an entropy increase when we remove

a partition between two identical samples of gas. Both puzzles can be solved. In

fact, once the solution to the first is found, the solution to the second drops out

instantly. I will therefore focus my efforts on formulating a precise definition of

identity relevant to Gibbs’ paradox. But first, we must understand van Kampen’s

solution to the paradox.

4.2.2 Van Kampen’s Solution

The logical essence of van Kampen’s solution is to block the application of Equation

(VK2) to identical gases. This would remove the contradiction. Van Kampen’s

strategy is to explain why Equation (VK2) applies only when the gases are different

and (VK3) only when the gases are identical.

First, regarding identical gases he writes:

“Consider a set of systems, consisting of identical vessels containing
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the same gas but in different amounts. One is free to represent all

possible states obtained in this way in a space with coordinates p, T,N .

There is no way, however, to compare entropy values belonging to

different N , unless one introduces a new kind of process by which N

can be varied in a reversible way. This is done by the familiar device

of taking two identical vessels with the same p, T,N and opening up

a channel between them. Together with convention 1 this leads to the

conclusion that S(p, T,N) must be proportional to N .” (van Kampen,

1984, p. 305, original emphasis)

He thus arrives at Equation (VK1). As explained above, this allows the derivation

of Equation (VK2) for non-identical gases by substituting N = NA + NB and

p = pA + pB. He does not carry out this calculation explicitly, but this step is

necessary for deriving his Equation (DIF). He then goes on to consider different

types of gases, writing:

“If two vessels contain different gases A,B the entropy of the combined

systems is defined by convention 2. When a channel is opened up an

irreversible mixing occurs, so that this device cannot be utilised to

define the entropy S(p, T,NA, NB) of the resulting mixture. In its

stead one now uses the familiar reasoning based on semi-permeable

walls and obtains for the ideal gas [Equation (VK2)]” (van Kampen,

1984, p. 306, original emphasis)

The ‘familiar reasoning’ based on semi-permeable membranes is not familiar to all,

so let me explain what van Kampen might have meant.
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(a) Allow each gas to undergo a free ex-
pansion.

(b) Then ‘overlap’ the containers by ap-
plying Gibbs’ theorem.

Figure 4.3: Representing mixing as two free expansions and an application of
Gibbs’ theorem.

Suppose before the partition is lifted we have gas A on one side and gas B

on the other. And suppose for simplicity that the number of moles of each gas is

the same, and that each occupy half the total volume of the container, so that the

pressure of each gas is the same. We now allow each gas to undergo a free expansion

into two separate volumes (see Figure 4.3a), and then ‘overlap’ the volumes of gas

(Figure 4.3b). This chain of reasoning is a typical way of representing mixing and

calculating the associated entropy increase8.

The first step is simply two free expansions (also known as Joule expansions).

The second step is an application of what is sometimes called Gibbs’ theorem. It

states that the entropy of a mixture of ideal gases at temperature T and volume

V is the sum of the entropies the individual components would have if they each

occupied separate containers of volume V at temperature T . Typical ‘proofs’ of

this theorem9 make use of the concept of semi-permeable membranes. These are

membranes which are impermeable to one component of a mixture but permeable

to all others. Installing two such membranes in between the containers of gas, one

8The most explicit example of this reasoning may be found in Adkins (1983, p. 217) but may
also be found in Planck (1903, pp. 219–220).

9A classic text demonstrating Gibbs’ theorem with semipermeable membranes is Planck (1903,
pp. 219–220) and other expositions may be found in Buchdahl (1966, pp. 170–171) and Mandl
(1988, pp. 129–130). Elsewhere (Wills, 2021), I argue that the correct proof of Gibbs’ theorem
need not rely on any concept like semipermeable membranes and is simply a mathematical
consequence of the thermodynamic definition of an ideal gas mixture.
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permeable to gas A but impermeable to gas B and another impermeable to gas A

but permeable to gas B, allows us to overlap the gases in the very same volume

and form a mixture without doing any work and while remaining at a constant

temperature.

Claiming to have derived equation (VK2) via this reasoning, van Kampen then

resolves the paradox by arguing that

“two different processes had to be chosen for extending the definition

of entropy. They are mutually exclusive: the first one cannot be used

for two different gases and the second one does not apply to a single

one.” (van Kampen, 1984, p. 306)

The two processes he is alluding to here are the removal of the partition between

the two samples, and the two free expansions plus the ‘overlapping’ with semiper-

meable membranes. These, it is argued, are mutually exclusive; the removal of the

partition will not work for calculating the entropy of a mixture since this change

of state would happen irreversibly under this process. On the other hand, the

process of reversible mixing with semi-permeable membranes will not work with

identical gases, since there is no differentiating feature which would allow semi-

permeable membranes to exist in principle. This means that the step applying

Equation (VK2) to identical gases is blocked, since the process used to establish

that equation cannot be used on identical gases. This purportedly removes the

contradiction at the heart of GP1.

Van Kampen’s resolution has been echoed and endorsed in virtually every

subsequent treatment of Gibbs’ paradox in thermodynamics. His comments have

been interpreted as indicating that distinguishability, in the sense that there in
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principle exist semipermeable membranes which allow the application of Gibbs’

theorem, is what is important in resolving Gibbs’ paradox. Gases may be different

in any sense you like, i.e., there may be a number of properties that the gases

do not share, but if there is no process which can reversibly mix or separate the

gases in principle, then Equation (VK3) is to be used. Otherwise, if the gases are

distinguishable in that sense, then Equation (VK2) gives the correct value for the

entropy of the mixture.

There are variations on this theme of semipermeable membranes. Van Kampen

actually ends up articulating a rather strong variation himself, to give the issue a

pragmatic dimension: an experimenter dealing with two samples of gas may even

know that they are distinguishable, but chooses to ignore this fact and treat them

as if they were indistinguishable. In this case, he argues, the experimenter will be

led to no contradiction in using (VK3). His solution can be summed up as the

view that

[t]he expression for entropy [. . . ] depends on whether or not [the ex-

perimenter] is able an willing to make a distinction. (van Kampen,

1984)

The lesson van Kampen wants us to learn from Gibbs’ paradox, is that identity

(understood as the sharing of intrinsic properties) is not relevant for calculating

the entropy of mixing, but rather that the more operational concept of distin-

guishability is what is important. This operational theme aligns with Bridgman

(1961, pp. 168–169) who uses Gibbs’ paradox as a case study of how his idea of the

‘universe of operations’ to operationally define physical concepts such as distin-

guishability can be used to solve problems. Another variation is Dieks (2011) who
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adds another level of justification, ultimately grounding the difference between

(VK2) and (VK3) in differences in the physical or chemical properties between the

gases, and arguing that this is sufficient to establish the existence in principle of

semipermeable membranes for the pair of gases.

In summary, it is widely agreed that distinguishability via semipermeable mem-

branes is what explains the choice between equations (VK2) and (VK3) and there-

fore solves Gibbs’ paradox in thermodynamics.

4.2.3 Two difficulties

This account is beset by two problems. Firstly, the criterion of identity proposed

by van Kampen in terms of semipermeable membranes is not fully general: it

only applies to gases, when we may want to express the identity of other types of

thermodynamic system. I grant that this was not van Kampen’s aim: his aim was

to formulate a criterion for fluids so it is no failure on his part that his criterion is

not fully general. However, if we are modelling gases as thermodynamic systems,

then I argue that the criterion of identity should be ‘moved one level up’ so we

have one criterion of identity for thermodynamic systems which can be applied

to fluids, rather than many criteria for all the different kinds of physical systems

we may wish to model as thermodynamic. My argument in this regard is that we

should seek to generalise van Kampen’s methodology to thermodynamic systems

in general rather than one particular case.

Secondly, this criterion of identity falls foul of the physics good practice with

which we began this Chapter: this identity relation between thermodynamic mod-

els cannot be represented in the thermodynamic formalism. The definition of

119



identity in terms of the existence of semipermeable membranes (or any reversible

separation procedure) is extra-theoretic and non-thermodynamic. While the mem-

branes are certainly useful heuristic devices for imagining reversible mixing and

separation, they are not a part of the thermodynamic formalism. The criterion ap-

plies only insofar as we can supplement thermodynamics with a theory of semiper-

meable membranes. Although it is plausible that we do have this in the context

of fluids10, it relies on non-thermodynamic talk of the gases’ constituent atoms

and their atomic properties. Indeed, it is precisely because the semipermeable

membrane mechanism is explicated in terms of the well-known underlying micro-

physics of the gases that it is so heuristically useful. But this same fact makes its

usefulness totally unclear when we do not yet understand a system’s microphysics,

and yet are still able to model it in thermodynamics.

I should reiterate a point I made in the introduction to this Chapter: I am

not making the claim that extra-theoretic reasoning is inherently bad or useless

and that we should purge it from our physics. Far from it: such reasoning is

immensely heuristically useful. However, extra-theoretic definitions do not help us

when we are trying to prove a thermodynamic proposition such as the one stating

the entropy change on mixing gases. I maintain that to be able to state and prove

such a proposition, the assumptions in the argument must be thermodynamic

(or, for whichever theory it is, the assumptions must appeal only to notions and

formalism of the theory) and this is simply not the case when we define identity

in terms of semipermeable membranes.

Thermodynamics is an extremely powerful and general theory for when we do

10For example, Planck (1903, p. 218), Zemansky and Dittman (1997, p. 387) and Parting-
ton (1913, p. 272) mention the separation of hydrogen from air using a palladium or platinum
membrane in support of the the theoretical use of semipermeable membranes in thermodynamics.
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not have access to the underlying microphysics of physical systems. As it happens,

in the case of gases, we do know about the physics of the micro-constituents and

this may be why we are naturally attracted to expressing identity in terms of the

properties of those constituents. But, in general, we should not assume that we

have access to the microphysics and so we should not let definitions of concepts

such as identity to be tied to it. We should strive to represent the identity relation

between thermodynamic models in purely thermodynamic terms.

Therefore, in spite of its popularity, van Kampen’s discussion of the paradox

is left wanting. Happily, there is another solution, which I turn to in the following

sections.

4.3 Definition of mixtures as composite systems

Let us now use the geometric formulation of thermodynamics to make precise

the notion of ‘composite system’, and then subsequently characterise mixtures as

composite systems. While many commentators on thermal physics draw attention

to the distinction between composite system and subsystem, this relationship is

rarely made precise. For example, Callen (1960, p. 23) writes: “Given two or more

simple systems, they may be considered as constituting a single composite system.”

He does not spell out exactly how they may be considered as such, and does not say

precisely what the mathematical relationship is between the composite system and

the subsystem. In this Section, I will adopt the definition of composite system from

Chapter 2 which will allow us to state the precise sense in which the components

of a mixture are different from each other.

To recap: suppose we have k thermodynamic models M(1), . . . ,M(k), whose
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manifolds are each given coordinates (U (i), V (i), N (i)) for each i = 1, ..., k. I propose

to define the composite of these individual thermodynamic models as follows.

Composite System. A composite system is the (n+1)-tuple (M(1), . . . ,M(n),M)

whereM(1), . . . ,M(n) are n thermodynamic models whose manifolds M (i) may be

given global coordinates X
(i)
1 , . . . , X

(i)

dim(M(i))
for i = 1, . . . , n andM is a thermody-

namic model whose manifold M can be given global coordinates X0, X1, . . . , Xm

each of which is a function of the coordinates X
(i)
1 , . . . , X

(i)

dim(M(i))
for all i. For each

i = 1, . . . , n, we say that M(i) is a subsystem of the composite system.

Specifying that the coordinates of the composite system must be functions of

the coordinates of the subsystems incorporates an important assumption about

the relation between the composite system and its subsystems, namely that the

composite system supervenes on its subsystems: there may be no change in the

composite system without some change in the subsystems. I do not claim that this

is the only definition of composite system possible—there may well be others—but

I do claim that it relies on a plausible thesis about the relation between composite

systems and their subsystems. We can use this definition can help us understand

mixtures as a thermodynamic model that contains (at least) two subsystems, which

represent the components of the mixture. But first we need to understand how to

represent an ideal gas mixture in thermodynamics.

In Chapter 3, I concluded that an ideal gas mixture of k components is best

represented by the thermodynamic model MG whose manifold MG has global

coordinates S, U, V,N1, . . . , Nk and the fundamental relation is

S = fG(U, V,Ni, . . . , Nk) =
1

T
U +

p

T
V −

k∑
i

µi

T
Ni (4.3.1)

122



Variable Definition

S
∑

i S
(i)

U
∑

i U
(i)

V V := V (1) = · · · = V (k)

Ni N (i) for i = 1, ..., k

Table 4.1: The variables of the composite system (the ideal gas mixture) defined
in terms of the variables of the subsystems (the pure ideal gases).

where

1

T
=

3

2
R

(
∑k

i Ni)

U
;

p

T
= R

(
∑k

i Ni)

V
;
µi

T
= R ln

Ni

(∑k
i Ni

)3/2
V U3/2

+Ki. (4.3.2)

This representation of an ideal gas mixture captures an important intuition we

have about mixtures: they consist in a number of components in the very same

volume V . We are now in a position to understand the ideal gas mixtures as

a composite system in the sense described above. Let the subsystems M(i) for

i = 1, . . . , k be ideal gas models. And let the variables of the composite system

(which we call the mixture of the two subsystems) be defined as in Table 4.1. A

detailed physical justification for these definitions is given in Appendix A.1.2.

With these definitions, the system MG satisfies the composite system defini-

tion given above, and thus we can understand more precisely the sense in which

an ideal gas mixture is a composite system. We can now progress to the stage of

understanding the sense in which the components of a mixture are ‘different’. I

will begin this stage with a brief discussion of the identity relation and its repre-

sentation in physical theory.
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4.4 Representing the Identity Relation

Our careful formulation of what it means to be a thermodynamic model and what

it means to be a mixture can now be put to work. I will begin by discussing how

identity of physical systems is typically represented, explaining what I take to be

the traditional and intuitive view of identity often appealed to in thermodynamics

and in discussions of Gibbs’ paradox. I show that this identity concept cannot cope

with the case of ideal gas mixtures and I go on to propose a criterion of identity

which can, by giving new and rigorous derivations of van Kampen’s equations

(VK2) and (VK3). Not only is this discussion of quite general interest, given that

similar discussions concerning the identity or equivalence of systems already occur

in the context of other physical theories, but it is also of crucial importance in the

analysis of Gibbs’ paradox.

4.4.1 The Isomorphism Criterion of Identity

On a traditional and intuitive view, the criterion of identity for physical systems is

based on a more general criterion found in the philosophy of identity: two objects

x and y are identical11 when for every property P , object x has P if and only

if y has P . This may be seen as a definition schema, allowing us to express a

criterion of identity in more specific fields; we just need to say what the ‘objects’

are and what the domain of their properties is. In our case, the objects are

physical systems and the domain of properties is the set of physical properties.

Thus, applying the schema, the criterion of identity for physical systems is: two

11Sometimes this definition is associated with other words such as ‘indistinguishability’ or
‘indiscernibility’. ‘Identity’ is a word sometimes reserved for the logical notion ‘one and the
same’. However, there is no consensus on the meaning of these terms and there is no scope in
this chapter to discuss the intricate relationships between these similar notions.
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physical systems x and y are identical when for every physical property P , object

x has P if and only if y has P . This criterion, in turn, is directly imported

into thermodynamics. Thermodynamic models represent physical systems, so the

argument goes, so thermodynamic models are identical if and only if they share

all physical properties. This move is often implicitly made in discussions of Gibbs’

paradox in thermodynamics. The view is tempting because it seems to capture

the intuitions we have when we say that a box of helium is ‘of the same kind’ as

another box of helium but not of the same kind as a box of hydrogen.

However, this criterion of identity for thermodynamic models is problematic.

To see why, consider the case of the difference between the boxes hydrogen and

helium. It is true to say that that these substances do not have the same proton

number: hydrogen’s is 1, helium’s is 2. And therefore it is true to say that, as

physical systems, they are not identical. But, what we are interested in here is

not the identity of the physical systems themselves but the identity of the phys-

ical systems represented as thermodynamic models. This distinction is extremely

important, since it is possible for the physical systems themselves to be different

while their representations as thermodynamic models are identical. This will be

the case when the properties which distinguish them as physical systems are not

capable of representation in thermodynamics. In our example with hydrogen and

helium, thermodynamics does not have the capacity to represent the proton num-

ber of the substances and so it is possible for identical thermodynamic models to

represent non-identical physical systems.

On a basic level, the distinction I am invoking here is simply that between

the world and our representations of the world. I think that these are being

conflated in discussions of identity in thermodynamics. Our concern should be,
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not the identity relation between the physical systems themselves, but the identity

relation between the thermodynamic representations of those physical systems.

One may object that every difference between the physical systems themselves

would manifest as a difference in their thermodynamic representations, in such a

way that it would be impossible for two physical systems to be different while their

thermodynamic representations are identical. In the context of our example, one

may argue that the difference in proton number would ‘filter up’ and manifest as

a difference in the thermodynamic models of those systems.

I agree that this is possible, but it is not necessarily so. While thermodynamics

does not have the capacity to represent properties like proton number, it is possible

to represent the effects of these microscopic properties ‘filtering up’ to the the

thermodynamic level. An example of this is when we represent gases as van der

Waals models. In our formalism, the representation of a gas such as hydrogen

as a van der Waals model is MVdW whose manifold is given global coordinates

S, U, V,N and whose fundamental relation12 is

S/N = R ln(V/N − b) + cR ln(u+ aN/V ) + k, (4.4.1)

where a, b, c are constants that will in general depend on the physical and chem-

ical properties of the gas, such as the proton number, and k is the constant of

integration. The constant a is meant to capture the change in energy due to inter-

molecular forces, the constant b is meant to capture the volume that each molecule

of the gas occupies and c is the specific heat of the substance. Because of the pres-

ence of these constants in the fundamental relation, hydrogen and helium will be

12Note that this is not the more frequently discussed equation of state of the van der Waals
gas: p = RT/(V − b)− a/V 2. It may, however, be easily derived from this fundamental relation.
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different qua van der Waals gas because they will have different values for these

constants.

This is just one way of representing the thermodynamic effect of microscopic

properties when thermodynamics does not have the capacity to represent the prop-

erties themselves. However, it is not necessary for us to do this. We need not try

to represent every physical property of a substance when we construct its ther-

modynamic model: we could just as well have represented the box of hydrogen as

an ideal gas. This thermodynamic model would be MH whose manifold is four

dimensional with global coordinates S, U, V,N and whose fundamental relation is

that of the ideal gas. It is clear that this thermodynamic model does not have the

capacity to represent any property such as proton number or any of its thermo-

dynamic consequences; the model only states the relation between the hydrogen’s

entropy, volume, mole number and energy. Because of this, if a box of helium and

a box of hydrogen have the same S, U, V,N , then they are identical qua ideal gas

and different qua van der Waals gas.

We can be much more precise here. When we say thatMHe andMH have ‘the

same’ manifolds and fundamental relations, we mean that these thermodynamic

models are isomorphic: their manifolds are the same dimension and so we can

define a diffeomorphism ψ : MHe → MH, and their fundamental relations are ‘the

same’ in the sense that fH = ψ∗fHe. On the other hand, the boxes of hydrogen and

helium qua van der Waals gas are not isomorphic structures since their fundamental

relations are ‘different’ in virtue of the differing values of the constants a, b, c. This

leads us to state a criterion of identity in terms of the isomorphism of the formal

structures:
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The Isomorphism Criterion of Identity. thermodynamic models M and M′

are identical iff:

• There exists a diffeomorphism ψ : M →M ′ and

• f = ψ∗f
′

where M , M ′, f and f ′ are the manifolds and fundamental relations of the ther-

modynamic models M and M′ respectively.

Isomorphism is typically held in high regard as a natural standard of equiva-

lence13 and, as an equivalence relation, is a good candidate for representing identity

between two physical systems represented by formal structures in some theory. In

our case, the isomorphism of the ideal gas structures captures an important sense

in which the hydrogen and helium physical systems are ‘the same’ at room tem-

perature and pressure: their physical behaviour is the same in this regime and is

represented extremely well by the ideal gas model.

But, this leads us to a curious conclusion in the context of thermodynamic

mixtures and Gibbs’ paradox. If we regard isomorphism of the thermodynamic

models as representing the identity relation between the physical systems, then it

follows that all ideal gases are identical. Therefore, it would be impossible to have

an ideal gas mixture, whose very definition relies on the ideal gas components of

the mixture being different in some sense. The isomorphism criterion of identity

fails to capture the common practice of modelling two ideal gases as non-identical

(such as in Gibbs’ paradox). If this is a modelling practice we wish to keep, then

we need to find a way of modelling non-identical ideal gases.

13See, for example, Weatherall (2018, p. 331) for an application of this criterion in the context
of general relativity.
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The strategy I adopt is inspired by considering mixtures; two different gases

combined will form a mixture, while two identical gases combined is just more of

the same gas. The strategy is to convert this innocuous fact into the definition

of identity: two gases are identical when they combine to form ‘more of the same

stuff’ and are different when they don’t. In this sense, the identity question has

been changed: rather than picking up any two thermodynamic models and asking

whether they are identical (as we could with the isomorphism criterion), we should

instead ask whether two thermodynamic models are identical if they are each part

of a third system which is the composite of the two. How the composite system

is defined yields the identity relation between the subsystems: if the composite is

a mixture, that is to represent the subsystems as non-identical, if the composite

is more of the same stuff, that just is to represent the subsystems as identical.

This section will execute this strategy in detail. I begin by providing rigorous

derivations of van Kampen’s equations (VK2) and (VK3). This will expose crucial

assumptions in the derivations which I will go on to generalise and interpret as

difference and identity.

4.4.2 Deriving equations (VK2) and (VK3)

Van Kampen’s Equations (VK2) and (VK3) purport to be the entropy of a mixture

and an ideal gas respectively. In this Section, I show how they may be derived

from the fundamental relations of composite systems where the subsystems with

variables S(i), U (i), V (i), N (i) are pure ideal gases.

We begin by deriving Equation (VK2). This follows from the fundamental

relation of the ideal gas mixture, given in Section 4.3. Again, the fundamental
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relation for the ideal gas mixture is

S = fG(U, V,N1, ..., Nk) =
1

T
U +

p

T
V −

∑
i

µi

T
Ni, (4.4.2)

where

1

T
=
∑
i

3

2
R
Ni

U
; (4.4.3)

p

T
=
∑
i

R
Ni

V
; (4.4.4)

µi

T
= R ln

Ni

(∑
j Nj

)3/2
V U3/2

+Ki for i = 1, ..., k. (4.4.5)

By eliminating U in favour of T , defining the ‘partial pressures’ pi := Ni/V =

pNi/(
∑

iNi), and absorbing all constants into the Ki, we recover van Kampen’s

Equation (VK2) for k components in the following form:

S =
5

2

(
k∑

i=1

Ni

)
R lnT −

k∑
i=1

(NiR ln pi) +

(
k∑

i=1

NiKi

)
(VK2′)

where the summation indices run over the number of components in the mixture.

We now turn to deriving Equation (VK3). Since it purports to be the entropy

of a ‘mixture’ of identical gases A and B, this ‘mixture’ will be a pure ideal gas of

the same kind as A and B. So, the coordinates of MVK3 are going to be those of

the ideal gas: S, U, V,N . The definitions of the variables forMVK3 are summarised

in Table 4.2 and their physical justification is given in Appendix A.1.3.

The fundamental relation for the ideal gas is
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Variable Definition

S
∑

i S
(i)

U
∑

i U
(i)

V
∑

i V
(i)

N
∑

iN
(i)

Table 4.2: Definitions of the variables for MVK3 for deriving Equation (VK3).

S = fVK3(U, V,N) =
1

T
U +

p

T
V − µ

T
N, (4.4.6)

with the equations of state

1

T
=

3

2
R
N

U
; (4.4.7)

p

T
= R

N

V
; (4.4.8)

µ

T
= R ln

[
N5/2

V U3/2

]
+K. (4.4.9)

If we eliminate U in favour of T and V in favour of p, and define p(i) := N (i)RT/V

while also writing N =
∑

iN
(i) and p =

∑
i p

(i) we recover van Kampen’s (VK3)

in the following form:

S =
5

2
R

(
k∑
i

N (i)

)
lnT −

(
k∑
i

N (i)

)
R ln

[
k∑
i

p(i)

]
+

(
k∑
i

N (i)

)
K (VK3′)

Thus, we have shown how to recover van Kampen’s equations (VK2) and (VK3)

from the fundamental equations of an ideal gas mixture and the pure ideal gas

respectively, and by treating van Kampen’s gases A and B as subsystems of a

composite.
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At this point, we may compare our Equations (VK2′) and (VK3′) with van

Kampen’s (VK2) and (VK3) and notice an interesting and important feature of

the interpretation of the indices. Van Kampen uses A and B, which are supposed

to label the gases, to index the variables in both equations. But what is referred

to with ‘the gases’? What is the relation of A and B to the composite system in

each case?

What we learn from these derivations is that use of the indices A and B is am-

biguous. It is at least clear that they are meant to be subsystems of the composite

in some sense, but in what sense, precisely? Here, I have shown that the gases can

be subsystems of the composite in two different ways, as illustrated in Tables 4.1

and 4.2. In the next section, we will investigate to what extent these senses can be

interpreted as difference and identity. But at the very least we can note here that

van Kampen’s use of the same indices in each equation covers up the fact that

the indices take on quite different interpretations. Let us start with comparing

Equation (VK2′) and van Kampen’s (VK2). In our (VK2′), the subscript indices

i run over the components in the mixture. However, while each Ni is a proper

thermodynamic variable in the sense that each is a coordinate of M , the so-called

‘partial pressures’ pi are not thermodynamic variables in the sense that they are

not partial derivatives of fG with respect to any configuration variable.14 In (VK3′)

the indices run over subsystems. In this case, neither the N (i), the mole number

of subsystem (i), nor the p(i), the pressure of subsystem (i) is a proper thermo-

dynamic variable since the coordinates of M are S, U, V,N . Therefore, while van

14Callen (1960, p. 337) emphasised this point. He writes “The partial pressures are purely
mathematical constructs with no direct physical meaning.” This is a little cryptic, but he may
be taken to mean that these pressures are not derivatives of the fundamental relation with respect
to any configuration variable.
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Kampen wrote his entropies as functions of pA, pB, T,NA, NB for both (VK2) and

(VK3) respectively, they really should be written as functions of p, T,NA, NB and

p, T,N respectively.

In this Section, we have given rigorous derivations of each of van Kampen’s

equations. This has clarified the status and interpretation of the indices A and B

used by van Kampen in his expression of the equations. We have learned that it is

not as simple as “letting A and B represent two gases” which may or may not be

identical; we have to specify the precise nature of the subsystem-composite system

relationship before interpreting the indices. The purpose of examining detailed

derivations of these equations is precisely so that we may examine whether any

of the assumptions behind the equations may be interpreted as saying that the

systemsM(i) are ‘different’ or ‘identical’ in some sense. We now turn to this issue.

4.4.3 The Homogeneity Criterion of Identity

Here I propose a criterion of identity for thermodynamic models which allows

isomorphic ideal gas models to be modelled as non-identical, paving the way for

making sense of ideal gas mixtures, while also having much more general and foun-

dational implications. Van Kampen’s Equation (VK2) purports to be the entropy

of a mixture of ‘different’ substances while (VK3) purports to be the entropy

when the substances are ‘the same’. With our derivations of Equations (VK2′)

and (VK3′), we have uncovered the assumptions behind these equations and in

this section I will argue that these assumptions can be interpreted as ‘difference’

and ‘identity’ respectively.

In order to state the precise criterion of identity for thermodynamic models,
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we must introduce some formal machinery. Given a chart (U,φ) on M where

U ⊆ M and φ : U → Rk, let us adopt the notation (U, λφ) to denote the chart

that ‘scales’ each of the coordinate components of φ(U) ∈ Rk by λ, i.e. λφ is

defined by xi ◦ λφ(p) := λxi ◦φ(p) for each coordinate component xi : Rk → R for

i = 1, .., k and for all p ∈ U .

The Homogeneity Criterion of Identity. Thermodynamic subsystems M(i)

for i = 1, . . . , n in a composite system (M(1), . . . ,M(n),M) for i = 1, . . . , n are

identical iff:

• There exist diffeomorphisms ψ(i) : M (i) →M for all i;

• If, for each (i) and for any chart (U,φ) on M , (ψ(i)−1
(U), φ(i)) is a chart

on M (i) such that φ(i) = λφ ◦ ψ(i) (that is, φ(i) is the scaled chart pushed

forward to M (i)) then:

(
f (i) ◦ φ(i)−1

)(
X

(i)
1

(
ψ(i)−1

(p)
)
, . . . , X

(i)
k

(
ψ(i)−1

(p)
))

= λ
(
f ◦ φ−1

)
(X1(p), . . . , Xk(p))

(ID)

for all p ∈ U , and where Xj := xj ◦ φ and X
(i)
j := xj ◦ φ(i) for j = 1, . . . , k

are the coordinate maps on M and M (i) respectively.

This criterion of identity for thermodynamic models is fully general and speci-

fies a criterion for each element of the ordered pair. The first part of the criterion

requires that the relata of the identity relation be subsystems of some compos-

ite. The second requires (at least) that the manifolds be of the same dimension.

The third says that for M(i) for i = 1, . . . , n to be identical as subsystems of the
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composite M means that if X
(i)
j = λXj for j = 1, . . . , k for some positive real λ

then we have that f (i)(X
(i)
1 , ..., X

(i)
k ) = λf(X1, ..., Xk). This is placing a constraint

on the behaviour of the fundamental relations when the coordinates X
(i)
j and Xj

for j = 1, . . . , k are related by a scaling transformation, namely the fundamental

relations also must be related by the same scaling transformation. To see how

this criterion relies on the homogeneity assumption, take the fundamental relation

of the composite system f(X1, . . . , Xk) and scale each of the coordinates thus:

f(λX1, . . . , λXk). The fundamental relation of subsystem (i) is f (i)(X
(i)
1 , . . . , X

(i)
k ).

The condition for identity is that their fundamental relations are the same when

X
(i)
j = λXj for j = 1, . . . , k, so we have f (i)(X

(i)
1 , . . . , X

(i)
k ) = f(λX1, . . . , λXk).

By homogeneity, this is f (i)(X
(i)
1 , . . . , X

(i)
k ) = λf(X1, . . . , Xk).

The basic idea that this criterion tries to capture is the following: if we want to

represent the proposition that k physical systems are identical in thermodynamic

terms, this is to say that when they are composed, the resulting composite system is

a scaled version of each of the subsystems. Thus, the representation of the identity

relation is based on the relation between a composite system and its subsystem

and the assumption of homogeneity.

It may be objected at this point that I have said nothing useful; I may be

interpreted as saying that systems are different if they form a mixture. But is

whether or not they combine to form a mixture exactly what we are trying to

establish? Isn’t the problem we are trying to solve when we have a mixture and

when we do not?

In short, no. I am engaged in the project of trying to represent the identity re-

lation between systems in thermodynamics. To elaborate: I make no claim about

the ‘correct’ way to distinguish between systems. We may distinguish them by
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their atomic properties, or by our abilities to reversibly separate them or by arbi-

trarily calling one ‘A’ and the other ‘B’. My question then is, having distinguished

them (or not) by one’s chosen means, how does one represent this identity or dif-

ference in thermodynamics? My answer is given above. This is not to be read as a

‘test’ of whether systems are identical or not but as a way of representing thermo-

dynamically the result of that test. From this point of view, I have no objection

to van Kampen’s operational way of distinguishing ideal gases by their method

of separation. What I am objecting to, on the other hand, is his thermodynamic

representation of the claim that the gases are different or identical. In this way,

my account is perfectly compatible with this aspect of van Kampen’s argument

and, indeed, complements it.

We will discuss the philosophical implications of this criterion after I show

that it does the job: to precisely drive a wedge between Equations (VK2) and

(VK3) and hence solve GP1. This directly addresses the contradiction that is at

the heart of van Kampen’s puzzle. Using this criterion of identity, I show that the

subsystems of the systemMG are different to their composite, and the subsystems

of the system MVK3 are identical to their composite.

We begin by showing that any subsystemM(i) ofMVK3 is identical toMVK3.

We note first that the manifolds M (i) and MVK3 are of the same dimension and

hence (given also standard smoothness conditions) there exists a diffeomorphism

between them. In defining the coordinates of the composite system, we found

the relation between them to be λiX = X(i) for X = U, V,N and where λi :=

N (i)/
∑

iN
(i). This is just to say that the coordinates of the systems are scaled

versions of each other. Therefore, since the fundamental relations are first-order ho-

mogeneous, we have f (i)(U (i), V (i), N (i)) = f(λiU, λiV, λiN) = λif(U, V,N). What
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we have shown is that each of the subsystems M(i) is identical to the composite

system MVK3. In the case of VK2, the identity condition for the manifold fails:

the dimension of MG is not the same as the dimension M (i) so there can be no

diffeomorphism between them. Thus, the composite system is not identical to

any of the subsystems. We may look at the difference between VK2 and VK3 a

different way. For VK2, the mole numbers N (i) of the subsystems were defined to

be the mole numbers Ni of the individual components of the composite system. It

is essentially this which means that the substances i whose quantities are denoted

by the variables Ni are all different: they are independently variable components

and hence form a mixture when combined. In contrast, the mole numbers N (i)

of the subsystems of MVK3 were defined to be part of the total mole number

N =
∑

iN
(i). It is in this sense that the composite system is just “more of the

same kind of stuff” as the subsystems M(i).

As we saw, the isomorphism criterion captures an important sense in which

ideal gases can be identical but it fails to make sense of ideal gas mixtures. The

scaling criterion was developed in response to this, providing a way in which ideal

gases can be different as components of a mixture. It is natural to question the

relationship between these two criteria. Do we need both? If so, when do we use

which criterion?

Apart from the case of ideal gas mixtures described in this paper, there are

more general and fundamental reasons for the introduction of the scaling criterion:

it allows us to represent isomorphic thermodynamic models as non-identical. Why

might we want to do this in general? Recall that thermodynamics is a theory

which deliberately ignores some (possibly known) physical properties of a physical

system. This is another way of expressing the typical characterisation of thermo-
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dynamics as focusing only on the macroscopic physics of a system while abstracting

away from the microphysics. It follows that when thermodynamics represents a

physical system as a thermodynamic model, it does not represent some properties

which the physical system has, or is known to have. The ideal gas is the perfect

example of this; ideal gases with different chemical composition and which dif-

fer in a great number of physical properties are all represented by the very same

thermodynamic model. But what if we want to ‘thermodynamically acknowledge’

isomorphic thermodynamic models as being different in virtue of properties which

thermodynamics cannot represent? For example, is there a way of representing

hydrogen and helium as different in virtue of their physical properties, while still

representing them as isomorphic ideal gas models? The scaling criterion allows us

to do this by considering the hydrogen and helium as subsystems of a composite.

We may represent the composition of isomorphic ideal gas models as an ideal gas

mixture which means that each subsystem fails to scale to the composite. In this

way, the ‘non-scaling’ of each isomorphic subsystem to the composite allows us

to acknowledge all the physical properties which the subsystems do not share but

which thermodynamics does not have the capacity to represent.

Ultimately, when to use the isomorphism criterion and when to use the scaling

criterion will depend on the context and one’s modelling goals. But we may briefly

sum up the different use cases of these two criteria as follows. The isomorphism

criterion involves at least two individual thermodynamic models and it represents

their identity in terms of their individual formal structures. The scaling criterion

involves at least three systems: at least two subsystems, and their composite. The

identity of the subsystems in this case depends on how the composite system is

defined. For example, if we choose to represent the composition of two isomorphic
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ideal gas models as an ideal gas mixture, then we are representing the isomorphic

ideal gas models as different since they each do not scale to the composite. If, on

the other hand, we represent the composition as an ideal gas, then the isomorphic

subsystems do scale to the composite and hence they are identical (in both senses).

While the scaling criterion involves at least three thermodynamic models and the

full structure of the subsystem-composite system relation, it is able to represent

isomorphic thermodynamic models as different. This is desirable when we want

to acknowledge two isomorphic thermodynamic models as different in virtue of

properties which thermodynamics does not have the capacity to represent.

4.5 Conclusion

This Chapter has introduced a new way of representing the identity relation in

thermodynamics which goes beyond the definition in terms of isomorphism. This

new notion provided a new perspective on Gibbs’ paradox, which arose because

we lacked a thermodynamic representation of the identity relation which could

account for the intuition that the components of a mixture are different.
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Chapter 5

Classical Particle

Indistinguishability

5.1 Introduction

Considerations of the identity of objects have long been part of philosophical dis-

cussion in the natural sciences and logic. These considerations became particu-

larly pertinent throughout the twentieth century with the development of quan-

tum physics, widely recognized as having interesting and far-reaching implications

concerning the identity, individuality, indiscernibility, indistinguishability1 of the

elementary components of our ontology. This discussion continues in both the

1This menagerie of terms in the literature is apt to cause confusion, especially as there is no
clear consensus on what exactly each of these terms mean. Throughout the rest of the paper, I will
be concerned with giving a precise definition of a concept which I will label ‘indistinguishability’,
and which, I think, matches with how most other commentators use the word. But I believe
it to be a distinct debate whether particles are ‘identical’, ‘individual’, or ‘indiscernible’. The
literature I address in this paper therefore does not, for example, overlap with the debate over
the status of Leibniz’s PII.
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physics and philosophy literature2.

Such considerations in classical physics have, by comparison, been largely ig-

nored. This trend has rightly been resisted in the philosophical and foundational

literature, but discussion of the idea has remained small in comparison to the

(perhaps more glamorous?) discussion in quantum theory. It is strange that this

is the case, since considerations of particle indistinguishability in physics actually

first made their debut in Gibbs’ work on classical statistical mechanics (Darrigol,

1991, p. 239). Gibbs used the notion of particle indistinguishability to argue for

the introduction of a factor N ! in the probability distribution over the phase space

for a system of N ‘entirely similar’ particles. It is here where the problem of giving

a rigorous justification for the N ! factor originates.

The question of whether, and if so in what precise sense, classical particles

are indistinguishable has consequences in physics and its philosophy: arguments

which aim to justify the inclusion of the N ! factor generally assume that it is

needed to derive an extensive entropy function. The basic worry is that a non-

extensive entropy function yields a non-zero entropy of mixing of indistinguishable

samples of gas, contradicting the prediction of thermodynamics that it is zero. This

contradiction is one version of Gibbs’ paradox3, and seeking a justification for the

N ! factor is often taken to be synonymous with seeking a solution to the paradox.

The argument I will present follows the trend in the philosophical literature by

taking seriously the idea of indistinguishable classical particles, but does not take

as its basic motivation the derivation of an extensive entropy function. In fact, I

2See French (2000) for an introduction to this discussion and a comprehensive list of references.
3See van Kampen (1984), Denbigh and Redhead (1989), Jaynes (1992), Dieks (2011), Dieks

(2013), Saunders (2013), van Lith (2018), and Swendsen (2018) for a sample of the debate from
the perspective of seeking an extensive entropy function.
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think it is a virtue of my analysis that it shows that a rigorous derivation of the

N ! factor can be obtained on a very general level, independent of any particular

probability measure and independent of what we use the probability measure to

compute. This shows that the N ! problem is not a problem specific to the entropy,

but rather a deep puzzle in the foundations of statistical mechanics.

However, Gibbs’ treatment of indistinguishable particles is beset by ambiguous

and imprecisely defined terms (what exactly does it mean for classical particles

to be ‘indistinguishable’?). This lack of clarity has resulted in a surprisingly

diverse collection of justifications for the N ! factor. Some prominent textbook

authors like Huang (1963), ter Haar (1966), and Blundell and Blundell (2010)

appeal to quantum mechanics, arguing that the insertion of the N ! in classical

physics was necessary but not justifiable until quantum mechanics came along

with its associated ‘fundamental indistinguishability of identical particles’. Indeed,

much of the modern discussion and teaching of the physics of indistinguishable

particles occurs in the context of quantum mechanics. In contrast, philosophers

and those working in the foundations of physics have supplied arguments which

defend the coherence of the idea of the indistinguishable classical particle. For

example, Saunders (2013) and Saunders (2018) supplies a justification of the N !

factor on the basis of a notion of classical particle indistinguishability as defined

by the intrinsic properties of classical particles like mass and charge. On the other

hand, Dieks (2013) argues that the ‘distinguishability’ of classical particles means

that the N ! should not be included after all.

In this paper, I present an analysis of classical particle indistinguishability as

‘observational indistinguishability’ in a certain mathematically precise sense. I will

argue that this leads to a number of interesting and welcome consequences in the
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foundations of statistical mechanics:

1. The identification and resolution of shortcomings in the ongoing debate con-

cerning the solution to the N ! problem.

2. A reinterpretation of the quotienting procedure typically used to justify the

N ! term and a rigorous derivation of the N ! factor which does not appeal

to the metaphysics of particles and which rather draws only on facts about

observables.

3. A reinterpretation and reconstruction of Gibbs’ own argument as a special

case of my analysis in which particles are observationally indistinguishable

with respect to the Hamiltonian. I call this ‘dynamical indistinguishability’.

In Section 5.2, I present the necessary formalism and concepts of classical sta-

tistical mechanics in order to state a precise formulation of the N ! problem. In

Section 5.3, I critically evaluate two prominent approaches to the N ! factor debate.

In Section 5.4, I demonstrate that considerations of observability are crucial to un-

derstanding the sense in which states may be said to be ‘equivalent’ for the purpose

of gathering statistics, and I offer a new perspective on the nature of reduction

via quotienting in classical mechanics. In Section 5.5, I offer a reconstruction of

Gibbs’ argument for which I develop a precise definition of classical particle indis-

tinguishability in terms of the symmetries of the dynamics. In Section 5.6, I use

this definition to finally derive the N ! factor.
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5.2 Gibbs’ Statistical Mechanics

In classical statistical mechanics4, the main object of study is the Hamiltonian

system. This is a triple ⟨M,ω, h⟩ where M , a smooth manifold representing the

possible states of the system, together with ω, the symplectic form supplying M

with geometric structure, form the phase space. Given a Hamiltonian, h : M → R,

the symplectic form ω determines a unique dynamical trajectory through each

point in phase space. The dynamical trajectories are the integral curves of the

vector field H generated by h via the symplectic form thus:

wabH
a = dbh (5.2.1)

where dbh is the exterior derivative of h. We interpret the different integral curves

with various initial conditions as representing the possible dynamical trajectories

the system may follow from the various initial states represented by those points.

Dynamical trajectories may also be viewed as maps φt : M → M which take

points in M and output points in M , t units along the integral curve from the

initial point. The collection of these maps {φt}t∈R forms a one-parameter group

of diffeomorphisms and is called the phase flow.

When the points in the phase space for a system of n degrees of freedom

are given local coordinates (q1, ..., qn, p1, ..., pn), where q1, ..., qn are the generalized

configuration variables and the p1, ..., pn are the generalized momenta, Equation

4I choose to present the Gibbs rather than the Boltzmann version of statistical mechanics.
This is partly because the problem I am concerned with first originated with Gibbs. Despite
this, many authors in the modern philosophical literature (like Saunders (2013) and Dieks (2013)
which I discuss below) choose to state the problem in the Boltzmann framework. Happily
though, this does not affect the solution of the problem since, ultimately, all the action occurs
in the probability measure over the phase space which is a feature common to both Gibbs and
Boltzmann versions.
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(5.2.1) takes on the more familiar form of Hamilton’s equations:

q̇i =
∂h

∂pi
, ṗi = − ∂h

∂qi
for 1 ≤ i ≤ n. (5.2.2)

Now we introduce the statistical part. In introducing his statistical mechanical

framework, Gibbs invites us to

imagine a great number of systems of the same nature, but differing

in the configurations and velocities which they have at a given instant.

(Gibbs, 1902, p. iii)

This collection of systems is known as the ensemble: an enormous collection of

copies of the system under study which contains all of the possible ways the actual

system could be at an instant. It is important to recognize that the ensemble is not

(for example) the collection of particles in the actual box of gas itself; it consists

of possible, not actual, copies of the entire system. And it is the ensemble, not the

actual system, that is the object of study in Gibbs’ statistical mechanics:

And here we may set the problem, not to follow a particular sys-

tem through its succession of configurations, but to determine how

the whole number of systems will be distributed among the various

conceivable configurations and velocities at any required time, when

the distribution has been given for some one time. The fundamental

equation for this inquiry is that which gives the rate of change of the

number of systems which fall within any infinitesimal limits of config-

uration and velocity. (Gibbs, 1902, p. iii)

He is not concerned with the traditional mechanical problem of how a particu-
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lar state of the system changes in time but rather with the problem of how the

distribution of a number of systems over the possible states changes with time.

We are invited to imagine that the ensemble of systems is distributed in a par-

ticular way among the possible mechanical states in phase space. This distribution

D on phase space tells us how many systems N in an ensemble are associated with

a given region R of the phase space, through the following definition:

N(R) :=

∫
R

D(p, q) dp1...dqn. (5.2.3)

Gibbs calls D(p, q) the density-in-phase and dp1...dqn an element of extension-in-

phase5.

The total number of systems in the ensemble N := N(M) is given by Equation

(5.2.3) for R = M . Gibbs normalizes D by defining P (p, q) := D(p, q)/N , which

Gibbs calls the probability coefficient6. He then defines

µ(R) :=

∫
R

P (p, q) dp1...dqn. (5.2.4)

We then define

P(R) :=
µ(R)

µ(M)
(5.2.5)

to be the probability of region R. This defines the probability measure of a region

R ⊆ M . Its intended interpretation is as the probability that a system picked

out of the ensemble is found in region R of the phase space. In Gibbs’ words, it

5In modern language, this is known as the ‘volume form’ or ‘Liouville form’ associated with
the symplectic manifold (M,ω), given by ωn = dq1 ∧ dp1 ∧ · · · dqn ∧ dpn.

6In modern language, this is a ‘probability density function’.
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expresses

[the] ratio of the number of systems falling within those limits to the

whole number of systems. This is the same as the probability that an

unspecified system of the ensemble [...] will lie within the given limits.

(Gibbs, 1902, p. 17)

This quotation suggests that the talk of ensembles of great numbers of systems is

just a concrete way of interpreting the probability measure in a frequentist manner.

However, in using Gibbs’ formalism, we are not committed to the existence of this

ensemble of systems7. The important message is that the central object of study

in Gibbsian statistical mechanics is the probability measure over the phase space.

Physics proceeds by computing expectation values for certain observables which

are then compared with experiment.

Much of Gibbs’ 1902 book studied the probability coefficients of arbitrary

Hamiltonian systems of n degrees of freedom interacting with different environ-

ments. For example, the first probability coefficient he studied was the canoni-

cal distribution. He interpreted this to model systems which could exchange en-

ergy with their constant-temperature environment. He then introduced the micro-

canonical distribution to study the properties of systems with a fixed energy. If

a physicist wants to study the properties of their particular system when it is in

contact with a heat bath (for example), all they have to do is take the canonical

distribution, which Gibbs has already worked out and apply it to their particular

system, effectively endowing the canonical coordinates with certain interpretations.

7Mathematically, all we have is a probability distribution over M . How we are to interpret
this probability is a matter of debate. See Myrvold (2017) for a discussion of the main issues.

147



For example, for a single point particle with three degrees of freedom, the general-

ized configuration variables represent the particle’s x, y and z position coordinates

and the generalized momenta represent the particle’s linear momentum along the

x, y and z axes. It is at this stage where the problem we are concerned with arises.

While Gibbs spent most of his book studying arbitrary systems of n degrees of

freedom, in the last chapter of his book he did apply his methods to a particular

system: a collection of N point particles8. In applying his methods to this system,

he expressed the following problem:

If two phases differ only in that certain entirely similar particles have

changed places with one another, are they to be regarded as identical

or different phases? (Gibbs, 1902, p. 187)

This quote requires some interpretation. The 6N -dimensional phase space of a

system of N point particles has phase points (also known as phases) s of the form

of a 6N tuple:

s = (r1x, r1y, r1z, p1x, p1y, p1x, ..., rNx, rNy, rNz, pNx, pNy, pNz) (5.2.6)

Or, more briefly

s = ((r,p)1, ..., (r,p)N) (5.2.7)

8This last chapter is known for the grand canonical distribution, used in modelling systems
of particles in which the particle number is allowed to vary (in chemical reactions, for example).
Indeed, it is in the mathematical expression of the grand canonical distribution where the problem
I discuss first appeared. However, the discussion and solution to the problem will not depend on
any particular probability distribution; the problem would appear if we applied the canonical,
micro-canonical or another distribution to the N particle system.

148



where r = (rx, ry, rz) and p = (px, py, pz). We are to think of this tuple as consist-

ing of N ‘slots’, known as factor positions, each of which represents one of the N

particles, and into which go three position coordinates and three momentum coor-

dinates specifying the single particle state. This phase point represents the state of

the N particle system, made up of N single particle states. Now consider the fam-

ily of transformations {πij} for 1 ≤ i, j ≤ N whose elements swap the blocks of six

canonical coordinates, which is to say they swap the single-particle states, among

the factor positions i and j. For example, the transformation π1N : M → M is

defined so that

π1N(s) := ((r,p)N , ..., (r,p)1). (5.2.8)

Let us refer to these transformations as permutations. The permutations πij ef-

fectively change which particle has which position and momentum. It is easily

checked that these permutations are canonical transformations, a fact which will

be useful to us later.

The permutation πij is sometimes described as a ‘permutation of particle la-

bels’ (French and Rickles, 2003) or as a ‘permutation of particles among the states’

(Dieks, 1990; Saunders, 2013). These images are tempting, but they can be mis-

leading as to what the permutations {πij} really do. Firstly, we cannot think of

particles as being permuted among states since this invites the image of phase

points remaining fixed, like boxes, and particles being permuted between them. In

fact, the formalism indicates that we should think of the particles like boxes (they

are represented by the factor positions) as remaining fixed while the states (blocks

of six coordinates) are permuted among them. Nor can the maps be interpreted
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passively as a permutation of particle labels since, strictly speaking, there are no

labels for the map to act on; all that the N tuple consists in is factor positions and

single particle states. It is possible to interpret the labels as names referring to the

factor positions (the label ‘A’ would just be shorthand for ‘the first factor position

in the tuple’ and so on), and if we must talk of labels then this is how they should

be interpreted, but this still does not capture what the maps do since, again, the

factor positions remain fixed. As defined, these maps act on N tuples and return

N tuples by permuting single particle states among the factor positions. The πij

do not permute particle labels over particles, or particles over states: they permute

states over particles9.

Now Gibbs poses the following question: what if the particles represented by

factor positions i and j are ‘entirely similar’ or ‘indistinguishable’? The transfor-

mation πij certainly takes s to a different phase point πij(s) ∈M , s ̸= πij(s), but

are the states represented by πij(s) and s, in some sense, equivalent? It is tempting

to say in this case that if the particles are ‘indistinguishable’, it does not ‘matter’

which particle has which single particle state and so the states represented by the

phase point s and its permuted counterpart πij(s) are in some sense equivalent.

This is a common interpretation of Gibbs’ reasoning here, for he writes:

If the particles are regarded as indistinguishable, it seems in accor-

dance with the spirit of the statistical method to regard the phases as

identical. (Gibbs, 1902, p. 187)

9The distinction between permuting particles over states and permuting states over particles
has made made in the context of quantum theory: French and Krause (2006, p. 136) note that
we may think about permutation both ways in the context of ordinary statistics but that the
distinction becomes important in the context of parastatistics. In this paper, however, we restrict
ourselves strictly to classical Hamiltonian mechanics for a contained discussion.
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If all N particles were ‘indistinguishable’ from each other, then it seems that the

phase space is over-representing the physical states; each physical state is repre-

sented by N ! points in the phase space since N single particle states over N factor

positions admit of N ! distinct permutations of single particle states over parti-

cles. This has a knock-on effect on the probability measure: if the physical states

are over-represented in M , the standard probability measure over M developed in

the earlier part of Gibbs’ book for arbitrary systems would be over-counting the

states. Gibbs corrects for this10 by dividing the probability measure by N !. More

precisely, if µ is the measure derived from the general reasoning of earlier chapters

(see Equation (5.2.4)), the measure for the N particle system would be µ/N ! to

correct for the over-counting of the states by µ.

The terms Gibbs uses are open for interpretation: what is meant by ‘entirely

similar’ or ‘indistinguishable’? What does it mean to say that the phases are

‘identical’? Is this to be read as logical identity? Or some other notion of equiva-

lence? These ambiguities have led to a number of views regarding the N ! factor.

In the next Section, I critically evaluate two prominent views, taking certain parts

of their arguments as inspiration for my own derivation of the factor and for my

answers to these questions.

10In the original text, Gibbs considers the more general case in which the gas consists of
numbers of particles of different kinds so his factor is N1!N2!...Nh! where 1, ..., h indexes the
different kinds of particles in the gas such that particles of kind 1 are ‘indistinguishable’ from
each other but ‘distinguishable’ from any other kind. We work with the simpler case of N
particles of the same kind for simplicity and without loss of generality.
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5.3 N ! Justifications

In this Section, I turn to discussing and critically evaluating the arguments of

Dieks and Saunders, two prominent representatives of different views regarding

the N ! factor. This will help set the scene for the alternative view I will defend in

this paper.

5.3.1 Dieks’ Classical Particle Distinguishability

Dennis Dieks gives an argument against the inclusion of the N ! factor, based on

the idea that classical particles cannot be indistinguishable at all because they are

always distinguishable by their trajectories in configuration space. The thrust of

his argument is expressed here:

[C]lassical particles can be named and distinguished by their different

histories. A process in which two classical particles of the same kind

are interchanged can therefore certainly produce a different microstate.

Indeed, imagine a situation in which there is one particle at position

[r1] and one particle at position [r2], and in which at a later instant

there is again one particle at [r1] and one at [r2]; suppose that their

respective momenta are the same as before. What has happened in the

meantime? There are two possibilities: either the particle that was first

at [r1] is later again at [r1] and the particle that was first at [r2] is later

again at [r2], or the particles have exchanged their positions. The latter

case would clearly be different from the former one: it corresponds to

a different physical process. Although it is true that the two final

situations cannot be distinguished on the basis of their instantaneous
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properties, their different histories show that the particle at [r1] in one

final situation is not the same as the particle at [r1] in the other final

situation. (Dieks, 2013, p. 27)

The situation Dieks has in mind here is depicted in Figure 5.1. Let the initial

(a) Initial state (b) Final state (swap) (c) Final state (no swap)

Figure 5.1: (a) is the initial state of a system consisting of two particles in a
container. The arrows indicate their velocities. States (b) and (c) are the final
states of particles after they follow trajectories which lead them to swapping and
not swapping, respectively. The black dot depicts the particle represented by
the first factor position and the white dot depicts the particle represented by the
second factor position.

state (a) be represented by the phase point s = (r1, p1, r2, p2). And let state

(b) be the final state of the two particles if they swap, taking the system to the

state π12(s) = (r2, p2, r1, p1), where π12 : M → M is the permutation, acting

on the single particle states in the factor positions 1 and 2. This transformation

represents the process in which the particle (represented by the first factor position,

coloured black in the diagram) which initially had (r1, p1) now has (r2, p2) and the

particle (represented by the second factor position, coloured white in the diagram)

which initially had (r2, p2) now has (r1, p1). The particles have swapped single

particle states. State (c) shows the final state of the two particles if they do

not swap, the system returning to the state s. The puzzle here is that if the

particles are ‘of the same kind’, ‘entirely similar’, or ‘indistinguishable’ then the
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states π12(s) and s are in a sense equivalent, since in each there is one particle

at position r1 with momentum p1 and another at position r2 with momentum

p2; physically, it might not seem to matter which particle has which position

and momentum. Dieks argues that although the states are not distinguishable

via their ‘instantaneous properties’, the particles in Figure 5.1b followed different

trajectories in configuration space to those in 5.1c. So, when we take the histories

into account, it does seem to ‘matter’ which particle is which. In this sense, the

particles are clearly distinguishable via their trajectories and therefore the states

π12(s) and s are, in another sense, not equivalent. Which is the correct sense of

equivalence to take? Dieks argues that the histories are relevant to considerations

of the equivalence of the states and so he concludes that the states are distinct.

In order to evaluate the argument, let me put it in a more formal setting.

Note first of all that the system in which the particles do not swap must have a

different dynamics than the system in which the particles do swap. More formally,

representing the dynamics as the phase flow after some fixed time φt : M → M ,

then it must be the case that:

φ¬swap : s 7→ s (5.3.1)

φswap : s 7→ π12(s) (5.3.2)

In other words, if the system is to evolve under the dynamics to some phase

point other than s, then the phase flow must be different. Each phase flow is

generated by the corresponding Hamiltonian hswap and h¬swap. But the Hamilto-

nian is a function of the phase—indeed, it is the energy—and thus is exactly the
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sort of object that may fairly be called an ‘instantaneous property’ of the system.

Therefore, the two final states in Figures 5.1b and 5.1c can in fact be distinguished

on the basis of their instantaneous properties, since the Hamiltonian in each case

is different. It is exactly because the states are different in virtue of their different

Hamiltonians that the states have different trajectories in phase space.

Therefore, what Dieks has really told us is that the phase point s in the phase

space of dynamical system ⟨M,ω, h¬swap⟩ is a different state from π12(s) in the

phase space of dynamical system ⟨M,ω, hswap⟩. However, this is not the question

we are really trying to answer. What we want to know is whether s in the phase

space of some dynamical system is in some sense equivalent to π12(s) in the phase

space of the very same dynamical system. What are we to say about the sense in

which the states represented by s and π12(s) are equivalent?

5.3.2 Saunders’ Classical Particle Indistinguishability

Saunders (2013) and Saunders (2018) supplies an answer to this question as part of

an argument justifying the inclusion of the N ! factor in the context of Boltzmann

statistical mechanics. If the particles are identical11, understood to mean that the

particles share all state-independent properties (like charge, mass and spin), then

the states πij(s) and s (for 1 ≤ i, j ≤ N) represent one and the same physical

state (the sense of equivalence used here being identity). This representational re-

dundancy of the phase space then needs to be removed by passing to the reduced

phase space, M ′ = M/SN : the quotient of the phase space under the action of

11This term is not meant in the strict logical sense of ‘one and the same’, but it is widely used,
so I adopt it. In the philosophical literature, particle identity has been treated with significant
sophistication and precision. See, for example, Caulton and Butterfield (2011), Caulton and
Butterfield (2012), and French (1989).
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SN , the permutation group12. Points in the reduced space may be understood as

equivalence classes [s] each containing N ! elements all related to the s ∈M by the

permutations π ∈ SN . Quotienting under this group effectively identifies points in

the unreduced phase space related by these permutations. More informally, the

unreduced phase space points are read as saying, ‘the first particle has this position

and momentum, the second particle has that position and momentum, and so on’

while the points in the reduced phase space are read as saying ‘some particle has

this position and momentum and another particle has that position and momen-

tum, and so on’ While it is possible to make statements about which particle has

which position and momentum in the unreduced space, it is not possible to say

which is which in the reduced space.

This reduction has the desired effect on the probability measure. Let there be

a measure µ on the unreduced space M such that µ(M) = 1 (it is normalized) and

let µ′ be the measure on the reduced space M ′ obtained through the quotienting

procedure. We may embed M ′ to M by mapping the points [s] ∈ M ′ to some

point [s] ∋ si ∈M, 1 ≤ i ≤ N !. This maps M ′ onto some region R ⊂M . Carrying

µ′ over to M then allows allows us to compare µ′ and µ on the same space. Since

µ(R) = 1/N !, and R can be mapped to the entire reduced space, it follows that

µ′(M ′) = µ(R) = 1/N ! resulting in the desired N ! factor.

There are two key steps in this argument that I will focus on. These are:

1. Focusing on the key question of whether the points in M related by some

π ∈ SN represent ‘one and the same’ physical state. The criterion for this

was taken to be: the points s and πij(s) represent one and the same physical

12SN contains N ! elements which are generated by the transformations πij .

156



state just in case the particles represented by factor positions i and j are

identical.

2. If the states are equivalent in this sense, then the points s and πij(s) are to

be identified by quotienting M under the action of the permutation group.

I take issue with the first, and therefore am not convinced by the second. My

critique is the subject of the next Section. In its place I will propose a new and

mathematically precise perspective on the equivalence of states, which in turn

gives rise to a novel interpretation of the quotienting procedure.

5.4 Observables and Statistics

If we assume that the job of the state space in a typical dynamical theory is to

represent completely and without redundancy all the possible ways a system can be

at an instant, then the question in step one of whether two states are ‘one and the

same’ physical state is pertinent. The situation in statistical mechanics, however,

is slightly different. While we are ostensibly studying a dynamical system, it is not

the primary object of study. This is because statistical mechanics is a statistical

theory and, as such, it is not immediately concerned with the evolution of the

state of the system, but rather with studying a probability space. This is a triple

(Ω,F , µ) where Ω is the sample space whose elements are called outcomes, F is a

σ-algebra on Ω whose elements are called events and µ : F → [0, 1] is a countably

additive probability measure. This shift in focus is important: while the job of the

state space M is to completely represent all the possible states of the dynamical

system, the job of the subsets of Ω is to be the events to which probabilities are
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attached. In the previous section, it was tacitly assumed that Ω was M , but this

will not, in general, be the case, as I will show shortly. It is important to realize

that M and Ω are conceptually different entities with different roles vis-à-vis what

they aim to represent. The importance of noting this difference and its relevance

to statistical mechanics is the topic of this section.

In a typical statistical analysis using a probability space, the job of Ω is to

represent the set of possible outcomes or results of an experiment or observation

while F represents the set of possible events which are assigned probabilities (c.f.

Billingsley, 1995, p. 17). I would like to draw attention to the seemingly innocuous

role of observation in defining the sample space. The appearance of observation in

the standard interpretation of a probability space is, I think, very telling and im-

portant. We can only collect statistical data and determine the relative frequencies

of various elements of F when the outcomes in the sample space are observation-

ally distinguishable from one another. Therefore, considerations of what counts

as observable must be accounted for when specifying the sample space. To give a

really simple example: we have two coins to be flipped at the same time, each of

which can either land heads (H) or tails (T ) and with one coloured red (R) and

the other green (G). If the experimenter tossing the coins and recording relative

frequency data is colourblind, it will only be possible for them to collect statistical

information with the sample space {(H,H), (H,T ), (T, T )}, even though the state

space is in fact {(GH,RH), (GT,RH), (GH,RT ), (GT,RT )}. That is, the sam-

ple space is constrained by the observables the experimenter has available. With

respect to the observables available to the colourblind experimenter, the states

(GT,RH) and (GH,RT ) are observationally indistinguishable.

Given that the primary object of study in statistical mechanics is the proba-
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bility space, we should be in the business of constructing the sample space. And

given that observational considerations are inextricably bound up in the standard

characterisation of a sample space, we must pay close attention to the observable

in constructing the sample space for the N particle system. These considerations

of what is observable will help to pin down the relevant notion of state equivalence

to use in constructing our sample space: we should not be asking whether two

points represent one and the same state but rather whether they are observation-

ally equivalent. This is an important difference, since states may be observationally

equivalent while not being one and the same state13. We therefore need a precise

characterisation of observational equivalence of states in classical mechanics.

Observable quantities in classical mechanics are represented by classical ob-

servables. These are smooth, real valued functions on the manifold f : M → R,

assigning a real number to each state. This allows us to define precisely what it

means for two states to be observationally equivalent.

Observational Equivalence. States s and s′ are observationally equivalent with

respect to a set of observables {fi} if and only if fi(s) = fi(s
′) for all fi.

This definition provides a schema for constructing the sample space. Simply iden-

tify your favourite set of smooth functions and build your sample space containing

all and only states which are observationally distinct (inequivalent) with respect

to that set.

We may consider a close cousin of Saunders’ view as an instance of this schema

13Note that, in constructing the sample space, we are not making any claims about which
states are ‘really’ equivalent. We are in fact not modifying the phase space in any way at all,
but rather building a new space, constrained by the observables, on which to subsequently define
probabilities and do statistical mechanics. The argument presented here is, therefore, compatible
with any empirically adequate phase space ontology.
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in which we interpret his talk of particle properties in terms of observables. The

next step is to interpret the claim that the particles have the same intrinsic prop-

erties in terms of classical observables. We cannot read the intrinsic properties of

the particles, such as charge and mass, in the N particle system from the state

since this only gives us position and momentum values. In fact, we read intrinsic

properties of the particles from the classical observables. This is best illustrated

with an example: if we want to say that the particles all have the same mass,

we would formalize this in terms of the permutation symmetry of some classical

observable, like the kinetic energy14. Thus, consider:

1. K = (p21 + p22)/2m;

2. K ′ = p21/2m+ p22/2M , m ̸= M .

The variables p1 and p2 pick out the momentum values in the factor positions 1

and 2 respectively. K is left invariant under the permutation π12 since K(s) =

K(π12(s)) for all s, while K ′ is not so invariant. We can say then that the particles

represented by factor positions 1 and 2 have the same mass if and only if the

kinetic energy observable is invariant under the permutation π12. This is one

interpretation of what it means for particles to have the same mass. Similarly,

having the same value of other particle properties such as charge and spin will also

be understood formally in terms of the permutation symmetry (or not) of some

observable(s).

Thus, while Saunders’ view says that the necessary condition for states s and

πij(s) to be identified in the quotienting procedure is that the particles share all

14This will not be the only classical observable invariant under this transformation, but it is
the obvious one to consider.
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state independent properties, the close cousin of Saunders’ view would say that the

necessary condition for the states to be identified in the quotienting procedure is

that the states must be observationally equivalent with respect to all observables.

This view is an instance of the schema with {fi} being the set of all smooth

functions.

This instance of the schema has an undesirable consequence for Saunders with

respect to step 2: it implies that no two distinct states in phase space are ever

observationally equivalent:

Proposition. Let s, s′ ∈M , where M is a smooth connected manifold. If f(s) =

f(s′) for all smooth functions f : M → R, then s = s′.

Proof. Suppose f(s) = f(s′) for all functions f , and let C be any curve on M

containing s and s′. Now let f be any smooth function that increases strictly

monotonically along C. Then since f(s) = f(s′) and s, s′ are both on C, it follows

that s = s′.

Therefore, if we require two states to be observationally equivalent with respect

to all observables before identifying the states in the quotienting procedure, then

quotienting will not actually do anything, since no two distinct states are obser-

vationally equivalent in this sense.

However, one could reasonably respond that to require observational equiva-

lence with respect to all observables is an impossibly strong epistemic requirement.

There is the inevitable experimental limitation that we are able to measure only a

few observables. If we want a useful σ-algebra whose events we can actually obser-

vationally distinguish, then the sample space had better contain all and only the
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states observationally distinguishable with respect to some subset of the observ-

ables, such as those we can measure. This claim has two important implications.

The first implication affects step 2: the quotienting procedure. The goal of

reduction is to remove representational redundancy in the phase space by iden-

tifying states (deemed physically identical) in the unreduced space as one state

in the reduced space. That aim is sometimes viewed as metaphysical: it is to

achieve a bijection between physically possible states of the system and points in

the state space15. This, however, is not the goal of a statistical theory, such as

statistical mechanics. All we require of our sample space is that the elements of

Ω be distinguishable with respect to some set of empirically accessible (measur-

able) observables. In fact, given our observational and experimental limitations,

we know that the elements of the sample space may correspond to many genuinely

distinct possibilities in the state space (recall that this was the lesson of the coin

example). Since we inevitably do not have access to all the classical observables,

this is our situation in statistical mechanics. So, if we wish to retain the ability to

interpret phase space as representing distinct physical possibilities, then reducing

the phase space is not the correct procedure to carry out, since this would identify

states known to be genuinely distinct.

One way around this problem is to re-interpret the reduction procedure; in-

stead of interpreting the reduced space as a state space in one-to-one correspon-

dence with genuine possibilities, we could interpret it as a sample space, claiming

to represent all and only the observationally distinct states without claiming to

represent all and only the genuine physical possibilities. If interpreted this way, the

15See Castellani (2003, p. 434), Belot (2003, p. 410) and Butterfield (2007, pp. 23–4) for
examples of this view. Examples of state space reduction typically occur in the relationist-
substantivalist debate in spacetime physics.
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reduction procedure can be carried out in a representationally accurate way. This

interpretation is non-standard since reduction is typically used to eliminate the

over-representation of possibilities. But nothing in the mathematics of reduction

dictates any particular interpretation of the procedure; if we think of quotienting

in terms of forming equivalence classes of states in M , we are at liberty to quotient

with respect to any equivalence relation which suits our purposes. Typically, this

relation is taken to be ‘...is identical to...’ or ‘...is physically equivalent to...’ but

we may just as well take the relation to be ‘...is observationally equivalent to...’

In the rest of the Chapter, however, I will adopt a position which does not require

reduction under any interpretation. This position has a number of virtues and

advantages over re-interpreting reduction which I explain in Section 5.6.

The second implication is more pressing because it also affects the possible ways

out of the problem posed by the first implication. Since no distinct states are ob-

servationally equivalent with respect to all observables, which subset of observables

will give us a fruitful definition of observational equivalence? A fruitful definition

would be one which allows us to construct a sample space which is actually useful,

that is, contains all and only the outcomes which are observationally distinct with

respect to observables available to an experimenter. This set is clearly dependent

on the experimental context and our epistemic situation and therefore there will

be no ‘one true’ fruitful definition of observational equivalence.

In the next Section, I will consider one particular definition of observational

equivalence resulting from choosing the subset of observables to be the singleton

set containing the Hamiltonian. I will show how this results in the N ! factor used

by Gibbs and a precise definition of classical particle indistinguishability in terms

of dynamical symmetries. But realize that this is only one possible way of filling in
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the observational equivalence schema: the division by N ! results from specifying a

particular choice for {fi}. Thus the ‘N ! problem’ is a specific instance of the much

more general ‘over-counting problem’. Depending on the choice of observables, we

will in general correct by a different factor.

5.5 Dynamical Equivalence

A hint that {fi} = {h} is the correct starting point for interpreting and recon-

structing Gibbs is provided by Uffink. On introducing ‘indistinguishable’ particles,

he makes the following comment (in a footnote) on what that might mean:

Presumably, these terms mean (at least) that the Hamiltonian is in-

variant under their permutation, i.e. they have equal mass and interact

in exactly the same way. (Uffink, 2007, p. 997)

The hint that the indistinguishability of particles is grounded in some symmetry

of the energy observable (the Hamiltonian) is very promising, but it certainly

requires further argument16. The energy observable is but one of many smooth

functions on phase space: why choose this one with respect to which to judge

the (in)distinguishability of the particles and the observational equivalence of the

states? In the following sections I develop in detail the line of thought inspired

by this hint and I show that it results in a precise definition of classical particle

indistinguishability, and a rigorous derivation of the N ! factor.

We shall call observational equivalence with respect to the Hamiltonian17 h in

16This hint carries through straightforwardly to the discussion in quantum theory, in the form
that the permutation operator commutes with the Hamiltonian. However, I restrict this Chapter
to the discussion in classical Hamiltonian mechanics.

17The Hamiltonian which is the third element of the dynamical system triple (M,ω, h).
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which {fi} = {h}, dynamical equivalence, to be defined more precisely below. But

first, this view does require some motivation.

This position is motivated by the thought that a minimal, necessary condition

for two states of a dynamical system to be observationally equivalent is that they

have identical dynamical evolutions. It should not be possible to count states as

observationally equivalent for the purposes of constructing the sample space if they

have different dynamical evolutions.

Is the condition sufficient? It is clearly not sufficient for observational equiva-

lence, since taking {fi} = {h} allows the states to differ with respect to any number

of other observables, if these differences do not make any difference to their dy-

namical evolutions. For example, the particles may all have different colours but

if the dynamics is ‘colourblind’, then it should not matter if this particle is blue

and that one red or this one red and that one blue. They do, nevertheless, differ

with respect to the ‘colour’ observable. Recall, however, that our aim is to find

the set of observables sufficient for our statistical aim of constructing the sample

space and correct probability distribution for our Hamiltonian system.

An argument that {h} is sufficient for this purpose comes from Chapter IV

in Gibbs’ book in which he arrives at the canonical distribution. He begins by

singling out as worthy of study the distributions P which are stationary. That is,

those which satisfy

Ṗ = {P, h} = 0 (5.5.1)

where {P, h} is the Poisson bracket of P and h. He notes that it is necessary

and sufficient that P be a function only of the phase for this condition to be
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satisfied. We may further constrain P by requiring that they define a probability

measure over M by satisfying Equations (5.2.4) and (5.2.5). In Gibbs’ terminology,

the conditions specified by Equations (5.2.4), (5.2.5) and (5.5.1) combine to form

the condition for statistical equilibrium. This still leaves the functional form of

P underdetermined, so Gibbs places a further constraint on P : based on the

restriction of his study to conservative mechanical systems, he stipulates P to be

some function of the energy:

P (s) = α(h(s)) for some α : R→ R for all s ∈M. (5.5.2)

Part of the reason for this stipulation is, no doubt, to focus discussion on

particular probability coefficients; taking P to be some function of the energy

is an easy and natural way to satisfy the condition for statistical equilibrium.

However, it is a mathematical fact that {P, h} = 0 for a conservative system does

not imply that P must be some function of the energy. Gibbs’ stipulation that

this be so therefore appears rather arbitrary from a philosophical point of view.

However, it is a fact that Gibbs restricted his attention to stationary probability

coefficients which were some function of the energy. Insofar as we are in the

business of reconstructing Gibbs’ reasoning, or indeed any reasoning which restricts

attention to functions of the energy, dynamical equivalence is appropriate.

I now develop a precise statement of dynamical equivalence. Consider the phase

flow φt generated by h and the particular trajectory

t 7→ φt(s) ∈M (5.5.3)
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with initial condition s. Now compare the trajectory with initial condition π(s)

for some π ∈ SN :

t 7→ φt(π(s)) (5.5.4)

We also define the permutation of the curve t 7→ φt(s) ∈M as

t 7→ π(φt(s)) (5.5.5)

This is just like the curve t 7→ φt(s) except that every point along the curve has

been acted upon by π. Intuitively, it is the very same trajectory, differing only in

the factor positions of the single particle states. This motivates a definition for

states s and π(s) to be dynamically equivalent.

π-Dynamical Equivalence. States s and π(s) are π-dynamically equivalent if

and only if φt(π(s)) = π(φt(s)), for all t.

In words, this asks you to compare two trajectories and starting at some point

and the permuted version of that point. If they are the same trajectory up to per-

mutation π, then the states are π-dynamically equivalent. Abstracting away from

particular trajectories, this becomes: if the transformation π leaves the hamil-

tonian flow invariant, then we say that the states s and π(s) are π-dynamically

equivalent.

This definition does not yet look like an instance of the observational equiva-

lence schema in Section 5.4. However, we can prove that it is equivalent to one

such instance using the following result: if a canonical transformation leaves the

hamiltonian flow invariant, then this leaves the Hamiltonian invariant up to an
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additive constant. The geometric proof goes as follows18.

Proposition. Given a symplectic manifold (M,ω), let φt : M →M be the Hamil-

tonian flow generated by the smooth function h : M → R. Let π : M → M be

a symplectomorphism (canonical transformation), such that π∗ω = ω where π∗ is

the pushforward of π. Then: φt ◦ π = φt iff h ◦ π = h+ f0 where f0 is a constant

function.

Proof. →. A Hamiltonian flow for h is a set of integral curves threading the

vector field H. So the proposition is equivalent to the statement that π∗H = H

iff h ◦ π = h + f0. H is defined to satisfy ωabH
a = dbh. Writing the inverse of

ωab as ωab, we have Ha = ωabdbh. So π∗H = H is to say π∗ωabdbh = ωabdbh.

Since π∗ is a symplectomorphism, ωabπ∗dbh = ωabdbh. Applying ωab to both sides,

we have π∗dbh = dbh. All diffeomorphisms commute with the exterior derivative,

so this implies that dbπ
∗h = dbh. By the definition of pullback, this implies

db(h ◦ π) = dbh. By linearity of the exterior derivative, db(h ◦ π − h) = 0. This

implies that h ◦ π − h = f0.

←. Suppose h◦π = h+ f0. Taking the exterior derivative, we have db(h◦π) =

dbh. Now, db(h◦π) = db(π
∗h) = π∗dbh. So π∗dbh = dbh. Applying ωab to both sides

we have ωabπ∗dbh = ωabdbh. π∗ is a symplectomorphism so π∗ωabdbh = ωabdbh.

This is just to say that π∗H = H.

The truth of this claim is perhaps more easily seen in the coordinate setting of

Hamilton’s equations. Here is a sketch of how it works. Suppose the Hamiltonian

h gives rise to the flow (qi(t), pi(t)). Suppose we canonically transform the coordi-

nates so that h 7→ h′ and (qi(t), pi(t)) 7→ (Qi(t), Pi(t)). Since the transformation

18An equivalent proposition and proof may be found in Corollary 8 in Arnol’d (1978, pp. 217–8)
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is canonical, this flow results from plugging in some Hamiltonian h′ into Hamil-

ton’s equations. Now suppose that this canonical transformation actually leaves

the flow invariant: qi(t) = Qi(t) and pi(t) = Pi(t), for all i, t. Then we have that

∂h′/∂pi = ∂h/∂pi and ∂h′/∂qi = ∂h/∂qi respectively. It follows that h′ = h+f(qi)

and h′ = h+g(pi) respectively. This means that h′ = h+f0 where f0 is a constant.

This proposition allows us to see the definition of π-dynamical equivalence as

an instance of the observational equivalence schema, with s′ = π(s), {fi} = {h}:

states s and π(s) are π-dynamically equivalent if and only if h(π(s)) = h(s) + f0,

for all s.

So far, we have talked about dynamical equivalence of states in a general and

abstract geometrical setting. We now need to understand how these ideas on the

level of the N particle state filter down to the level of the individual particles. To

this end, we now apply these general geometrical ideas in the coordinate setting

to better understand the functional form of certain typical Hamiltonians and their

symmetries under the permutation maps. This will in turn motivate a definition

of the dynamical indistinguishability of classical particles.

r

(a) s = (1,−1, 2, 1).

r

(b) π(s) = (2, 1, 1,−1).

Figure 5.2: Two states related by a permutation. In each case, there is one particle
with (r, p) = (1,−1) and another with (2, 1) and yet the states are represented
by two distinct points in the phase space. The black dot depicts the particle
represented by the first factor position and the white dot depicts the particle
represented by the second factor position.

Consider a system of two particles moving in one dimension along the x-

axis. The four dimensional phase space of this system has points of the form

(r1x, p1x, r2x, p2x), two of which are depicted in Figure 5.2. According to the propo-

169



sition just proved, the states s and π(s) are dynamically equivalent when the

Hamiltonian is left invariant (up to an additive constant19) by the transformation:

h(π(s)) = h(s) + f0.

This is satisfied by h1 = (p21 + p22)/2m. Explicitly, the p1 picks out the momen-

tum value in the first factor position which is −1 for s. p2 picks out the momentum

value in the second factor position which is 1 for s. When the Hamiltonian acts on

π(s), p1 picks out 1 and p2 picks out −1 since these values now occupy different

factor positions as a result of applying π to s. However, it is clear that it does

not matter which value is inserted into p1 or p2 because of the symmetry of the

Hamiltonian: h1(s) = ((−1)2 + (1)2)/2m = ((1)2 + (−1)2)/2m = h1(π(s)).

This condition is not satisfied, however, by h2 = (p21 + p22)/2m + GMm/r1,

where GM/r1 is the gravitational potential at r1 (the position of the particle

represented by the first factor position) of some fixed, stationary mass M . h2(s) =

((−1)2 + (1)2)/2m + GMm/(1) while h2(π(s)) = ((1)2 + (−1)2)/2m + GMm/(2)

since r1 picks out the value 1 for state s whereas it picks out the value 2 in

state π(s). It is clear that (in general) h2(s) ̸= h2(π(s)), since the position and

momentum variables pick out different numbers as a result of the permutation.

The fact that h2 is not symmetric in this sense means that the states s and π(s)

have different dynamical evolutions. s and π(s) are dynamically equivalent with

respect to h1 but dynamically inequivalent with respect to h2.

Let us consider a slightly more complicated Hamiltonian of a four particle

system moving in one dimension: h3 = (p21 + p22 + p23 + p24)/2m + ke1e2/|r13|,

where ke2/|r13| is the electric potential energy term as a function of the relative

19That the Hamiltonian is only invariant up to an additive constant is not a problem, since
we only ever observe changes in energy anyway.
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distance between the particles represented by factor positions 1 and 3 both with

charge e and k is a constant. The particles represented by factor positions 2

and 4 are neutral. In this case, the Hamiltonian satisfies h3(s) = h3(π13(s)) and

h3(s) = h3(π24(s)) for all s but it is not the case that, in general, h3(s) = h3(π23(s))

nor h3(s) = h3(π14(s)). The reason for this is that particles 1 and 3 are neutral and

2 and 4 have the same electric charge, so permuting single particle states among

those factor positions makes no difference to the dynamical evolution. However

permuting states among factor positions 1 and 2 for example, would lead to a

different dynamical evolution, since this swaps states between a particle with an

electric force acting on it with a particle with no such force.

These three examples of Hamiltonians motivate a precise definition of the ‘dy-

namical indistinguishability’ of classical particles:

Dynamical Indistinguishability. Two particles of an N particle system, repre-

sented by factor positions i and j in the N tuple, are dynamically indistinguishable

if and only if the Hamiltonian h of the system satisfies h(s) = h(πij(s)) + f0 for

all states s.

An immediate consequence of this definition is that the dynamical indistin-

guishability of the particles is relative to the Hamiltonian; in fixing h, we make

claims about the dynamical indistinguishability of certain particles in that system.

We may link dynamical indistinguishability with the more intuitive and familiar,

albeit less precise, notion of identical particles. This is best illustrated with an

example.

Consider a collection of particles in a gas which are all neutral except for one

charged particle. This particle will, of course, not interact with any of the neutral
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particles. If there is no electromagnetic field present, then there will be no electro-

magnetic interactions at all, and the Hamiltonian will contain no electromagnetic

potential terms. Although the particle is charged, this charge is not being exploited

by any field; there are no forces on this particle which depend on this charge, and

so the charge is irrelevant to the dynamical evolution of the system. The charged

particle would be dynamically indistinguishable from the neutral particles, even

though they are not identical. We may change the Hamiltonian by turning on an

electromagnetic field, inducing a force on the charged particle resulting in a differ-

ent trajectory than it would have otherwise taken. In virtue of this, the particle

is dynamically distinguishable from the other neutral particles.

This shows that differing intrinsic properties of the particles is a necessary

but not sufficient condition for dynamical distinguishability. The particle must

be charged for the field to act only on it with a force, but the mere fact that it

is charged is not sufficient for it to be dynamically distinguishable, since it may

be treated as neutral if there is no electromagnetic field present in the system.

Thus, while it is necessary that there be some difference for the particles to be

dynamically distinguishable, it is not necessary that they share all their intrinsic

properties for them to be dynamically indistinguishable. Particles may be dynami-

cally indistinguishable even if they do in fact differ with respect to certain intrinsic

properties, since the Hamiltonian may be ‘blind’ to those properties.

5.6 Solving the N ! Problem

In this Section, I show how we may rigorously derive the N ! factor on the basis

of observational equivalence of states, and the observational indistinguishability of
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particles. I will make this argument in the particular case of dynamical equivalence,

since this is the situation that Gibbs and others often assume, but it is fully

generalisable. The result in this Section is a particular instance of the more general

problem of deriving some over-counting correction factor on the basis of some

definition of the observational equivalence of states.

Let us now consider, for simplicity, the Hamiltonian h =
∑N

i=1 p
2
i /2m. In

this case, all the πi ∈ SN are dynamical symmetries. Thus, given a state s ∈

M , πi(s) ∈ M is dynamically equivalent to s for all πi ∈ SN . What I aim to

show is that the manifold may be partitioned into N ! regions (for this particular

hamiltonian), each of which contain all and only points which are observationally

(=dynamically) distinguishable from one another and such that each region is

observationally indistinguishable from any other. In this way, any member of the

partition may be considered a sample space of a probability space.

To begin, note that the relation “...is dynamically equivalent to...” is an equiv-

alence relation on M and this induces a partition on M with N ! member sets,

each of which is an equivalence class [p] of points dynamically equivalent to p.

This by itself is not what we are after, since each member of the partition contains

points which are dynamically equivalent to each other, whereas what we want, in

order for each member of the partition to be considered a sample space, is for the

points in the member of the partition to be dynamically inequivalent to each other.

Roughly speaking, what we want is to take the “cross-section” of this partition,

forming another partition in which each member contains exactly one point from

each equivalence class [p]. In this way, we will have partitioned M into N ! regions

Ui each of which may be considered a sample space.
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We may construct this partition more precisely as follows. Define the subset20

M ⊃ U1 := {s ∈ M : r1 < r2 < . . . < rN}, i.e. take all the points in M such

that the position coordinates of the N factor positions are ordered in the manner

specified21. The claim is that this U1 is a sample space, i.e. it contains all and

only points in M dynamically inequivalent from each other. To prove this, we

have to show, firstly, that no two points in U1 are dynamically equivalent to each

other and secondly, that no other point in M\U1 is dynamically inequivalent to

any point in U1.

To prove the first, take an arbitrary point r ∈ U1 and consider the dynamically

equivalent point π(r) for some π ∈ SN . By the definition of the permutations π

and the set U1, π(r) /∈ U1 since the permutation maps swap the factor positions

and hence the ordering of the position values. Therefore, no two points in U1 are

dynamically equivalent. To prove the second, suppose there is some point s′ /∈ U1

and dynamically inequivalent to all points in U1. Since s′ /∈ U1, its position values

are not ordered in the manner specified. But this means there is some map π

such that π(s′) ∈ U1, i.e. s′ is related to some point in U1 by a permutation

transformation. But if this is the case, then it is dynamically equivalent to some

point in U1, contrary to assumption. In sum, U1 contains all and only points

dynamically inequivalent to each other.

Having defined U1 and shown that it has the desired properties, we generate

the partition of N ! dynamically equivalent regions recursively:

20We have to clarify what this ordering relation means for triples: r1 < r2 iff rx1 < rx2 and
ry1 < ry2 and rz1 < rz2 .

21We do not also need to specify an ordering on the momentum coordinates because, since the
pair (ri,pi) occupies one factor position, it is fixed by the ordering on the position coordinates.
I also follow standard practice in assuming the impenetrability of Newtonian particles, thus
ignoring the “collision” singularities where particles occupy the same position.
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U1 := {s = ((r1,p1), . . . , (rN ,pN)) ∈M : r1 < r2 < . . . < rN}

U2 := {s : s = π1(x) for all x ∈ U1}

· · ·

UN ! := {s : s = πN !(x) for all x ∈ UN !−1}.

This construction partitions the space without the singular collision points into

N ! dynamically equivalent regions; there is no point in M which is not contained

in some Ui and no two points in any one Ui are dynamically equivalent. Therefore,

any one of these regions suffices to completely represent all the observationally

(dynamically, in this case) distinct states of the system. That is, any one of these

regions may be considered to be the sample space: Ω = Ui for any i. Suppose that

this region is equipped with any measure of the form

µ(Ui) :=

∫
Ui

P (p, q) dp1...dqn = 1 for some i (5.6.1)

where dq...dp = ωn is the symplectic volume form (see footnote 5).

If we now follow Gibbs and let P satisfy Equation (5.5.2) (so we let P be

some function of the Hamiltonian), then µ will be preserved under those canon-

ical transformations πi which are also dynamical symmetries: ωn is preserved by

canonical transformations and P is preserved by dynamical symmetries. For the

Hamiltonian we are considering, all of the permutations are dynamical symmetries,

therefore

µ(Ui) = 1 for all i (5.6.2)
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from which, recalling that M = ∪N !
i=1Ui, it follows that

µ(M) =
N !∑
i=1

µ(Ui) = N !µ(Ui) = N !. (5.6.3)

Therefore, when we want to compute the probability of the system being in region

R ⊆ M using Equation (5.2.5) we substitute in Equation (5.6.3) to get P(R) =

µ(R)/N !. This concludes the derivation of the N ! factor and justifies why we must

divide the measure of some region R by N ! to correctly compute the probability of

that region. But I must emphasize that this procedure is a specific case of a more

general and standard statistical procedure. If we want to compute the probability

that the system lies in some region R ⊂M , we first compute the measure of that

region, µ(R) and then divide by µ(M) according to Equation (5.2.5). Usually it is

implicitly assumed that µ(M) = 1; it is assumed that the manifold is the sample

space. One of the main results of this paper is that this is not always the case

and this fact can be used to solve the N ! problem. In the general case where the

sample space is not the whole manifold, µ(M) ̸= 1. In this particular example,

µ(M) = N !.

This argument in this Section generalizes: if the Hamiltonian satisfies h(π(s)) =

h(s) for all s and for all π ∈ Sn where Sn is some permutation subgroup of SN , then

µ(M) = n!. It may also be the case that the Hamiltonian satisfies h(π(s)) = h(s)

for all s and for all π ∈ Sn and for all π ∈ Sm where Sm is an altogether different

subgroup. In this case µ(M) = n!m!.

TheN ! factor is often perceived as a ‘correction’, indicating that some reasoning

over and above the standard statistical reasoning is needed to justify its inclusion.

What I have shown is that this is not the case. The N ! arises perfectly naturally
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in the course of statistical reasoning as the normalisation factor µ(M) when all the

permutations are dynamical symmetries. The reason it is perceived as a correction

factor, is because division by µ(M) = 1 renders itself invisible in cases when the

manifold is the sample space. Thus, when the N ! factor appears, it looks like we

have added something in that was not there before.

5.7 Conclusion

In this paper, I have given a solution to the N ! problem, based on the dynam-

ical equivalence of the states and the dynamical indistinguishability of particles,

whose precise definitions were inspired by considerations of observation, and its

importance in specifying the sample space of any statistical theory.

These considerations of observation were key to my analysis. As we saw, the

literature is most focused on whether two states are really ‘one and the same’ or

whether particles are really ‘identical’. This ontological view of the matter was

replaced by the more epistemic notions of observational equivalence and obser-

vational indistinguishability respectively22. But why take this more ‘epistemic’

route with respect to the N ! problem in statistical mechanics? The first reason

was that the basic object in a statistical theory is the probability space, one of

whose elements being the sample space, typically characterized as containing all

and only states which are observationally distinct from one another. Thus, epis-

temic notions enter into the very construction of the mathematical object we study

22I must emphasize at this point that the epistemic flavour of my analysis enters in the con-
struction of the sample space, before any probability measures are defined on the space; the
epistemic flavour does not enter into the interpretation of the probability measure. In fact,
my analysis here is compatible with any interpretation of statistical mechanical probabilities:
nothing in my argument requires us to make any choice of probability interpretation.
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in statistical mechanics. The second reason was that the notion of particles shar-

ing intrinsic properties like mass and charge was best interpreted formally and

precisely in terms of observables; the state of the system only gives us position

and momentum values, so in order to access their mass or charge, we must look to

certain observables like the kinetic energy or the electrical potential, for example.

The notion of observational equivalence was further narrowed to the notion of

dynamical equivalence, taking the set of observables with respect to which to judge

the equivalence of states to be the singleton set containing the Hamiltonian. It is

granted that dynamical equivalence is not the only sense in which states may be

said to be observationally equivalent, and hence nor is dynamical indistinguisha-

bility the only sense in which particles may be said to be indistinguishable. This

is accommodated in my analysis in the fact that the different senses of particle

(in)distinguishability and state (in)equivalence correspond to different choices of

the set {fi}.

Although I have restricted my discussion to classical Hamiltonian mechanics,

the characterisation of observational and dynamical equivalence I develop in this

chapter will carry over straightforwardly to quantum theory; the characterisation

of indistinguishable classical particles in terms of the permutation symmetry of

the Hamiltonian takes the form of the permutation operator commuting with the

Hamiltonian. The framework presented here therefore promises to make interesting

and important connections between classical and quantum physics in the context

of particle indistinguishability.
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Chapter 6

Conclusion

6.1 Summary

This thesis has presented a philosophically novel, though mathematically well-

known, formulation of thermodynamics and associated foundational consequences

and given mathematically precise and philosophically grounded definitions of iden-

tity and indistinguishability in thermodynamics and classical statistical mechanics.

Chapter 2 demonstrated the philosophical utility of the geometric formulation

of thermodynamics, grounding the distinction between heat and work in a distinc-

tion between hidden and observed degrees of freedom. This allowed us to infer a

novel interpretation of the thermodynamic entropy as an aggregate variable rep-

resenting the energy contributions from all the hidden degrees of freedom. I used

the formulation to define a thermodynamic system as the pair (M, f) where M is

the manifold representing the thermodynamic equilibrium states and f is the fun-

damental relation. This, in turn, allowed me to express the relationship between

subsystems and their composite with mathematical precision. Building on this
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definition of composite system allowed a definition of thermodynamic equilibrium

and equilibration in the geometric formalism. Combining this with the work of

Wightman resulted in a helpful clarification of the second law of thermodynamics.

Having established the thermodynamic formalism, I applied it to the philo-

sophical problem of how to best represent mixtures in Chapter 3. Using two

plausible representational principles, I concluded that Gibbs’ representation is the

best model, despite the standard representation being more commonly used. One

consequence of this is a reassessment of the status of ‘partial pressures’ in ther-

modynamics. In the context of the Gibbs representation they are nothing more

than a mathematical fiction and result from a symbolic confusion between a vari-

able and the value of a variable. By adopting Gibbs’ representation, we are also

forced to rethink the representation of the mixing process. Using the definitions of

equilibration and composite system from Chapter 2, I proposed a representation

of the mixing process which makes no use of semipermeable membranes.

With the representation of mixture in hand, I tackled identity and Gibbs’

paradox in Chapter 4. I argued that identity, or indeed any purportedly thermo-

dynamic concept, must be defined without appeal to extra-theoretic ideas if it is to

be used for quantitative or foundational judgements. With this is mind, I proposed

a definition of identity based on the homogeneity of the fundamental relation and

the definition of composite system. This made sense of Gibbs’ paradox by giving

clear and precise definitions of identity and difference.

We finally turned to the N ! problem, the statistical mechanical version of

the Gibbs paradox. I proposed a new general interpretation of statistical theo-

ries, namely that the sample space on which the probability measure is defined

is constrained by observables. This, together with my definition of observational
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indistinguishability, allowed the phase space of the mechanical system to be par-

titioned into a number of observationally indistinguishable regions, each of which

may be considered to be a sample space. In the special case where we judge in-

distinguishability of states with respect to the free particle hamiltonian, the N !

factor is rigorously derived and should no longer be seen as a ‘correction’.

This thesis has been about so much more than just Gibbs’ paradox. Just like

other paradoxes in the history of philosophy, it was worth thinking about, not

just for the pleasure of solving a (admittedly niche) problem in the foundations

of physics, but because it points to deep, foundational issues which merit inves-

tigation. The foundational items that have been highlighted and clarified on our

journey to this solution are numerous: the importance of representing the iden-

tity relation in the thermodynamic formalism; a definition of a thermodynamic

model was proposed in geometric terms with the fundamental relation taking cen-

tre stage; the link between the homogeneity of thermodynamic models and the

scaling symmetry of the fundamental relation played a key role in the definition of

the scaling criterion, and the notions of subsystem and composite system received

a precise and general analysis. Gibbs’ paradox has turned out to be surprisingly

fruitful.

The philosophical implications of the proposed criterion of identity for thermo-

dynamic models are particularly interesting. A plausible criterion of identity in

terms of isomorphism of the systems’ formal structures turned out to lead to unwel-

come conclusions. The strategy I developed was to define the ‘difference’ between

the systems as the failure of an identity relation that holds between subsystems

of a composite rather than between systems themselves; if two thermodynamic

models are not subsystems of some composite, then they cannot be relata of the
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identity relation specified by the scaling criterion.

The traditional conception of identity which appeals to the intrinsic physical

and chemical properties of the atomic constituents of the thermodynamic models

is purely heuristic since the properties of atoms are not capable of representation

in macroscopic thermodynamics. But there is a stronger reason we should not

appeal to such concepts: thermodynamics is an extremely powerful and general

theory for when we do not have access to the underlying microphysics of physical

systems. As it happens, in the case of gases, we do know about the physics of the

micro-constituents and this may be why we are naturally attracted to expressing

identity in terms of the properties of those constituents. But, in general, we

should not assume that we have access to the microphysics and so we should not

let definitions of concepts such as identity to be tied to it. This is why I strived

to explicate identity of thermodynamic models in purely thermodynamic terms.

Thermodynamics, expressed in the geometric formulation presented here, is an

extremely powerful and general theory for modelling and predicting the behaviour

of physical systems when the underlying microphysics is unknown, ignored or

inaccessible. The full philosophical implications of this formulation have yet to be

fully explored but, if this analysis is anything to go by, is sure to be fruitful.

6.2 Open Questions

Many open questions about Gibbs’ paradox, identity and indistinguishability, and

the foundations of thermodynamics and statistical mechanics remain unanswered

or are new questions raised in this work.
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6.2.1 Connections between the geometric formulation and

other formulations

In Chapter 2, I focused on comparing orthodox thermodynamics and geometric

thermodynamics. I delineated some differences and similarities between the two

formulations, but the task of fully comparing them is far from complete. One

aspect of this comparison which has been left largely untouched is the notion

of ‘process’ in thermodynamics. Processes, particularly cyclic processes, seem

to play a foundational role in orthodox thermodynamics, serving to ground the

definitions of certain functions of state. By contrast, the notion of process in the

geometric formulation rarely, if ever, appears. This is why Gibbs’ formulation

of thermodynamics, from which the contact formulation is inspired, is sometimes

called thermostatics.

Understanding this aspect of the comparison is extremely important for our

understanding of the second law, since discussions of the orthodox version of the

law make unavoidable mention of ‘reversible’ and ‘irreversible’ processes, whereas

the geometric version of the law makes no such mention. Why do processes play

such a foundational role in orthodox thermodynamics and not in thermostatics?

The geometric formulation of thermodynamics is not the only thermodynamic

theory claiming to be mathematically rigorous. Lieb and Yngvason (1999) pro-

posed an axiomatic formulation, inspired by the work of Carathéodery, which has

received widespread philosophical attention. How do the second laws of the two

formulations compare? Is there a foundational difference between them in what

quantities they take to be fundamental?
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6.2.2 How to reduce the geometric second law

At some point, we must face the elephant in the room: reduction. The reduction

of thermodynamics to statistical mechanics historically has dominated philosoph-

ical discussions of thermal physics. It is an extremely difficult problem partly, I

speculate, because we not really got clear yet on the mathematical and physical

structure of thermodynamics and statistical mechanics.

Now that we have another philosophically fruitful formulation of thermody-

namics, we must consider the inevitable question: can the laws of this formulation

be reduced in some sense to the laws of statistical mechanics?

6.2.3 The N ! problem in Boltzmannian statistical mechan-

ics

My discussion of the N ! problem in Chapter 5 is set in Gibbsian statistical me-

chanics. This is done for good reason, since comments in the book by Gibbs in

which he first laid out the theory precipitated interest in the N ! problem.

However, a quirk of the history of Gibbs’ paradox is that many modern for-

mulations of the N ! problem are set in Boltzmannian statistical mechanics, with

focus being centred on the apparent non-extensivity of the entropy. Does setting

the problem in Boltzmannian statistical mechanics give us any new insight? Why

did Boltzmann not arrive at something like the N ! problem? Can Boltzmannian

statistical mechanics be formulated in a similarly coherent fashion to Gibbsian

statistical mechanics?
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6.2.4 How to define quantum particle indistinguishability

The framework I presented in Chapter 5 brings discussion of classical particle

indistinguishability closer to discussions of quantum particle indistinguishability.

Our basic conclusion was that the indistinguishability of classical particles can

be grounded in the permutation symmetry of a set of classical observables (most

typically the hamiltonian). This idea carries over naturally into quantum physics:

when we want to say that particles are indistinguishable, we state that the proba-

bility amplitudes must be invariant under exchange of particle labels (i.e. acting on

Fock space with the permutation operator leaves the amplitude the same) and that

the hamiltonian is similarly invariant. Further work would involve carrying out

this idea in detail and investigating the relationship of this kind of indistinguisha-

bility with the other characterisations in terms of the symmetrisation postulate

and the uncertainty principle mentioned in the introduction.
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Appendix A

Appendix

A.1 Deriving Equations (VK1), (VK2) and (VK3)

A.1.1 Equation (VK1)

Throughout van Kampen’s derivation of Equation (4.2.3) (which provides the base

block for deriving Equations (VK1)–(VK3)), he treats N as a constant. We can see

this explicitly in his statement of the First Law, Equation (4.2.1), in which the only

variables are U, S, V, T and p. It is also implicit in his derivation since, although he

does not write it down explicitly, it is necessary to assume that dU = (3/2)NRdT

follows from U = (3/2)NRT in order to derive Equation (4.2.3). It is again implicit

in the derivation of Equation (4.2.3) where C absorbs terms containing N (this

happens in the step from Equation (3.2.5) to Equation (4.2.3)).

But he also seems to want to treat N as a variable, for, towards the beginning

of his article, he claims that the Gibbs paradox “is a consequence of the way in

which the entropy depends on the number of molecules, and I therefore start out
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in section 2 by sketching how this dependence is established in thermodynamics.”

(van Kampen, 1984, p. 304). He is therefore clearly engaged in the business of

finding entropy as a function of N which is clearly treating N as a variable.

Therefore we can see that he begins his analysis apparently stating forcefully

that it is a variable and, indeed, that the whole Gibbs paradox rests on this

functional dependence, and yet he carries out his derivation of Equation (4.2.3)

assuming it is a constant, before using his conventions to turn it back into a variable

again. Flipping between these interpretations of N is clearly being inconsistent;

it cannot be both a constant and a variable. So, which is it? From the point of

view of giving a rigorous mathematical derivation of the thermodynamic entropy

for the ideal gas, this is a problem.

In this Section, I derive (VK1) by assuming that N is a variable. We begin by

assuming that the fundamental relation of the ideal gas takes the form

S = f(U, V,N) (A.1.1)

Taking the derivative, we see that this takes on the familiar form of the first law

of thermodynamics:

TdS = dU + pdV − µdN (A.1.2)

This fundamental relation is assumed to be first-order homogeneous and so it

follows from Euler’s theorem on homogeneous functions that

S =
1

T
U +

p

T
V − µ

T
N (A.1.3)
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We know the following two equations of state from experiment:

1/T = 3NR/2U ; p/T = NRV. (A.1.4)

We may derive an expression for µ/T from these two because the intensive pa-

rameters of a first-order homogeneous relation are not independent. We may show

this as follows.

Taking the derivative of Equation (A.1.3), we have:

dS = Ud

(
1

T

)
+

1

T
dU + V d

( p
T

)
+
p

T
dV −Nd

(µ
T

)
− µ

T
dN (A.1.5)

Subtracting from this Equation (A.1.2) we get what is known as the Gibbs-Duhem

relation:

0 = Ud

(
1

T

)
+ V d

( p
T

)
−Nd

(µ
T

)
(A.1.6)

This equation shows that the intensive parameters are not independent, since it

may be integrated to find the third equation of state from the other two. Taking

the derivative of Equations (A.1.4) and substituting into Equation (A.1.5) we get

Nd
(µ
T

)
= U

(
3R

2U
dN − 3NR

2U2
dU

)
+ V

(
R

V
dN − NR

V 2
dV

)
(A.1.7)

from which it follows that

d
(µ
T

)
=

5R

2N
dN − 3R

2U
dU − R

V
dU. (A.1.8)
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We may now integrate this to get

µ

T
=

5

2
R lnN − 3

2
R lnU −R lnV +K = R ln

[
N5/2

U3/2V

]
+K (A.1.9)

where K is the constant of integration.

Substituting the equations of state (A.1.4) and (A.1.9) into (A.1.3) we get the

fundamental relation of the ideal gas as a function of U, V,N . It is easy to check

that simplifying this equation and eliminating V and U in favour of p and T using

the equations of state, we arrive at Equation (VK1).

A.1.2 Equation (VK2)

In this Appendix, I give detailed physical justifications for the definitions of the

variables for (MG, fG) which I claim represents the ideal gas mixture.

• S is defined by the additivity postulate to be:

S :=
k∑
i

S(i) =
k∑

i=1

f (i)(U (i), V (i), N (i)) (A.1.10)

where each of the f (i) is the fundamental relation of a single ideal gas as

given in Equation (3.2.9).

• U is defined to be:

U :=
k∑

i=1

U (i). (A.1.11)

This definition expresses the physical assumption that the energy of the

composite system is the sum of the energies of the individual subsystems.
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This is a typical physical assumption for the ideal gas mixture which is often

motivated by a ‘billiard ball’ model of an ideal gas in which there are no

interactions between the individual molecules. We also impose the condition

∂f (1)/∂U (1) = ... = ∂f (k)/∂U (k) (A.1.12)

which expresses the assumption for the simple ideal gas mixture that the

temperatures of all the subsystems are the same. This long series of equal-

ities is U (1)/N (1) = ... = U (k)/N (k) where it can be shown that U (i)/N (i) =

U/
∑

iN
(i) for all i. This assumption does not form part of the definition of

the variable U ; it is an additional assumption made to incorporate a physical

fact about the type of system we are dealing with.

• Variable V is defined to be:

V := V (1) = ... = V (k) (A.1.13)

This definition states that the volumes of the subsystems are all equal and

that the volume of the mixture V is equal to any one of those. This incor-

porates part of the definition of mixture which says that the components

all occupy the very same volume and, therefore, that the volumes of the

components are identical. We also impose the condition

∂f/∂V :=
k∑

i=1

∂f (i)/∂V (i) (A.1.14)

which, together with Equation (A.1.12), expresses the assumption that the
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pressure of the mixture is equal to the sum of the pressures of the individual

components. This is more familiarly known as Dalton’s Law.

• The variables Ni are defined to be:

Ni := N (i) for i = 1, ..., k (A.1.15)

This definition states that the mole number of component i in the mixture

is equal to the mole number of subsystem (i). It also captures precisely the

intuition that components of a mixture are subsystems of the mixture.

With these definitions and assumptions the fundamental relation of the ideal

gas mixture becomes

S = f∗(U, V,N1, ..., Nk) =
1

T
U +

p

T
V −

∑
i

µi

T
Ni (A.1.16)

where

1

T
=
∑
i

3

2
R
Ni

U
(A.1.17)

p

T
=
∑
i

R
Ni

V
(A.1.18)

µi

T
= R ln

Ni

(∑
j Nj

)3/2
V U3/2

+Ki for i = 1, ..., k (A.1.19)

From this explicit fundamental equation, it is easy to see that the pair (MG, fG)

is a thermodynamic model.

By eliminating U in favour of T , defining the ‘partial pressures’ pi := Ni/V =
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pNi/(
∑

iNi), and absorbing all constants into the Ki, we recover van Kampen’s

Equation (VK2) for k components in the following form:

S =
5

2

(
k∑

i=1

Ni

)
R lnT −

k∑
i=1

(NiR ln pi) +

(
k∑

i=1

NiKi

)
(VK2′)

where the summation indices run over the number of components in the mixture.

A.1.3 Equation (VK3)

The variables for (MVK3, fVK3) are defined as follows.

• S is defined, as before, by the additivity postulate:

S :=
k∑
i

S(i) =
k∑

i=1

f (i)(U (i), V (i), N (i)). (A.1.10)

• As before, U is defined to be:

U :=
k∑

i=1

U (i). (A.1.11)

with

∂f (1)/∂U (1) = ... = ∂f (k)/∂U (k) (A.1.12)

which corresponds to equality of temperatures. Again, this long series of

equalities is U (1)/N (1) = ... = U (k)/N (k) where it can be shown that U (i)/N (i) =

U/
∑

iN
(i) for all i. It follows that U (i) = UN (i)/

∑
iN

(i).

• V is defined to be:

V :=
k∑
i

V (i) (A.1.20)
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This definition states that the volume of the whole is the sum of the volumes

of the subsystems and is thus quite different from the definition expressed in

(A.1.13). We further impose the condition

∂f (1)/∂V (1) = ... = ∂f (k)/∂V (k) (A.1.21)

which, together with (A.1.12), is the assumption of mechanical equilib-

rium, i.e. that the pressures of the subsystems are equal. The long series

of equalities is N (1)/V (1) = ... = N (k)/V (k) where it can be shown that

V (i) = V N (i)/
∑

iN
(i).

• N is defined to be:

N :=
k∑

i=1

N (i). (A.1.22)

This assumption states that the mole number of the composite system is

the sum of the mole numbers of the subsystems. With this definition, we

are no longer considering simple mixtures, which always have more than

one configuration variable interpreted as mole number. Here, the composite

system has one configuration variable interpreted as mole number and so it

is not a mixture.

It follows from the Gibbs-Duhem relation that the intensive variables tem-

perature, pressure and chemical potential are not independent. Therefore,

from the previous requirements of equality of temperatures and pressures, it
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follows that the chemical potentials will be equal. Hence, we have that

∂f (1)/∂N (1) = ... = ∂f (k)/∂N (k) (A.1.23)

which, together with (A.1.12), is the assumption of chemical equilibrium,

meaning that there is no transfer of matter from one subsystem to another.

Applying these definitions, we arrive at the fundamental relation

S =
1

T
U +

p

T
V − µ

T
N (A.1.24)

with the equations of state

1

T
=

3

2
R
N

U
; (A.1.25)

p

T
= R

N

V
; (A.1.26)

µ

T
= R ln

[
N5/2

V U3/2

]
+K. (A.1.27)

If we eliminate U in favour of T and V in favour of p, and define p(i) := N (i)RT/V

while also writing N =
∑

iN
(i) and p =

∑
i p

(i) we recover van Kampen’s (VK3)

in the following form:

S =
5

2
R

(
k∑
i

N (i)

)
lnT −

(
k∑
i

N (i)

)
R ln

[
k∑
i

p(i)

]
+

(
k∑
i

N (i)

)
K. (VK3′)
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A.2 Gibbs’ Representation

In this Appendix, we show some of the consequences of Equation (3.3.7) and show

that it is the full Legendre transform of the explicit form of fG(U, V,N1, . . . , Nk).

Let (M, f) be a thermodynamic system with variables X0, ..., Xk and first-order

homogeneous fundamental relation between the extensive variables

X0 = f(X1, ..., Xk). (A.2.1)

Let us assume that we have an explicit form for this relation. Then we can derive

explicit expressions for the intensive parameters, which we denote

Fi := ∂f/∂Xi for i = 1, .., k (A.2.2)

as functions of X1, ..., Xk. Let us also consider the expression

g(F1, ..., Fk) := X0 −
k∑

i=1

FiXi (A.2.3)

which is the full Legendre transform of the fundamental relation f . Eliminating

X0 from this expression using Equation (A.2.1) and then eliminating the Xi using

Equation (A.2.2), we arrive at a relation between all the intensive parameters. In

fact, because Equation (A.2.1) is first-order homogeneous, by Euler’s theorem it

can be written as

X0 =
k∑

i=1

XiFi. (A.2.4)
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Substituting Equation (A.2.4) into (A.2.3) it follows that

g(F1, ..., Fk) = 0 (A.2.5)

which is the desired explicit relation between the intensive parameters we have

been seeking.

The converse is also true: we can find the explicit relation between the extensive

parameters assuming we have an explicit relation between the intensive parame-

ters. Therefore, let us assume we have such an explicit relation g(F1, ..., Fk) = 0.

X0 is given by Equation (A.2.4), so to find X0 as a function of X1, ..., Xk, we must

find each Fi as a function of X1, ..., Xk. To do this, note that the derivative of Equa-

tion (A.2.3) is dg = dX0 −
∑k

i=1 (XidFi + FidXi), and note that it follows from

Equation (A.2.1) that dX0 =
∑k

i=1 FidXi which means that dg = −
∑

iXidFi.

From this we deduce

−Xi =
∂g

∂Fi

for i = 1, ..., k (A.2.6)

which we can then use to eliminate F1, ..., Fk in favour of X1, ..., Xk in Equation

(A.2.4), yielding an explicit relation X0 = f(X1, ..., Xk) between the extensive

variables.

With this clarification, we can better understand and reconstruct Gibbs’ rea-

soning in which he derives certain thermodynamic properties from Equation (3.3.7)

and, even though he does not explicitly do it, I will show how to derive the exten-

sive variable fundamental relation of the ideal gas mixture from Equation (3.3.7).
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The differential of Equation (3.3.7) is

dp =
∂p

∂T
dT +

n∑
i

∂p

∂µi

dµi (A.2.7)

The Gibbs-Duhem relation derived from the fundamental relation in the energy

representation for the thermodynamic system (MG, fG) is

0 = SdT − V dp+
n∑
i

Nidµi (A.2.8)

which rearranges to

dp =
S

V
dT +

n∑
i

Ni

V
dµi (A.2.9)

Comparing (A.2.9) and (A.2.7) and using the expression for p in Equation (3.3.7)

we derive that

S/V =
n∑
i

(
CiT

3/2eµi/T

(
5

2
− µi

T

))
(A.2.10)

Ni/V = CiT
3/2eµi/T (A.2.11)

Substituting (A.2.11) into (3.3.7) and (A.2.11) into (A.2.10) Gibbs obtains Equa-

tions (3.3.8) and (3.3.9).

A.3 Calculating the Entropy of Mixing

Let us begin by understanding the traditional representation of mixing based on

the representation of mixture reconstructed. To represent the mixing equilibration

process, we view (Ms, fs) as being composed out of subsystems (M
(1)
s , f

(1)
s ) and
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(M
(2)
s , f

(2)
s ) in the way outlined in the definition of K-equilibrium. Mixing is the

transition from the unmixed state (where the values of the subsystems’ extensive

variables do not extremise the entropy) to the mixed state (where they do) as a

result of the removal of a constraint on the flow of the extensive quantities.

In the context of Gibbs’ paradox, the temperatures of the samples each side of

the partition are equal, leaving only the volume and mole number constraints to

be removed. We can think of mixing as removing either the volume constraint or

the mole number constraint, but removing one of them will cause both remaining

intensive parameters to equalise. The transition from the initial to the final state

as a result of the removal of the volume constraint is summarised in Table A.1.

198



(1) (2)

(1) (2)

(1) (2)

(1) (2)

Figure A.1: Depiction of mixing
represented as two free expan-
sions. In order for this to repre-
sent a mixture, we are to imag-
ine that V1 and V2 have the same
value and ‘overlap’.

Variable Initial Final

U (1) U/2 U/2

U (2) U/2 U/2

V
(1)
1 V1/2 V1

V
(2)
1 V1/2 0

V
(1)
2 V2/2 0

V
(2)
2 V2/2 V2

N
(1)
1 N1 N1

N
(2)
1 0 0

N
(1)
2 0 0

N
(2)
2 N2 N2

Table A.1: Transition from ini-
tial to final state by removal of
the volume constraint, when rep-
resenting mixing on the basis of
(Ms, fs).

This final state may be calculated along the lines explained in Section ??. Having

decomposed the system into subsystems, we allow the volume to ‘flow’ between

the subsystems, reaching values of V
(1)
1 , V

(2)
1 , V

(1)
2 and V

(2)
2 which extremise the

entropy:

0 = dS =

(
p
(1)
1

T
− p

(2)
1

T

)
dV

(1)
1 +

(
p
(1)
2

T
− p

(2)
2

T

)
dV

(1)
2 , (A.3.1)

concluding that the condition for equilibrium is p
(1)
1 /T = p

(2)
1 /T and p

(1)
2 /T =

p
(2)
2 /T . Imposing this condition implies that the gases expand to fill the volume
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of the container, with final values1 as illustrated in Table A.1.

We may calculate the entropy change by calculating the difference between the

initial and final value of Ss = S
(1)
s + S

(2)
s . Since it is the volume flowing between

the subsystems that generates this entropy increase and there is no flow of energy

or mole number between the subsystems, we find that the entropy change is the

difference between the initial and final values of the expression

R
(
N

(1)
1 lnV

(1)
1 +N

(2)
1 lnV

(2)
1 +N

(1)
2 lnV

(1)
2 +N

(2)
2 lnV

(2)
2

)
(A.3.2)

where we have used the fundamental relation fs in Equation (3.3.1). Substituting

in the initial and final values of these variables taken from Table A.1, we can

calculate that the entropy change is 2(N1 +N2)R ln 2.

We now turn to the representation of mixing based on (MG, fG). In this case,

the mixing process is represented differently, due to the fact that the system has

different extensive variables and hence different kinds of internal constraints on

the flow of extensive quantities.

1These values are calculated as follows. Substituting in the equation of state pV = NRT for

the ideal gas into the conditions of equilibrium p
(1)
i /T = p

(2)
i /T we get N

(1)
i /V

(1)
i = N

(2)
i /V

(2)
i .

Given that the mole numbers of the subsystems remain constant and the volumes are subject to

Vi = V
(1)
i +V

(2)
i , we get N

(1)
i /V

(1)
i = N

(2)
i /V

(2)
i = Ni/Vi. Rearranging to make V j

i for i, j = 1, 2
the subject, we calculate the values given in Table A.1.

200



(1) (2)

(1) (2)

Figure A.2: Depiction of the
mixing process according to the
Gibbs representation. The ini-
tial, unmixed system is depicted
on top and the final, mixed sys-
tem on the bottom.

Variable Initial Final

U (1) U/2 U/2

U (2) U/2 U/2

V (1) V/2 V/2

V (2) V/2 V/2

N
(1)
1 N N/2

N
(2)
1 0 N/2

N
(1)
2 0 N/2

N
(2)
2 N N/2

Table A.2: Table illustrating the
initial and final values of the ex-
tensive variables of the subsys-
tems, before and after the re-
moval of the constraint on the
mole number.

We assume that the pressures and temperatures of each subsystem are equal

by removing constraints on the flow of energy and volume. However, we assume

the system still has internal constraints on the flow of the mole numbers of the

components in place. If we remove the constraint on mole number, the conditions

for chemical equilibrium for each component will be satisfied: µ
(1)
1 /T = µ

(2)
1 /T

and µ
(1)
2 /T = µ

(2)
2 /T as may be easily verified by running a similar calculation to

Equation (A.3.1) to extremise the entropy. From these conditions and the initial

values given in Table A.2, the final values of N
(1)
1 , N

(2)
1 , N

(1)
2 and N

(2)
2 may be

calculated. The entropy change is obtained by calculating the initial and final

values of SG = S
(1)
∗ + S

(2)
G which, using the fundamental relation fG in Equation

(A.1.16), is the difference between the initial and final values of the expression
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R
(
N

(1)
1 lnN

(1)
1 +N

(2)
1 lnN

(2)
1 +N

(1)
2 lnN

(1)
2 +N

(2)
2 lnN

(2)
2

)
(A.3.3)

where we substitute in the values of the mole numbers from Table A.2. We find

∆SG = 2(N1 +N2)R ln 2.

Comparing the representations of mixing, we see that they represent the process

quite differently. In the process based on (Ms, fs), mixing is initiated by removing

the volume constraint, while in the process based on (MG, fG), mixing is initiated

by removing the mole number constraint. As a result, the calculation of the

entropy change is entirely different (the first relies on a flow of volume between the

subsystems, while the second relies on the flow of mole number). Both calculations

happen to give 2(N1 + N2)R ln 2. It is interesting to note that one arrives at the

very same numerical answer for the entropy increase on mixing despite the systems

and processes being entirely different. It is not a coincidence, however, since it

follows from Gibbs’ theorem (see Section 4.2.2) that the entropy of a mixture of

ideal gases is the sum of the entropies each component would have if they occupied

a container with the same volume and temperature.
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