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Abstract

This thesis consists of four chapters. The first chapter (co-authored with Sigurd Galaasen)

studies the stock market entry and exit decisions of retail investors. Using Norwegian

administrative data, we show that transitory spells in the stock market are common. A

workhorse portfolio choice model requires sizable per-period participation costs to generate

these patterns. We propose a theory of experience effects, whereby agents form beliefs

over future stock returns based on their own realised returns. This model can explain the

short-term dynamics in participation without requiring high costs.

The second chapter analyses how banks respond to capital regulation using data on bank-

specific requirements in the UK. I find that actual capital ratios adjust following changes

in requirements, though the pass-through is incomplete. The adjustment occurs primarily

through capital accumulation and the risk composition of the asset portfolio. I find that

the reaction of banks depends on the sign of the regulatory change and has changed since

the financial crisis.

The third chapter exploits the implementation of the Basel I capital regulations in the

US to study how bank capital affects lending. Using a difference-in-differences strategy, I

show that undercapitalised banks reduced the size of their balance sheet to adjust to the

new capital requirements. This decline in total assets is concentrated in loans, particularly

commercial & industrial and non-residential real estate loans, with residential mortgage

lending remaining unaffected.

The final chapter (co-authored with David Aikman, Jonathan Bridges, Sinem Hacioğlu

Hoke, and Cian O’Neill) explores the relationship between financial vulnerabilities and

downside risks to economic growth. Using quantile regressions applied to cross-country

panel data, we show that credit and property price booms and wide current account deficits

increase downside risks to GDP growth in the medium term. Such risks can be partially

mitigated by increasing banking sector capitalisation.
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Chapter 1

The Dynamics of Stock Market

Participation

1 Introduction

Despite the large average return on equities relative to bonds, many households choose

not to invest in the stock market (Mankiw and Zeldes, 1991; Haliassos and Bertaut, 1995;

Campbell, 2006). While the literature has devoted significant attention to explaining

why the aggregate participation rate lies below 100%, much less is known about the

movements in and out of the stock market by individual investors. The conventional view

is that people either never or always invest. However, the data indicate that a sizable

proportion of nonparticipants have invested in stocks at some point in the past (Figure

1.1). Exploring the decision to enter into or exit from the stock market is of first-order

importance because portfolio choices matter for wealth accumulation (Benhabib et al.,

2011; Gabaix et al., 2016; Xavier, 2021). Furthermore, analyzing these transitions can

help distinguish between the wide range of existing theories of participation, given that

different models have opposing predictions for such movements. In this paper, we shed

light on the dynamics of stock market participation by uncovering novel facts pertaining

to exit and reentry at the individual level using detailed Norwegian administrative data,

and assess the implications of our findings for theories of participation.

Panel data on wealth holdings over a long time dimension are essential to investigate

changes in participation status. We exploit Norwegian administrative tax records to over-

come this challenge. As Norway levies a wealth tax, these records contain detailed wealth

information for every member of the population. Our data are annual and span 26 years,
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Figure 1.1: 2018 participation rate in Norway

Participating
 

31%

Never
 

42%

Former
 

27%

Notes. This figure looks at the proportion of the population in 2018 who are currently in the stock market
(“Participating”) or not, where the latter are subdivided into those who have never participated before
(“Never”) and those who have participated at some point before (“Former”). Only those who appear in
the data for at least 15 years are included in these calculations.

which is significantly longer than similar administrative datasets from other countries and

of higher frequency than most relevant longitudinal surveys.1 Individuals must file a tax

return even if they hold no financial assets, which allows us to confidently identify periods

of nonparticipation. This is a significant advantage relative to brokerage accounts data,

where exit from such samples may simply reflect a transfer to another account provider

rather than a complete withdrawal from the stock market. Financial holdings are directly

reported to the tax authority by the financial intermediaries themselves. This third-party

reporting alleviates concerns about measurement errors that can arise when using self-

reported measures of wealth. In addition, we are able to link the tax records to other

administrative datasets, thereby giving us additional information about each citizen that

is typically not available in survey or brokerage accounts datasets.

We first document novel facts on two margins of stock market participation that have

received less attention in the existing literature, namely the exit and reentry margins.2

Our focus is on participation through nonretirement investment accounts, as existing work

has documented inertia in retirement accounts (Brunnermeier and Nagel, 2008). We find

that many individuals have very short spells in the stock market; that is, they stay in the

stock market for only 1–2 years and then completely liquidate their stock holdings. 15%

1For example, the Swedish microdata on wealth used by Calvet et al. (2007, 2009a,b) cover the period
from 1999 to 2007, and PSID survey waves are biennial.

2While our focus is on the speed of exit, others have linked exit to age (Poterba and Samwick, 1997;
Ameriks and Zeldes, 2004; Fagereng et al., 2017a), house purchases (Brandsaas, 2021), income shocks
(Bonaparte et al., 2021), and portfolio characteristics (Calvet et al., 2009a).
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of all spells end just one year after exit, and a further 8% end in 2 years. We show that

this behavior is neither due to liquidity needs, such as house purchases or unemployment,

nor involuntary participation coming from inheritances or employee stock options. Our

finding implies that the high exit rates documented in other studies are driven by new

investors who invest for only a short period.3

We then investigate whether the likelihood of a short spell, which we define as a spell

that results in complete exit within 2 years, is correlated with certain characteristics. Low

income and wealth individuals, as well as those without a college degree, are more likely

to exit quickly. Given the correlations between these characteristics and financial literacy

(Lusardi and Mitchell, 2011; Behrman et al., 2012), this finding implies that lower financial

literacy is associated with an increased likelihood of having a short spell. Men are 20%

more likely to exhibit such behavior compared to women, supporting existing evidence

that men tend to trade excessively and display overconfidence (Barber and Odean, 2001).

We also find that quick exits are significantly more likely among investors who enter into

directly held stocks rather than mutual funds. At the aggregate level, the prevalence of

short spells in mutual funds rose during the bursting of the dot-com bubble in 2001–

2002 and the financial crisis in 2008, whereas short spells in direct stockholding are more

common during stock market booms. This distinction by asset class links to existing

evidence on the disposition effect in individual stocks (Shefrin and Statman, 1985; Odean,

1998) and performance sensitivity in mutual fund flows (Ippolito, 1992; Gruber, 1996;

Frazzini and Lamont, 2008). We then study how the probability of exit evolves with time

spent in the market. Using the methodology of Alvarez et al. (2021), we estimate the

hazard function for exit from participation to be downward sloping and convex, which

means that the longer one stays in the stock market, the less likely they are to withdraw

completely from the market. Together with the short spells result, this finding indicates

that participation status is particularly fragile in the initial years following entry.

Moving onto the reentry margin, many individuals who completely exit from the stock

market subsequently return. Over 35% of exiters reenter the stock market within the

following four years, and they typically return to the same asset class (mutual funds or

direct stockholding) that they previously invested in. Most reentry occurs soon after exit,

often just a year later. We find that high income and wealth individuals are more likely

to reenter. We also estimate a downward-sloping and highly convex hazard function for

reentry, implying negative duration dependence in reentry probabilities: The longer an

3Bonaparte et al. (2021) show that, on average, 7.3% (8.7%) of year t households enter into (exit
from) nonretirement investment accounts in year t+2. See also Hurst et al. (1998) and Vissing-Jørgensen
(2002).
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individual has been away from the stock market, the less likely they are to return. After

about a decade of nonparticipation, the likelihood of reentry is effectively zero.

We then consider the implications of our empirical findings for theories of stock market

participation. In particular, we examine the conditions under which a workhorse life-cycle

portfolio choice model à la Cocco et al. (2005) can produce short-term dynamics. In

this model, agents can invest in two financial assets, one risky (stocks) and the other safe

(bonds), and they receive an exogenous labor income in every period that is stochastic

during working life but constant in retirement. Under the core Cocco et al. (2005) model,

there is full participation at all ages and thus no entry or exit dynamics.4

To generate a motive for nonparticipation, we augment the baseline model with per-period

participation costs, which are a popular explanation for limited participation in the stock

market (Vissing-Jørgensen (2002, 2003)). These costs are paid in every period in which one

holds stocks and represent the opportunity cost of time needed to monitor and rebalance

one’s investment portfolio every period or, alternatively, broker management fees. In

principle, per-period costs could generate both exit and reentry. If they are high relative

to wealth, it may be optimal to fully liquidate when faced with adverse income or return

shocks. Upon building up enough wealth, those who have exited may reenter. We find

that the model requires sizable per-period participation costs of approximately $1,300 per

annum to generate the degree of short-term dynamics observed in the data. This value

is large relative to average holdings of public equity observed in the Norwegian data and

is considerably higher than typical brokerage management fees charged in reality, as well

as structural estimates of such costs by Fagereng et al. (2017a), Bonaparte et al. (2021),

and Catherine (2021). High costs are required because precautionary savings motives are

strong under reasonable degrees of risk aversion, leading to quick wealth accumulation that

makes small costs redundant. Adding entry costs that capture the time and effort spent

searching for an account provider or learning fundamental investment principles makes it

even harder to match the data. This is because entry costs make exiting less attractive,

given that these costs need to be repaid upon reentry. Consequently, adding entry costs

requires an even higher per-period cost to generate sufficient exit and reentry.

To rationalize our facts under more plausible levels of participation costs, we extend the

model to allow individuals to form beliefs over the equity premium based on realized

4Full participation is in line with the predictions of standard portfolio theory, which states that as
long as the expected equity premium is positive, everyone should invest at least a small amount in stocks
(Samuelson, 1969; Merton (1969, 1971)). This occurs because an individual with preferences exhibiting
second-order risk aversion (e.g., CRRA utility) is essentially risk neutral with respect to small risks. As
such, zero stockholding will be suboptimal given that the average equity premium is positive.
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returns. This ingredient is motivated by the literature on memory and experience effects

documenting how past experiences can have long-lasting effects on beliefs and actions

(e.g., Greenwood and Nagel, 2009; Malmendier and Nagel (2011, 2015); Afrouzi et al.,

2020; Bordalo et al., 2020).5 In the model, agents lower their expectations of future

stock returns upon receiving a poor return realization, making continued participation less

attractive. We allow for a small degree of noise in belief formation to capture the impact

of external signals coming from peers (Hong et al., 2004; Kaustia and Knüpfer, 2012),

imperfect memory retrieval (Azeredo da Silveira et al., 2020), or cognitive limitations

when forming beliefs (Fehr and Rangel, 2011).

The model with beliefs can explain the patterns of exit observed in the Norwegian data

under much lower levels of participation costs. Short spells occur after poor initial re-

turns, leading individuals to think that the return on stocks will be lower in the future.

Some people exit because their expected equity premium becomes negative. If per-period

participation costs are present, people may exit even if they perceive the equity premium

to be positive on average because the expected return becomes too low relative to the

costs. The inclusion of beliefs can also generate a downward-sloping hazard function for

exit from participation. Individuals who have continuously participated for many years

are likely to have experienced good returns, which is why they have not exited yet. As

a result, they would require an extremely poor return to dampen their expected returns

by a sufficient margin such that they wish to withdraw from the market. In line with the

model, our data indicate that investors who exit soon after entry, on average, perform

worse than longer-term participants; that is, they are more likely to report losses and less

likely to report taxable gains.

The model can also rationalize the fact that many individuals have multiple spells. Reen-

try occurs in the model for two reasons. First, as we allow for small exogenous fluctuations

in beliefs over time, some nonparticipants may reenter following a positive shock to their

beliefs. For those with moderate beliefs, receiving such a nudge does not take long, re-

sulting in quick reentry. However, people who are very pessimistic remain permanently

out of the stock market. Second, in the presence of per-period participation costs, some

individuals exit because their wealth is insufficient to justify paying the costs. However,

upon accumulating further wealth, they may return. Our theory can also produce negative

duration dependence in reentry probabilities because those who remain nonparticipants

after many years following exit are likely to be individuals who performed so poorly in

5See Malmendier and Wachter (2021) for an overview of the empirical and theoretical literature on
how experiences and memory affect choices.
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their past spell that their expected return on equities is too weak to warrant reentry.

We provide supporting evidence for this behavior by showing that prior losses are more

common among reentrants than among those who chose not to return.6

Our findings contribute to the broad literature on underparticipation in the stock mar-

ket by retail investors (Mankiw and Zeldes, 1991; Haliassos and Bertaut, 1995; Vissing-

Jørgensen (2002, 2003); Campbell, 2006; Choi and Robertson, 2020). We approach this

puzzle from a dynamic perspective. While the literature typically divides the popula-

tion into two groups, namely those who never invest in the stock market and those who

continually invest, we find that many individuals fall into a third category of being in-

termittent participants. At least 20% of the Norwegian population belongs to this group,

which consists of people who either participate once for only a short period (< 5 years) or

have multiple spells (Figure 1.2). Therefore, a snapshot of an individual’s participation

decision in a single year is not necessarily representative of their choices at other points.

Furthermore, we are also able to shed light on existing theories of participation used to

rationalize the underparticipation puzzle.7 We show that a necessary condition for the

workhorse portfolio choice model of Cocco et al. (2005) augmented with fixed partici-

pation costs to generate the patterns we observe is that per-period costs must be very

high.

Our results can have important implications for wealth accumulation. A growing literature

has established a link between portfolio choices and wealth inequality (Benhabib et al.,

2011; Gabaix et al., 2016; Benhabib et al., 2019; Bach et al., 2020; Hubmer et al., 2021;

Xavier, 2021). We find that many individuals have intermittent spells in the stock market,

so they may not remain in the stock market for long enough to attain the large average

equity premium. Although efforts have been made to boost stock market participation

(e.g., through tax incentives), our findings indicate that it is not simply about encouraging

entry. Perhaps individuals need to be encouraged to continue participating for a prolonged

period, particularly when faced with poor short-term returns. Furthermore, we find that

individuals of low wealth are more likely than wealthier individuals to exit the stock market

soon after entry, which can further exacerbate the wealth gap between these two groups.

6The lower propensity to return following a bad return in the model relates to empirical evidence in
Kaustia and Knüpfer (2008) and Chiang et al. (2011), who find that personally-experienced returns on
past IPOs can affect the likelihood of participating in subsequent auctions.

7Gomes et al. (2021) groups explanations for the underparticipation puzzle into four categories, namely
participation costs (Haliassos and Bertaut, 1995; Haliassos and Michaelides, 2003; Vissing-Jørgensen (2002,
2003); Choi and Robertson, 2020), nonstandard preferences (Epstein and Zin, 1990; Epstein and Wang,
1994; Segal and Spivak, 1990), risks faced by households (Benzoni et al., 2007), and cultural/social factors
(Hong et al., 2004; Kaustia and Knüpfer, 2012).
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Figure 1.2: Types of individuals
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Notes. This figure divides individuals into three categories based on their lifetime stock-market exposure
and plots the percentage of the population belonging to each of these three groups. “Never participant”
contains individuals who never hold any stocks. “Always participant” covers people who are observed to
have one single spell lasting at least 5 years, plus any individuals with right-censored or left-censored spells.
“Intermittent participant” contains individuals with one single spell known to last less than 5 years and
people who have multiple spells in the stock market. This figure includes only individuals observed in the
data for at least 15 years.

Outline: The paper is structured as follows. Section 2 describes the Norwegian data,

while Section 3 documents our exit and reentry facts. Section 4 details the workhorse

portfolio choice model and our augmented model with beliefs. Section 5 shows the model

results, and Section 6 concludes.

2 Data

We use Norwegian administrative data to conduct our analysis. Most administrative

datasets contain information on income only. However, due to the existence of a wealth

tax in Norway, our data also contain detailed information on wealth holdings by broad

asset class for each resident as of December 31 for each year from 1993 to 2018. The

Norwegian data are particularly well suited to studying individual-level dynamics in stock

market participation relative to other datasets. First, to study dynamics, we need to

be able to follow individuals over time. Compared to other datasets, our data provide

this panel dimension with a longer time dimension.8 Second, a concern with brokerage

accounts data is that exit from the sample does not necessarily mean an exit from the stock

market. For example, if an individual simply switches providers, they would appear as an

8As the wealth tax in Sweden ended in 2007, the Swedish data used by Calvet et al. (2007, 2009a,b)
span 9 years (1999–2007 inclusive). The brokerage data of Barber and Odean (2000, 2001) cover 1991–1996.
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exiter in the brokerage accounts data. Reentrants could be difficult to identify if account

numbers change between spells. The Norwegian data do not have this concern, as the tax

data are based on overall holdings across all financial intermediaries and identification is

at the individual level. Third, brokerage data can have concerns with sample selection

and nonrandom attrition, the latter of which is also a worry with longitudinal survey

data. The Norwegian data cover the full population, and attrition should be due to death

or emigration only. Fourth, financial institutions directly report information on wealth

holdings to the tax authority, which eases concerns about measurement errors.9 As such,

evading taxes in Norway by underreporting asset holdings is very challenging.10 Last, we

are able to link the tax records to other administrative datasets, which contain additional

information about each individual that is not necessarily available in survey or brokerage

accounts data (e.g., demographics, employment history, and house purchases). This allows

us to study whether the behaviors we find are linked to certain characteristics.

While the Norwegian data are particularly promising for our research objective, they have

their shortcomings. The data provide us with asset holdings as of December 31 of each

year. As such, we are limited to participation decisions at the annual frequency, although

it is worth noting that this is more frequent than most panel survey waves.11 We are,

therefore, unable to capture within-year spells, although the presence of within-year spells

would strengthen our result that short spells in the stock market exist. In addition, we

do not have information on occupational or public pension wealth. However, in Section

3.3.3, we argue that pensions are unlikely to affect our results. Third, we do not have

information on the specific mutual funds held.

2.1 Data construction

We use the tax records to construct wealth by broad asset class and combine them to

obtain measures of financial and real wealth.12 Financial wealth can be decomposed

into the following asset classes: (a) cash and deposits (both domestic and foreign), (b)

directly held listed stocks, (c) directly held unlisted stocks (typically private equity), (d)

9Following this direct reporting, residents are sent a prefilled tax form to approve. If they do not
respond, then the tax authority assumes that the information is correct. In 2009, around 60% of tax
payers in 2009 did not respond (Fagereng et al., 2017a).

10As noted by Fagereng et al. (2017a), one source of under-reporting would be if individuals hold but
fail to disclose foreign investments. While asset holdings through Norwegian financial intermediaries are
directly reported, this is not the case for foreign holdings. For Sweden, Calvet et al. (2007) argue that
such holdings are likely to be a small portion of overall assets other than for the wealthiest individuals.

11For example, wealth information in the PSID was collected from 1984 at 5-year intervals until 1999,
when it began to be collected biennially.

12We provide further details on the construction of the wealth variables in Appendix A.
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stock mutual funds, (e) money market funds, (f) financial wealth held abroad, and (g)

other financial assets.13 Real wealth consists of housing and other real assets.14 We are

most interested in the extensive margin of participation and treat an individual to be

participating in a given year if any of directly held listed stock holdings, stock mutual

fund holdings, or financial wealth held abroad are strictly positive.15 We focus on stock

market participation through nonretirement investment accounts because there is typically

little turnover and trading activity in retirement accounts (Brunnermeier and Nagel, 2008;

Bonaparte et al., 2021). We also restrict attention to individuals aged 20 or over to ensure

that the person is the main asset holder.16

2.2 Descriptive statistics

Figure 1.3 plots the stock market participation rate in Norway over time. Only 12% of the

population owned stocks at the start of the sample. However, there was an acceleration in

participation during the 1990s. Reasons include improved access to financial markets for

retail investors, the rise of mutual funds, and the popularity of technology stocks during

the dot-com bubble (Guiso et al., 2003a).17 After the bursting of the dot-com bubble, the

participation rate dropped sharply. It stabilized until the financial crisis and has since

shown a persistent decline. Figure 1.4 plots the entry and exit rates over time. The sharp

fall in participation in the early 2000s can be linked to a pronounced rise in the exit rate

and a drop in the entry rate. Since the financial crisis, entry rates have been particularly

low, which can explain the downward trend in the participation rate.

Table 1.1 provides summary statistics at the individual level. The first block shows that

there is an even split of men and women in the sample, and 36% of individuals have a

college degree. The second block provides information on income and wealth holdings.

The average individual has a total gross wealth holding of $277,000, though the large

standard deviation in asset holdings illustrates the vast heterogeneity in wealth across the

population. The median wealth holding is less than half of the mean holding, indicating

13Other financial assets consist of outstanding claims and receivables, shares of capital in housing
cooperatives or jointly owned property, own pension insurance and life insurance, and other wealth.

14Other real assets include vehicles (e.g., boats, cars, caravans), holiday homes, fixtures and other
business assets, contents, and other real estate (e.g., farms, plots).

15We include financial wealth held abroad in this definition to be conservative because the nature of
such wealth is not observed, and hence it could contain foreign stockholdings. However, few people report
holding wealth abroad (< 2% of observations).

16Fagereng et al. (2020) also impose an upper bound on age of 75 in their study of return heterogeneity.
However, we do not do so, as it can artificially generate right-censored spells.

17Figure 1.22 shows the participation rates separately for stock mutual funds and directly held stocks.
Participation in mutual funds rose by more than fivefold from 1993 to the early 2000s. Participation in
directly held stocks also rose but by a smaller margin: from just over 8% in 1993 to around 12% in 2000.
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Figure 1.3: Stock market participation rate over time
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Notes. This figure plots the participation rate in the stock market annually from 1993 to 2018.

Figure 1.4: Entry and exit rates over time
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Notes. This figure plots the entry and exit rates for stock market participation. The entry rate in year
t is the proportion of nonparticipants in year t − 1 who enter in year t. The exit rate in year t is the
proportion of participants in year t− 1 who leave the stock market in year t. The shaded areas are stock
market downturn years in which the Oslo Børs Benchmark Index fell by at least 10%.

a rightward skew in the wealth distribution. Nonfinancial wealth, of which the major

component is housing, accounts for a larger share of total wealth than financial wealth

does, with the average individual holding $80,000 in financial wealth compared to $196,000

in nonfinancial wealth. The mean amount of wealth held in public equity, measured as the

sum of holdings in stock mutual funds, directly held stocks, and financial wealth abroad, is

just over $7,000. Indeed, the median individual does not hold any public equity, a finding

that is indicative of broad aggregate underparticipation in the stock market in Norway.

The third block further verifies this finding by showing that 25% of individuals invested in
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the stock market in 2018. Most participants invest in mutual funds rather than directly

holding stocks. Conditional on participating in the stock market, 26% of financial wealth

is in stocks on average.

Table 1.1: Summary statistics

Mean Std. dev P10 Median P90 P99

Demographics
Age (in years) 48.80 18.54 26 47 74 91
Male 0.52 0.50 0 1 1 1
Single 0.34 0.47 0 0 1 1
College degree 0.36 0.48 0 0 1 1

Income and wealth ($’000s)
Gross income 40.66 48.76 0 36.81 88.66 177.71
Financial wealth 80.04 1,984.23 0.01 10.60 123.79 835.37
Financial wealth in public equity 7.05 137.09 0.00 0.00 8.42 122.72
Nonfinancial wealth 196.49 299.93 0 131.11 487.62 1,185.16
Gross wealth 276.53 2,063.84 0.03 165.27 593.29 1,791.39
Net wealth 185.92 2,025.55 -38.51 42.54 479.71 1,565.64

Participation and wealth shares
Participates in public equity 0.25 0.43 0 0 1 1
Participates in mutual funds 0.22 0.41 0 0 1 1
Participates in individual stocks 0.06 0.24 0 0 0 1
Cond. risky share (% of total wealth) 8.32 15.64 0.10 2.26 23.23 84.00
Cond. risky share (% of fin. wealth) 26.29 26.77 1.01 16.22 70.32 97.26

Observations 4.64m

Notes. This table provides summary statistics using data from 2018. The first block gives summary statistics for
demographic characteristics. Single is a binary variable equal to 1 if the individual is neither married nor cohab-
iting, and zero otherwise. The second block information on income and wealth measured in USD (in thousands)
based on an exchange rate of $1=8.64 NOK at the end of 2018. Gross income is income from all sources. Public
equity is measured as the sum of holdings in stock mutual funds, directly held stocks and financial wealth abroad.
The third block gives summary statistics on stock market (i.e., public equity) participation and the share of wealth
invested in public equity conditional on holding a nonzero amount of such wealth.

3 Empirical facts

In this section, we study two margins of stock market participation using the Norwegian

administrative data, namely exit (Section 3.1) and reentry (Section 3.2). In Section 3.3,

we discuss and rule out potential explanations of our findings.

3.1 Exit margin

3.1.1 Short spells are common

We begin by examining the distribution of spell lengths in the data. Figure 1.5 plots a

histogram with the distribution of spell lengths based on spells beginning between 1994 and
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2015 inclusive.18 We restrict attention to spells starting by 2015 to ensure that participants

have at least 3 years in which to exit. If, for example, 2017 entrants were also included,

they would either have a 1-year completed spell or be right censored. Thus, including

such entrants would artificially inflate the bars corresponding to a short spell length.

The histogram shows a declining relationship between spell length and the proportion of

observations. Almost 15% of all spells end in just 1 year, and 23% end within 2 years. We

undertake a variety of robustness checks, namely analysis at the household level (Figure

1.23), excluding entrants who receive a gift or inheritance in the year of or before entry

(Figure 1.24), removing individuals with stocks in the company they work for (Figure

1.25), dropping investors who invest a small sum at the point of entry (Figure 1.26), and

only using the first (recorded) spell for each participant (Figure 1.27). In all cases, similar

patterns emerge.

Figure 1.5: Distribution of spell lengths
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data. We take
all spells beginning at any point from 1994 to 2015. The x-axis gives the spell length (in years), and the
y-axis shows the proportion of spells belonging to a particular spell length. The far-right bar gives the
proportion of these spells that are right censored.

The next step is understanding whether short spells can be linked to observable charac-

teristics. To do this, we estimate the following linear probability model:

Pr(spell ends within 2 years) = αi + δt + β′Xit + ϵit (1.1)

where δt denotes entry-year fixed effects and Xit is a vector of observable characteristics

measured at the point of entry, such as age and wealth. Given that we observe individuals

18Left-censored spells are excluded from this figure, as a spell length cannot be computed for such spells.
These spells are typically those that were already ongoing at the start of our data, though other reasons
for left-censoring could be immigration of an existing stockholder into Norway.
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with multiple spells, we are able to include individual fixed effects αi to absorb time-

invariant characteristics.

Table 1.2: Determinants of short spells (≤2 years)

Male 0.047∗∗∗

(0.001)
College degree -0.008∗∗∗ -0.023∗∗∗

(0.001) (0.004)
Homeowner 0.001 -0.009∗∗

(0.001) (0.003)
Unemployed 0.017∗∗∗ 0.000

(0.001) (0.003)
Single 0.023∗∗∗ 0.016∗∗∗

(0.001) (0.002)
Directly held stocks 0.083∗∗∗ 0.091∗∗∗

(0.001) (0.002)

Sample mean 0.23 0.36
Individual FE No Yes
Entry year FE Yes Yes
Age group FE Yes Yes
Income decile FE Yes Yes
Wealth decile FE Yes Yes
Observations 2242427 866406
R-squared 0.04 0.47

Notes. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. This table shows the results from estimation of Equation
1.1. The first column excludes individual fixed effects, while the second column includes them. The
dependent variable is a binary variable equal to 1 if the spell ends within 2 years, and zero otherwise.
Homeowner is a binary variable equal to 1 if the participant owns their own property (either self-owned
or ownership through housing cooperatives), and zero otherwise. Single equals 1 if the participant is
neither married nor cohabiting, and zero otherwise. Unemployed equals 1 if the participant receives
unemployment benefits at the point of entry, and zero otherwise. Directly held stocks equals 1 if the
participant buys stocks directly at the point of entry, and zero otherwise. Entry-year fixed effects are
included. Age fixed effects by broad age group (20-29, 30-39, 40-49, 50-59, 60-69 and 70+), as well as in-
come and wealth decile fixed effects are included. Observables are measured at the point of entry. Stan-
dard errors are clustered at the individual level. The regression uses data on entrants from 1994-2016.

Table 1.2 shows the result from this estimation in specifications with and without indi-

vidual fixed effects. Men are 20% (4.7pps) more likely than women to have a short spell.

This result relates to the existing literature on gender differences in confidence and trading

behavior, which has found that men tend to be more overconfident and trade excessively,

often to the detriment of their own returns (Barber and Odean, 2001).19 We also see that

single individuals are more likely to have short spells, in line with the view that married

individuals can influence the investment decisions of their spouse and thus reduce the effect

of individual overconfidence (Barber and Odean, 2001). In addition, entrants who invest

in stocks directly are 40% (9.1pps) more likely to have a short spell relative to those who

invest in mutual funds. Characteristics typically associated with lower financial literacy

19Grinblatt and Keloharju (2009) study overconfidence using Finnish data and show that individuals
with a high degree of self-confidence tend to have higher trading volumes.
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are also linked to a higher prevalence of short spells.20 Having a college degree lowers

the likelihood of exiting within 2 years by 10% (2.3pps). Figures 1.6a and 1.6b show the

impacts of income and wealth, respectively.21 For income, we find a monotonic negative

relationship between income and the probability of a short spell, with those in the bottom

income decile having an 11% (2.5pps) higher probability of a short spell relative to the

median. For wealth, the impact of low wealth is even more striking. Entrants belonging

to the bottom wealth decile are 43% (10pps) more likely to exit within 2 years relative

to the median.22 For wealth levels above the median, there is no significant difference in

the prevalence of short spells, indicating that it is low wealth that particularly matters.

Calvet et al. (2009a) show that individuals with less income, wealth, and education are

more likely to exit. Our finding suggests that they are not just more likely to exit at

any point. Rather, they are also more likely to experience a quick exit. Taken together,

short spells are more prevalent for individuals with characteristics linked to lower finan-

cial literacy. Regarding age, we see that short spells are more likely for the youngest and

oldest age groups (Figure 1.29). This finding is in line with Fagereng et al. (2017a), who

show that younger households tend to enter and exit frequently. It is important to note,

however, that short spells are not exclusive to these subgroups. Indeed, Figure 1.30 shows

the distribution of spell lengths by income, wealth, education, gender, and asset class. For

example, while men are more likely to exit quickly (Figure 1.30d), over 20% of women still

leave the stock market within 2 years of entry. Thus, short spells are widespread and not

purely concentrated among a particular subpopulation, though they are relatively more

likely for certain groups. Figure 1.32 plots the average risky share at the point of entry for

individuals of different eventual spell lengths, and shows that short spellers invest slightly

more as a share of their wealth at entry relative to longer-term participants.

Our finding that short spells in the stock market are common can have important implica-

tions for wealth accumulation. Indeed, much of the policy focus has been on encouraging

entry into the stock market (e.g., via tax incentives). However, we see that temporary

participation is very common, so from a policy perspective, it is not only about encourag-

ing entry into the stock market. It is also important to encourage participants not to exit

impulsively to ensure that they earn the high equity premium on average.

20Lusardi and Mitchell (2011) give evidence of a positive correlation between educational attainment
and financial literacy. Behrman et al. (2012) find this as well and further show a positive correlation
between wealth and financial literacy.

21In Figure 1.6a, there is no 2nd decile for income because > 20% of observations have zero income,
and these are all grouped in the first decile. The first decile can, therefore, be thought of as a zero-income
group. This will also be the case in subsequent plots involving income.

22Figure 1.28 plots the wealth distribution for short and longer-term spellers separately, and further
shows that short spellers are more likely to belong to a lower wealth decile than longer-term participants.
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Figure 1.6: Impact of income and wealth on the probability of a short spell
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Notes. This figure plots the coefficient estimates for the fixed effects on income (A) and wealth (B) deciles
following the estimation of Equation 1.1 with individual fixed effects. Variables are measured at the point
of entry, and deciles are based on the full Norwegian population aged 20 and above in that year. The effects
are estimated relative to the median group. 95% confidence intervals are shown. The red line represents
a null relative effect.

Figure 1.7: Prevalence of short spells over time
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Notes. This figure plots the proportion of year t − 2 entrants who leave the stock market by year t. The
shaded areas are stock market downturn years in which the Oslo Børs Benchmark Index fell by at least
10%.

Figure 1.7 plots the prevalence of short spells over time. We see that short spells became

much more likely during the early 2000s, a period that coincides with the booming stock

market and subsequent bursting of the dot-com bubble. Indeed, this period exhibited

significant trading volumes and stock market inflows and outflows (Ofek and Richardson,

2003; Hong and Stein, 2007). However, the timing of short spells differs based on the asset

class. For mutual funds (Figure 1.31a), this prevalence of short spells rises during stock

market downturns, such as the bursting of the dot-com bubble (2001–02), the financial

crisis (2008), and the European sovereign debt crisis (2011). Instead, for direct stockhold-

ing (Figure 1.31b), short spells were most prevalent in the late 1990s and the mid-2000s,
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periods when the stock market was booming. This distinction relates to findings in Cal-

vet et al. (2009a) that households are more likely to exit direct stockholding when their

individual stocks have performed well in line with the disposition effect.23 However, house-

holds are more likely to exit from mutual funds following poor returns.24 Therefore, short

spells in mutual funds are more likely during stock market downturns, whereas they are

more prevalent during booms for direct stockholding.25

3.1.2 Exit probability falls with spell duration

Are investors more likely to exit the stock market in the initial periods following entry

or after staying in the market for a prolonged period? To answer this question, we esti-

mate the hazard function for exit from participation. The hazard function hi(d) denotes

the probability that individual i exits the market d years after entry, conditional on not

exiting until then. A standard challenge with hazard function estimation is separating

true duration dependence from (unobserved) heterogeneity. Estimating hazard functions

based on pooled samples with heterogeneous individuals can lead to a downward bias in

the slope of the hazard function because individuals who are less likely to “survive” exit

the sample earlier than others (Lancaster, 1979; Kiefer, 1988).

To address this concern, we apply the linear GMM estimator of Alvarez et al. (2021) and

estimate a discrete-time proportional hazard model of duration. The main advantage of

this approach is that it gives a consistent estimator of the slope of the hazard function,

even in the presence of time-invariant individual heterogeneity. The Alvarez et al. (2021)

methodology can do so by exploiting the presence of individuals with multiple spells in the

stock market. The resulting limitation is that the set of people experiencing multiple spells

used in the estimation can be fundamentally different from the rest of the population.26

However, similar patterns do emerge when using the full set of participants and instead

estimating a Cox proportional hazards model (Figure 1.33).27 Further details on the

23The disposition effect refers to the tendency of investors to sell stocks trading at a gain and to hold
stocks trading at a loss (Shefrin and Statman, 1985; Odean, 1998).

24The literature has found a strong positive correlation between mutual fund flows and past performance
(Ippolito, 1992; Gruber, 1996; Frazzini and Lamont, 2008).

25Figure 1.38 plots the exit rates for the two asset classes separately and shows similar time-series
patterns to the prevalence of short spells.

26Table 1.4 shows that individuals with multiple spells look more similar to “always participants”
(individuals who have one single spell lasting at least 5 years) rather than participants with one short
spell.

27The Cox proportional hazards model takes the form:

hi(d) = exp (Xiβ)bd (1.2)

where Xi is a set of individual characteristics and bd is the baseline hazard. Estimated hazard ratios
(exponentiated coefficients) for the covariates Xi are given in Table 1.5 and Figures 1.34-1.36.
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Alvarez et al. (2021) approach are provided in Section C.

Figure 1.8: Baseline hazard function for exit from participation
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Notes. This figure plots the estimated baseline hazard for exit from participation following the methodology
of Alvarez et al. (2021) described in Section C. The dotted red lines denote 95% confidence intervals. The
hazard rate at duration d = 1 is normalized to 1.

Figure 1.8 plots the estimated baseline hazard function. The hazard function is monoton-

ically declining in duration, indicating negative duration dependence; that is, the longer

one has been participating in the stock market, the less likely they are to exit completely

at that point in time. As described in Section C, we are able to recover the slope of

the baseline hazard rather than its level using the Alvarez et al. (2021) approach, so we

normalize the hazard rate at d = 1 to 1. A striking feature of the hazard function is the

steepness of the slope in the initial years following entry. The hazard rates at d = 2 and

d = 3 are 60% and 40% that of d = 1, respectively. By d = 12, the hazard rate is close

to zero, suggesting that if an individual remains in the market for a prolonged period, the

likelihood of them completely withdrawing from the market is minimal. Combined with

the fact that many stock market participants stay in the stock market for a short time,

this finding indicates strong dynamics in the initial years following entry.

3.2 Reentry margin

3.2.1 Many exiters reenter the stock market

We now turn to understanding whether exiters ever reenter following exit. Figure 1.9

plots the distribution of the number of spells an individual experiences.28 43% of the

28We restrict attention to individuals who appear in the data for at least 15 years, as those who appear
for fewer years are likely to have either zero or one spell, which would skew the distribution to the left.
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population never participates in stocks, while 40% are observed to participate just once,

meaning that around 17% of the entire population has multiple spells. Hence, reentry

does occur for a sizeable fraction of people. Indeed, this finding negates the conventional

view in the literature that upon entering the stock market, individuals should rarely leave.

Here, we see that a large share of people liquidate their stock holdings completely but

subsequently reenter.29 We also find that investors tend to return to the same asset class

in which they previously participated. Figure 1.39 shows that over 80% of reentrants

who previously participated in funds choose to return to funds. Of those reentrants who

previously invested in individual stocks, over 60% go back into direct stockholding. This

result suggests that investors tend to divide themselves into types, namely fund investors

and direct stockholders, with very few participating in both.

Figure 1.9: Number of spells
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Notes. This figure plots the distribution of the number of spells using individuals who appear in the data
for at least 15 years.

We now examine which characteristics are associated with reentry. For this purpose, we

run the following linear probability model:

Pr(reenter within 4 years) = αi + δt + β′Xit + ϵit (1.3)

where δt now denotes exit-year fixed effects. We use a fixed window of 4 years to reenter

because those who exit early in the sample have more years remaining in which to reenter.

A fixed window means all exiters have the same amount of time to reenter. Furthermore,

to preview the findings in Section 3.2.2, most reentry occurs soon after exit, and so a

4-year window should capture a large proportion of reentry. To ensure that all individuals

29Figure 1.40 decomposes the entry rate into reentrants and new entrants, and shows that about one-
third to one-half of entrants in a given year are reentrants.
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are observed for at least 4 years following exit, we restrict attention to those who left the

stock market by 2014.30

Figure 1.10 plots the estimated effects of income and wealth and shows that reentry is

more likely for individuals with higher income and wealth. The top income decile is 11%

(4pps) more likely to reenter relative to the median (Figure 1.10a), and the highest wealth

decile group is about 23% (8pps) more likely to reenter relative to the median (Figure

1.10b). Indeed, Calvet et al. (2009a) show that entry is more likely for individuals with

high income and wealth.31 Reentry is less likely for the youngest and oldest age groups

(Figure 1.37), in line with the finding in Fagereng et al. (2017a) that permanent exit rises

sharply after retirement. The estimated coefficients for the other variables are provided

in Table 1.6.

Figure 1.10: Impact of income and wealth on the probability of reentry
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Notes. This figure plots the coefficient estimates for the fixed effects on income (A) and wealth (B) deciles
following the estimation of Equation 1.3 with individual fixed effects. Variables are measured at the point
of exit, and deciles are based on the full Norwegian population aged 20 and above in that year. The effects
are estimated relative to the median group. 95% confidence intervals are shown. The red line represents
a null relative effect.

3.2.2 Reentry often occurs soon after exit

Conditional on occurring, how soon after exit do individuals reenter? Figure 1.11 plots the

distribution of reentry times observed in the data. Almost half of all reentry occurs just

1 year after exit, indicating that reentry tends to be quick. Combined with the evidence

for short spells given in Section 3.1.1, this implies that there is a high degree of turnover

between participation and nonparticipation states, with many individuals dropping out of

30Figure 1.41 plots a time series of the reentry rate. It is highest at the start of our sample but remains
fairly steady from around 1998 onward, though there are drops during the stock market crashes in 2001–02
and 2008.

31They also find a positive effect of education. We find a similar positive effect of a college education in
the specification without individual fixed effects, but the coefficient becomes insignificant after including
them.
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participation spells after only a few years and a nonnegligible number reentering soon after

exit. These findings are robust to excluding recipients of gifts or inheritances (Figure 1.42)

and individuals holding stocks in the company they work for when they reenter (Figure

1.43).

Figure 1.11: Distribution of reentry times
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Notes. This histogram shows the distribution of reentry times in the Norwegian data.

3.2.3 Probability of reentry falls with time since exit

Our final fact studies how the likelihood of reentry changes with the duration since exit.

Our object of interest is the hazard function h(d), which denotes the probability of reen-

tering d years after exit conditional on not having reentered until then. We exploit the

fact that some individuals have multiple spells out of the stock market and again apply the

GMM estimator of Alvarez et al. (2021). Figure 1.12 plots the estimated hazard function

for reentry. The hazard function is downward sloping and highly convex, indicating neg-

ative duration dependence in reentry following exit: The longer it has been since one has

been out of the stock market, the less likely they are to return. There is a sharp decline

in the hazard rate in the initial years following exit, with the hazard rate at d = 2 being

less than half that of d = 1. By d = 12, the hazard rate is very low, indicating that the

likelihood of reentering is virtually zero by about a decade after exit.32

32Similar patterns appear if we estimate a Cox proportional hazards model for reentry (Figure 1.44),
which takes the form:

hi(d) = exp (Xiβ)bd (1.4)

where Xi is a set of individual characteristics and bd is the baseline hazard. Estimated hazard ratios
(exponentiated coefficients) for the covariates Xi are given in Table 1.7 and Figures 1.45-1.47.
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Figure 1.12: Baseline hazard function for reentry

0
.2

.4
.6

.8
1

H
a
z
a
rd

 r
a
te

 (
n
o
rm

a
liz

e
d
)

0 5 10 15
Years since exit

Notes. This figure plots the estimated baseline hazard for reentry following exit using the methodology of
Alvarez et al. (2021) described in Section C. The dotted red lines denote 95% confidence intervals. The
hazard rate at duration d = 1 is normalized to 1.

3.3 Ruling out potential explanations

In this section, we assess whether the quick exit and reentry patterns that we observe could

be explained by certain factors, namely liquidity shocks, sophisticated market timing,

pensions, or tax optimization.

3.3.1 Liquidity shocks

In principle, individuals might have to leave the stock market due to liquidity needs.

For example, people may lose their job or face unexpected health expenses. Upon the

“completion” of such liquidity needs, individuals may subsequently reenter the market. In

general, one might expect a constant Poisson arrival of such shocks. However, a constant

arrival rate would imply a flat hazard of exit from participation, which contradicts the

downward-sloping hazard estimated in Figure 1.8. One might even expect liquidity needs

to generate an upward-sloping hazard, as people would likely not enter the stock market

in the year before any expected liquidity needs (e.g., house purchase) given the risk of

a stock market downturn. To directly verify that liquidity needs are unlikely to drive

our results, we undertake two checks. First, we identify observable liquidity needs in the

data and study whether their prevalence varies with spell length. In particular, we look

at house purchases, divorce, unemployment, and a large drop in income (> 50%) as our
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liquidity shocks.33 Figure 1.49 plots the proportion of exiters of different spell lengths

experiencing at least one of these shocks in their exit year. For comparison, we also

show the proportion of continuing participants experiencing a liquidity shock. We can

see that some exit is correlated with such needs: about 10% of nonexiters experience a

liquidity shock compared to around 15% for exiters. This is in line with papers linking

exit to house purchases (Brandsaas, 2021), marital status (Christiansen et al., 2015), and

unemployment (Basten et al., 2016). However, the prevalence of liquidity shocks is very

similar across spell lengths, suggesting that short spellers do not have a higher likelihood

of facing a liquidity shock compared to longer spellers. Furthermore, if 15% of exiters

leave because of one of these observed shocks, it means that 85% of exiters are leaving for

other reasons.

Second, we examine what happens to other components of the balance sheet at the point of

exit. If individuals face liquidity needs, then presumably they would withdraw from their

safe liquid asset holdings first. However, Figure 1.50 shows that the growth rate of safe

financial asset holdings is actually much higher in the exit year relative to other years.34

We see little movement in consumption growth (Figures 1.52-1.53) or nonhousing real

assets (Figures 1.56-1.57), and only a small increase in the probability of house purchases

(Figures 1.54-1.55) in the year of exit. This suggests that many exiters tend to put the

funds into their bank account when they leave the stock market. All together, it appears

that liquidity shocks are unlikely to explain the prevalence of short and multiple spells in

the stock market.

3.3.2 Sophisticated market timing

Could the short-lived entry and exit observed in the data be driven by sophisticated market

timers? Perhaps these individuals pursue short-term investment strategies and reenter

whenever a promising investment opportunity arises. If this were the case, we would expect

short spelling to be correlated with proxies for financial sophistication. However, Table

1.2 and Figure 1.6 show that short spelling is negatively correlated with characteristics

typically associated with higher financial literacy (college education, income and wealth).

Furthermore, we might expect higher returns for more sophisticated investors. However,

33Two other liquidity needs could be health shocks and education costs. However, higher education
is free in Norway. While healthcare is not free, there is an annual deductible above which healthcare is
free. This deductible is fairly small at NOK 2,460 in 2021 ($410 in 2011 USD). Across OECD countries,
Norway has the highest share of healthcare financed through government schemes and the largest per-
capita spending on healthcare relating to long-term care (Cooper, 2019). As such, Norwegians in general
do not seem to be susceptible to large financial costs linked to healthcare needs.

34Figure 1.51 shows that these patterns emerge both for short spellers and longer-term participants.
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in Section 5.4, we show that those who invest for only 1–2 years perform worse than longer

spellers.

3.3.3 Pensions

One may worry that the existence of pension wealth could affect individuals’ desire to

actively invest in the stock market out of their nonpension wealth. In principle, a rational

agent should consider their overall portfolio, comprising both pension and nonpension

wealth, when deciding upon their optimal portfolio allocation. If, for example, one’s

pension wealth is already invested in the stock market, they may invest less (or nothing

at all) out of nonretirement wealth. Therefore, nonparticipation out of nonpension wealth

could simply be a rational choice given existing exposure through pensions.

If pensions are to be able to explain the dynamics, the following would need to be the

case: 1) the desired risky asset share out of total wealth changes, and individuals adjust

their nonpension holdings to achieve this new goal, and/or 2) exposure to the stock market

coming from pension wealth is changing at a high frequency, and individuals identify these

changes and adjust their portfolio accordingly. Explaining frequent exit and (re)entry

through this rebalancing channel is arguably difficult, as it requires individuals to regularly

follow movements in their pension holdings and to actively rebalance accordingly. However,

various papers have shown that portfolio adjustments are sluggish in both retirement and

nonretirement accounts (Agnew et al., 2003; Ameriks and Zeldes, 2004; Brunnermeier

and Nagel, 2008; Calvet et al., 2009a; Karlsson et al., 2009). In Section B, we provide a

discussion of the Norwegian pension system and argue that the nature of the system is

such that pensions are unlikely to explain the behaviors we observe.

3.3.4 Tax optimization

Could the quick exit and reentry from the stock market be due to tax optimization?

Perhaps individuals choose to exit in order to reduce their tax liability in a given year.

There are two possible tax margins that could be relevant here. The first is the wealth

tax, whereby individuals are taxed on net wealth above a given threshold.35 However,

the majority of Norwegians do not reach the threshold. This is partly due to favorable

tax treatments on certain asset classes. For example, the tax value on housing is 25%

of its market value. Stocks and mutual fund holdings are given a valuation discount of

35In 2021, net wealth above 1.5m NOK (≈$250,000 in 2011 USD) was taxed at 0.85% (0.7% to the
municipality and 0.15% to the state). The threshold is doubled for couples.
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45% (in 2021), whereas cash and deposit account holdings are not given a discount. It

is therefore actually better for wealth tax purposes to retain wealth in stocks and funds

rather than liquidating and holding cash. Consequently, it is very unlikely that wealth

tax considerations can explain entry and exit decisions for most Norwegian households.

The second relevant tax is capital gains tax. In Norway, losses made from the sale of

stocks and equity funds are tax-deductible, while gains above a risk-free return are taxed.

One might be worried that the quick exit we observe is because individuals are liquidating

their loss-making shares to reduce their tax liabilities.36 However, capital gains taxation

in Norway is tied to the realization for each individual security, not the performance of

the overall portfolio. To explain the complete exit that we observe, we would need to see

every security in one’s portfolio making a loss. In addition, if tax incentives are driving

this behavior, we might expect to see reentrants purchasing the same stock when they

return. While we do not observe specific mutual fund holdings, the Shareholder Registry

provides information on direct stock ownership from 2004. We find that only 28% of

directly held stocks owned just before exit are then repurchased upon reentry, meaning

most reentrants are purchasing different securities. Therefore, we argue that tax-motivated

selling is unlikely to drive our results.

4 Model

Our empirical results established novel patterns in the individual-level dynamics of stock

market participation. This section first describes the workhorse portfolio choice model of

Cocco et al. (2005) with participation costs. We then modify the model to allow agents

to form beliefs over the equity premium based on realized returns, a feature motivated by

a large body of literature on experience effects and memory (e.g., Kaustia and Knüpfer,

2008; Chiang et al., 2011; Malmendier and Nagel, 2011; Bordalo et al., 2020; Anagol et al.,

2021). While our model embeds the participation cost story of nonparticipation, we discuss

alternative theories of participation in Appendix D, namely nonstandard preferences, risks

faced by households, and cultural/social factors.

36Using US data, Odean (1998) shows that the prevalence of selling losing stocks is highest in December,
which can be linked to the end of the tax year and attempts to reduce tax liability.
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4.1 Model setup

4.1.1 Preferences

Individuals are born at age tb and die for certain by age T . They have Epstein-Zin

preferences over consumption Cit:

Uit =
[
(1− β)C

1− 1
ψ

it + βEt(πtU
1−γ
i,t+1)

1− 1
ψ

1−γ
] 1

1− 1
ψ

where ψ is the elasticity of intertemporal substitution, β is the subjective discount factor,

and γ is the coefficient of relative risk aversion. πt is the conditional survival probability

(i.e. the probability of surviving to age t + 1 conditional on being alive at age t). The

use of Epstein-Zin preferences allows for the separation of ψ and γ, which is not possible

under CRRA preferences.37

4.1.2 Labor market

Life is split into working age (t ≤ tr) and retirement (t > tr), where tr denotes retirement

age. In each period, individuals receive an exogenous income Yit. During working age,

labor income is stochastic and depends on a deterministic function of age f(t) that is

calibrated to capture the hump-shaped nature of earnings during working life, as well as

a transitory component uit and a persistent component pit modeled as a random walk.

ln(Yit) = f(t) + pit + uit for t ∈ {tb, ..., tr}, uit ∼ N(0, σ2u)

pit = pi,t−1 + zit , zit ∼ N(0, σ2z)

We define the current level of permanent income Y p
it as:

Y p
it ≡ exp(pt) exp(f(t))

During each year of retirement, agents receive a fraction ϕret of their permanent income

in the last year of working life. This means that upon reaching retirement age, they face

no uncertainty over their future labor income.

37The elasticity of intertemporal substitution equals the inverse of the coefficient of relative risk aversion
under CRRA utility, a restriction that does not hold in the data.
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ln(Yit) = ln(ϕret) + ln(Y p
itr
) = ln(ϕret) + f(tr) + pitr fort ∈ {tr + 1, ..., T}

4.1.3 Financial markets and participation costs

Individuals can invest in a riskless bond with a safe net return Rf or a risky asset (stocks)

with a stochastic return Rit given by the following:

1 +Rit = 1 +Rf + R̄+ ϵit where ϵ ∼ N(0, σ2ϵ )

where R̄ denotes the average equity risk premium. We do not allow agents to borrow or

short sell in the model. We augment the Cocco et al. (2005) model by adding two types

of stock market participation costs: an entry cost (F 0
it), which has to be paid at the start

of any new participation spell, and a per-period cost (F 1
it) paid in any period where the

agent chooses a positive quantity of stocks. The entry cost can reflect time and money

spent figuring out how to set up an investment account, deciding on the initial portfolio,

and learning fundamental investment principles. Per-period costs capture the time spent

monitoring one’s portfolio and deciding whether to reallocate funds, as well as any fixed

account management fees (Vissing-Jørgensen, 2002). We follow Gomes and Michaelides

(2005) and assume that both costs are proportional to the level of permanent income

(F d
it = F̄ dY p

it for d ∈ {0, 1}). We make this assumption for computational tractability. In

particular, we can exploit the scale invariance of the problem and normalize the current

level of permanent income Y p
it to 1. However, it can be motivated by the view that

participation costs reflect the opportunity cost of time.

To capture experience effects, we assume that individuals use their realized returns to up-

date beliefs over the average equity premium R̄. For simplicity, we assume that individuals

are uncertain over whether the average premium equals its true historical value R̄h > 0

or a negative value R̄l < 0. In each period, individuals adjust their belief bit that R̄ = R̄h

using Bayes rule:

bi,t+1 =


bitf(Rit|R̄h)

bitf(Rit|R̄h)+(1−bit)f(Rit|R̄l)
+ νit if individual i participates at age t

bit + νit otherwise

(1.5)

where νit ∼ N(0, σ2ν). f(Rit|R̄h) is the probability density function evaluated at Rit under
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R̄ = R̄h, and similarly for f(Rit|R̄l). Individuals are endowed with an initial belief bitb at

birth.

Under this setup, when individuals experience a poor return, bit is updated downwards,

which means a lower expected return from participating in equities E(Ri,t+1). Our formu-

lation aims to capture in a simple way the impact of past personal return experiences on

subsequent investment behavior that has been documented in other studies. For example,

Malmendier and Nagel (2011) show that a 1pp rise in experienced returns is associated

with a 0.5–0.6pp rise in expected returns for the following year, which suggests that re-

alized returns can determine participation choices through a beliefs channel. We include

some noise νit in the belief formation process.38 This means that beliefs are not com-

pletely sticky when not participating. This noise can capture various facets of behavior

in a reduced-form way, such as private signals coming from external sources (e.g., from

peers), limitations to retrieving memories perfectly (Azeredo da Silveira et al., 2020) or

neural randomness when making choices (Fehr and Rangel, 2011).39 We assume that

individuals do not internalize the possibility of a future belief shock νi,t+1 when making

their optimal decision today. Shocks to beliefs are therefore completely unexpected, zero-

probability events from the perspective of individuals in the model. In Section 5.3.1, we

discuss how the results change under different degrees of noise including no noise at all.

An implicit assumption made here is that labor income is uninformative about returns

and hence it does not feature in Equation 1.5. Empirical studies have typically found the

correlation between labor income and stock returns to be very close to zero (Cocco et al.,

2005; Fagereng et al., 2017a), and therefore, for simplicity we assume zero correlation in

the model.40

4.1.4 Optimization problem

Individuals choose consumption Cit and the risky asset share αit (i.e. the share of savings

allocated to the risky financial asset). The state variables are age t, cash on hand Xit

(i.e. total resources available for consumption and saving), beliefs bit, and whether one

participated last year 1(αit−1 > 0). The latter determines whether one has to pay the

38To ensure that all beliefs remain within the unit interval, we truncate values to this range. When
simulating the model, the standard deviation of this noise will be small, meaning minimal movement out
of this interval.

39Noise in beliefs can relate to the wavering mechanism in Barberis et al. (2018).
40A different view of our setup is that it can reflect individuals having imperfect knowledge of the true

returns distribution and learning about its parameters (Collin-Dufresne et al., 2016; Collard et al., 2018),
or alternatively individuals learning about their own inherent ability in the stock market (Gervais and
Odean, 2001; Seru et al., 2010, Linnainmaa, 2011; Anagol et al., 2021).
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entry cost. Using a recursive formulation, the optimization problem can be written as

follows:

Vt
(
X, b,1(α−1 > 0)

)
= max

C≥0,α∈[0,1]

[
(1−β)C1− 1

ψ+βEt

(
πtV

1−γ
t+1

(
X ′, b̃′,1(α > 0)

)) 1− 1
ψ

1−γ
] 1

1− 1
ψ

where

X ′ = R̃′
(
X − C − F 0

1(α−1 = 0 & α > 0)− F 1
1(α > 0)

)
+ Y ′

R̃′ = 1 +Rf + α(R′ −Rf )

b̃′ =


b·f(R|R̄h)

b·f(R|R̄h)+(1−b)·f(R|R̄l)
if α > 0

b otherwise

4.2 Calibration

Table 1.3 shows the externally calibrated parameter values used in our model simulations.

Individuals are born at age tb = 25 and die after age T = 100. For preferences, we use

the median values for the coefficient of relative risk aversion (γ = 5.3) and the elasticity

of intertemporal subsitution (ψ = 0.42) reported in Calvet et al. (2021), who estimate

the cross-sectional distribution of preferences for Swedish households. We take β = 0.96

as is standard in the literature.41 Parameter values for the income process are taken

from Fagereng et al. (2017a), who estimate the process specifically for Norway. We set

the high value of the average equity premium R̄h equal to the historical average equity

premium of 3.14% for Norway, as documented in Fagereng et al. (2017a). We assume

that initial financial wealth at age tb is drawn from a Pareto distribution, for which we

take estimates of the shape and scale parameters from Fagereng et al. (2017a), who fit a

Pareto distribution to the age-25 financial wealth distribution in Norway.

In the baseline simulations with beliefs, we set F̄ 0 = F̄ 1 = 0.5% (≈ $230 on average).

These values are in line with the dollar per-period cost of $250 estimated in Catherine

(2021) and the portfolio adjustment cost of $222 estimated in Choukhmane and de Silva

(2022). We set the low equity premium at R̄l = −2% and allow for a small amount of

noise in belief formation σν = 1%. We provide a discussion of results under alternative

parameter values in Section 5.3.

41This value is effectively equivalent to the median found in Calvet et al. (2021).
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Table 1.3: Calibrated parameters

Parameter Description Value Source

Preferences
γ Relative risk aversion 5.3 Calvet et al. (2021)
ψ EIS 0.42 Calvet et al. (2021)

Institutional
tr Retirement age 67 Norwegian law
πt Cond’l survival probabilities - SSB Life Tables 2010

Labor market
f(t) Deterministic wage profile - Fagereng et al. (2017a)
ϕret Replacement ratio 0.842 Fagereng et al. (2017a)
σz Std. dev of permanent shock 0.110 Fagereng et al. (2017a)
σu Std. dev of temporary shock 0.152 Fagereng et al. (2017a)

Financial market
Rf Risk-free return 0.0143 Klovland (2004)
R̄h Average premium (high) 0.0314 Fagereng et al. (2017a)
σϵ Std. dev of stock return 0.238 Fagereng et al. (2017a)
µx0 Shape of Pareto distribution 0.452 Fagereng et al. (2017a)
σx0 Scale of Pareto distribution 5,711.7 Fagereng et al. (2017a)

Notes. This table shows the externally-calibrated parameter values used in our model simula-
tions.

5 Results

In this section, we show the results from a model simulation of 20,000 individuals. We first

consider the workhorse model with costs and quantify the size of participation costs needed

to obtain reasonable short-term dynamics. Upon finding that such a model requires sizable

per-period costs, we discuss how the inclusion of beliefs can produce dynamics without

the need for high costs. We then test the predictions of the model using the Norwegian

data.

5.1 A model without beliefs

Under what conditions on participation costs can the standard model with only per-period

costs and no belief heterogeneity (i.e. bit = 1 ∀i, t) generate short-term dynamics?42 Fig-

ure 1.13 plots the simulated participation rates over the life cycle for different levels of

per-period participation costs. In the absence of costs, individuals would invest at least a

small amount in the stock market in every period in accordance with the standard Merton

(1969) rule. This is because when preferences exhibit second-order risk aversion (as is

the case here with Epstein-Zin preferences), risk has no first-order effect. Individuals are

risk-neutral with respect to small risks, and given the positive average equity premium,

42In setting bit = 1 ∀i, t, this also means we switch off noise in beliefs (σν = 0).
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zero stockholding would not be optimal (Haliassos and Bertaut, 1995). During retire-

ment, individuals decumulate the wealth they have built up during working life to fund

consumption. From around age 90, some individuals will leave the stock market because

their wealth is sufficiently low to the point that they prefer to consume all of their current

wealth and save nothing in either financial asset.43

Adding a per-period cost can delay initial entry until individuals have accumulated suffi-

cient wealth to justify these costs. Under costs of 2% of permanent income (approximately

$900 on average), we see that the model reaches full participation quickly. The intuition

for this is discussed in Gomes and Michaelides (2005) and is linked to the degree of risk

aversion. A high γ generates two opposing forces: on one hand, higher risk aversion means

a greater aversion to risk-taking, which directly reduces one’s demand for stocks. On the

other hand, it means the degree of prudence is also high, leading to strong precautionary

savings motives and more wealth accumulation. As wealth increases, it will eventually

be worthwhile to pay the participation costs and invest in stocks. Under γ = 5.3, this

latter force dominates, which explains why the model produces full participation even

with participation costs. As participation costs increase further, participation rates do

not necessarily hit 100% and some nonparticipation is observed at most ages.44

Figure 1.13: Model without beliefs: simulated participation rates

Notes. This figure plots the simulated participation rate over age in the model without beliefs (bit = 1 ∀i, t)
for different levels of per-period participation costs. Entry costs are set to zero.

Is there much churn in participation in these models? Figure 1.14 plots the proportion

of simulated spells ending within 2 years under different levels of per-period costs. To

43Individuals receive a certain pension income during retirement, and so not saving does not mean zero
consumption in the following year.

44Figure 1.61 plots the average conditional risky share over the life cycle under different values of per-
period costs. This share broadly falls over working age. The intuition for this follows from Jagannathan
and Kocherlakota (1996), Cocco et al. (2005), and Gomes (2020). Labor income can be thought of as an
implicit holding of the riskless bond given that labor income is a closer substitute to bonds than stocks
(Heaton and Lucas, 1997). Over working age, income-to-financial wealth ratios decline as individuals build
more wealth, leading individuals to tilt their portfolios away from stocks.
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reach the prevalence of short spells observed in the data, the model requires high per-

period participation costs of 2.8% of permanent income, which approximately amounts to

$1,300 per annum on average. If participants are hit by an adverse shock to their income

or experience a bad return, their investable wealth may be sufficiently low to no longer

warrant paying the participation cost. However, this value is much higher than estimates

of per-period costs in the literature (e.g., Fagereng et al., 2017a; Bonaparte et al., 2021;

Catherine, 2021), and is also a large share of the median amount held in the stock market

by Norwegian investors in a given year, which is $4,600. High costs are required because

the savings motive in this model is so strong that small costs become redundant for the

participation decision.

Adding even small entry costs does not help to reduce the required size of per-period costs

in the model. Instead, they slow down dynamics and mean the model requires an even

larger per-period cost. The intuition for this is that entry costs must be paid at the start

of any new spell. Individuals recognize that exiting the market today will mean having

to repay these costs again in the future should they want to reenter. As such, entry costs

act as a cost of exit and lower the value of exiting today.

Figures 1.62–1.65 show the corresponding figures for the other dimensions of dynamics

explored in the empirical analysis when entry costs are set to zero and per-period costs are

set at 2.8%.45 A downward-sloping hazard function for exit arises (Figure 1.62) because the

longer one has been participating, the more wealth has been accumulated, which makes

the costs less binding and allows them to continue participating even when faced with

adverse shocks to income or returns. Reentry occurs (Figure 1.63) because exit is driven

by experiencing an adverse shock and consequently having insufficient wealth to justify the

participation cost. However, upon building up enough wealth, some exiters will reenter.

This typically occurs very quickly owing to the fast wealth accumulation (Figure 1.64).

The downward-sloping reentry hazard function (Figure 1.65) is driven by age. Given that

savings motives are strong during working life, exiters during this period are certain to

return. Therefore, if the agent has not returned to the stock market following a few years

after exit, it must mean that they are in the retirement phase of life when individuals

are drawing from their savings and thus will not reenter. Overall, the results from this

analysis show that a workhorse model with income shocks and fixed participation costs

can generate the short-term dynamics observed in the data provided that per-period costs

are sufficiently high. However, dynamics are purely due to fluctuations in wealth in a pure

cost model, and therefore, intermittent participation is concentrated in the early part of

45Figures 1.67–1.69 show dynamics under other values of per-period costs.
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life when individuals are building up their wealth. Figure 1.66 shows that after age 40,

there is virtually no exit until one reaches retirement. The pure cost model will therefore

struggle to explain why middle-aged individuals may have short spells.

Figure 1.14: Model without beliefs: proportion of simulated spells ending within 2

years

Notes. This figure plots the proportion of simulated spells ending within 2 years in the model without
beliefs (bit = 1 ∀i, t) for different levels of per-period participation costs and entry costs.

5.2 A model with beliefs

We now analyze whether the inclusion of heterogeneous beliefs and experience effects can

generate short-term dynamics under smaller levels of per-period participation costs and

higher levels of entry costs (both set at 0.5%). In these simulations, all individuals draw

from the true returns distribution (R̄ = R̄h), but adjust their beliefs over the average

equity premium following Equation 1.5.46 Figure 1.70 plots the simulated participation

rate over the life cycle. Some people are born with very pessimistic beliefs about returns.

Hence, they will never enter the stock market. As a result, the participation rate is far

below 100% and closer to participation rates in the data.

Figure 1.15 plots the spell length distribution for the models with and without beliefs

under costs of 0.5%. Short spells are nonexistent in the pure cost model. Individuals

invest at the very start of life and only exit as they approach death. Instead, the model

with beliefs can produce a spell length distribution reasonably close to the data, with over

17% of spells ending within 2 years. Short spells occur because some individuals will draw

poor returns, thus lowering the expected return on stocks. Some individuals will now have

beliefs such that the expected return on stocks lies below the risk-free rate, and because

46Initial beliefs bitb are drawn from a uniform [0,1] distribution.
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agents are risk averse, they will then prefer to save exclusively in bonds. The presence

of participation costs generates an additional margin of exit by further reducing the net

gain from stock market participation. Figure 1.71 plots the minimum wealth required

to continue participating at each age for different levels of beliefs bit. When the agent

is certain that the average equity premium takes the higher value (bit = 1), the wealth

required is minimal. Lowering bit to 0.8 raises the minimum required wealth but only

marginally and mainly at the very end of life. However, if bit falls further to 0.5, a belief

level for which the expected equity premium is still positive, one requires a much larger

level of wealth to continue participating. As a result, there is an interaction between

beliefs and participation costs that can exacerbate exit. Upon experiencing a bad return,

the threshold wealth an individual needs to continue investing increases, which may drive

some individuals out of the market even if they believe that stocks will outperform bonds

on average.

Figure 1.15: Model with beliefs: spell length distribution

Notes. This figure plots the distribution of spell lengths in the data and the models with and without
beliefs. Entry and per-period costs are both set to 0.5% of permanent income in the two models.

Figure 1.16 plots the hazard function for exit in the model with beliefs.47 The model can

generate a downward-sloping hazard function. As time spent in the stock market increases,

the fact that the agent has not yet left the market must mean that they performed well in

their spell thus far, and therefore, they should be optimistic about the equity premium.

Consequently, one requires a very low return to undo this confidence and be driven out of

the market.

Moving on to reentry, Figure 1.17 plots the distribution of the number of spells. In the

model without beliefs, virtually everyone has one single, long spell lasting from birth until

47As short spells essentially do not occur in the model without beliefs, this model does not give a
meaningful hazard function.
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Figure 1.16: Model with beliefs: hazard rate for exit

Notes. This figure plots the hazard rate for exit under the model with beliefs. The hazard rate at 1 year
after entry is normalized to 1 to facilitate comparison with the empirical hazard function, for which only
the slope of the hazard function is identified (see Section 3.1.2).

close to death, meaning that reentry does not occur and there are no “never participants”.

Instead, in the model with beliefs, some individuals never participate in the stock market,

as they are too pessimistic about returns. This proportion of “never participants” is almost

identical to the actual proportion coming from the Norwegian data. We also observe a

sensible proportion of single spellers. Such individuals are a combination of people who

have one long spell lasting into retirement, as well as short spellers who exit following poor

returns. The model also generates reentry, albeit slightly less than is observed in the data.

There are two ways in which reentry is generated in the model. First, noise in beliefs means

some people may exogenously become slightly more optimistic. Note that the standard

deviation of the noise shocks is set at just 1%, and thus, only nonparticipants with beliefs

close to the threshold for participating (given their wealth) can be induced back into the

stock market. Therefore, those who did terribly in their past spells will have weaker beliefs

and will be more likely to remain out of the market indefinitely. Second, some individuals

may exit because their current wealth is insufficient to warrant paying the participation

costs given their beliefs. However, with time they may accumulate enough wealth such

that it now becomes worthwhile to reenter. Figure 1.18 plots the simulated reentry times.

While the model does not generate as many 1-year reentry observations as in the data,

1-year reentry remains the modal outcome. The model produces quick reentry because

the noise in beliefs can drive recent exiters with beliefs close to the participation threshold

back into the market. We obtain more longer-term reentry relative to the data because

of the second channel for reentry. Some exiters have beliefs such that the expected equity

premium is positive, but with participation costs, they need to accumulate more wealth to
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justify participating, and this can take some time. We obtain a downward-sloping hazard

function reasonably close to the data. The intuition for this result is that those who have

not reentered after many years will typically have pessimistic beliefs. Such individuals will

likely not be drawn back in through the optimistic swings in beliefs coming through the

noise term. Hence, their reentry is less likely.

Figure 1.17: Model with beliefs: number of spells

Notes. This figure plots the distribution of the number of spells in the simulated population in the models
with and without beliefs. The empirical distribution for the Norwegian population is also shown (see
Figure 1.9).

Figure 1.18: Model with beliefs: reentry times

Notes. This figure plots the distribution of reentry times in the model with beliefs. The empirical propor-
tion from the Norwegian data is also shown (see Figure 1.11).
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Figure 1.19: Model with beliefs: hazard rate for reentry

Notes. This figure plots the hazard rate for reentry under the model with beliefs. The hazard rate at 1
year after exit is normalized to 1 to facilitate comparison with the empirical hazard function, for which
only the slope of the hazard function is identified (see Sections 3.1.2 and 3.2.3).

5.3 Sensitivity to different parameter values

5.3.1 Degree of noise in beliefs

We consider different values for the standard deviation of belief shocks σν ∈ {0%, 1%, 2%}

in Figures 1.72–1.78. A lower degree of noise in belief formation reduces the participation

rate at all ages (Figure 1.72) because the presence of noise can help drive some individuals

back into the stock market. In the extreme case of zero noise, beliefs are completely sticky

for nonparticipants. The case of zero noise does not mean no reentry. Some individuals exit

because they do not currently have sufficient wealth to justify the participation costs given

their beliefs. Upon accumulating more wealth, they may eventually reenter. However, the

degree of reentry will be less compared to the case with noise (Figure 1.76). In addition,

noise can generate quicker reentry. Without noise, the only way individuals can reenter

is by accumulating more wealth such that they can now justify the costs, and this can

sometimes take time. With noise in beliefs, people may become a bit more optimistic,

which can induce quicker reentry because they need a smaller amount of wealth to warrant

paying the per-period costs and reenter (as depicted in Figure 1.71). The presence of noise

can also lead to more short spells (Figure 1.74) because individuals can experience negative

swings in optimism, which can drive those with beliefs close to the threshold out of the

market. Therefore, the presence of some noise in belief formation can help to better match

the degree of short spells and reentry observed in the data.
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5.3.2 Participation costs

In the baseline simulations, we set per-period and entry costs to 0.5% of permanent income.

However, the model does not require the existence of participation costs to generate short-

term dynamics (Figures 1.79–1.85). Reducing costs right down to zero means insufficient

wealth is no longer a driver of exit. Instead, beliefs become the sole reason to exit.48

Figure 1.81 shows that the prevalence of short spells is actually higher under zero costs

than under 0.5% costs. Furthermore, Figure 1.83 shows that a higher share of individuals

have multiple spells in the model without costs. This is because entry costs deter exit,

and therefore, its removal encourages more temporary exit. Overall, the model does not

rely on participation costs to generate reasonable degrees of short-term dynamics.

5.4 Supporting evidence for the model mechanisms

Our model gives predictions regarding who should exit from or reenter the stock market.

First, in the model with beliefs, those who stop participating soon after entry should have

weaker average performance relative to those who stayed in the market for longer. At the

aggregate level, as discussed in Section 3.1.1, the prevalence of short spells in mutual funds

rises during stock market downturns (Figure 1.31a). We also see that average risky shares

fall during downturns (Figure 1.86).49 At the individual level, Figure 1.20 suggests that

short spellers do poorly relative to longer spellers. We measure performance by computing

the proportion of exiters of different spell lengths reporting only taxable gains from the

sale of stocks and equity funds (Figure 1.20a) or only losses (Figure 1.20b) in their exit

year.50 The unconditional probability of reporting only gains is 30% for short spellers

compared to around 40% for those participating for longer. Similarly, the unconditional

probability of reporting only losses for short spellers (≈28%) is twice that of longer spellers

48This is the case other than the years just before death. During this period late in life, some people
may not save at all (in either asset), as they have very low values of wealth. They prefer to consume
everything because they know they will receive a pension income in the next period. In other periods of
life, precautionary savings motives are sufficiently high that everyone would have enough wealth to warrant
saving.

49It is important to note that part of this is likely reflecting passive drops in portfolio values rather than
active changes in portfolio holdings. As we only see the total market value held in funds at the end of the
year and thus do not observe the specific funds that individuals own, we cannot confidently separate these
two effects.

50For this analysis, we restrict attention to exiters who entered from 2006 onward because of changes
in the Norwegian tax system that make it difficult to interpret the tax record variables prior to this
point. Since 2006, individuals are only taxed on capital gains above a risk-free return. However, before
2006 the taxable amount depended on the share’s proportion of retained taxed capital, and thus, it may
necessarily not be linked to achieving a high/low return relative to a risk-free asset. Taxed capital refers
to undistributed income that has been previously subject to tax at the company level. Focusing only
on exiters who entered from 2006 onward aids with the interpretation of the tax variables because these
individuals would be subject to the “new” tax system based on returns relative to a risk-free rate.
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(≈13–15%).51 While one may be concerned that the higher prevalence of losses among

short spellers reflects a liquidity need that forces them to liquidate at a loss, the discussion

in Section 3.3.1 suggests that these shocks cannot explain the quick exit observed in the

data.52

Figure 1.20: Performance of exiters by spell length
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Notes. This figure shows the performance of exiters by spell length based on records of taxable gains and
tax-deductible losses in the income tax data. In panel (A), we plot the proportion of exiters of a given spell
length reporting only gains from the sale of stocks and funds (computed as the sum of items TR 3.1.8, TR
3.1.9, and TR 3.1.10 in the tax records) in their exit year. In panel (B), we plot the proportion of exiters
reporting only losses (computed as the sum of items TR 3.3.8, TR 3.3.9, and TR 3.3.10). We use exiters
who enter from 2006 onward in these plots.

Second, in terms of reentry, the model predicts those who end up returning to the stock

market should on average have done better in their prior spell compared to those who

chose to remain out of the market. Figure 1.21 shows this to be the case. About 27% of

those who do not reenter experience losses compared to 20% for individuals who reenter.53

51Figure 1.48 plots the corresponding figures based on reporting any gains or any losses rather than
only gains or losses. We obtain broadly similar findings.

52We obtain similar conclusions when looking at the size of gains and losses relative to risky financial
wealth (Figure 1.87).

53Figure 1.88 also shows that exiters in Norway who report only taxable gains are about 11% (3pps)
more likely to reenter than those who report only losses.
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Figure 1.21: Prevalence of losses by reentry status
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Notes. This figure plots the share of people experiencing losses separately for those who reentered into the
stock market and those who did not. We use exiters who enter from 2006 onward in these plots.

6 Conclusion

While there is a large body of literature that studies why many individuals do not invest

in stocks, much less is known about the dynamics of stock market participation by retail

investors. How long do individuals stay in the stock market for? Is the probability of

exit a function of time since entry? Do individuals reenter after exit, and if so, when?

Using Norwegian administrative data, we document new facts regarding the exit and

reentry decisions of individual investors. The unifying message from these facts is that

short, multiple spells in the stock market are common. We show that the workhorse

portfolio choice model needs high per-period participation costs to generate these patterns.

Extending the model to allow for experience effects à la Malmendier and Nagel (2011),

whereby individuals adjust their expected stock returns based on realized returns, is able

to produce short-term dynamics without the need for high participation costs.

Our findings leave various avenues for future research. First, the current setup of the

model does not contain aggregate signals from which nonparticipants can learn about

stock returns. Extending the model to allow for this can help to explain patterns in the

data such as why entry rates tend to drop during stock market downturns. Second, what

does noise in belief formation in the model exactly represent? One possible explanation

is imperfect memory recollection. While the neuroscience and psychology literatures have

established that memory is imperfect, there is little empirical evidence directly testing

imperfect memory in the context of financial markets. Further work trying to see how well
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former participants recall their past return experiences and what biases they are prone to

would thus help to establish whether noisy memory is a feature of investor behavior. Third,

the Norwegian data allows one to identify family networks. It would be informative to

directly test whether peer effects play a role in determining spell length and reentry. Last,

our finding that a large share of the population have short-lived spells in the stock market

can have important implications for wealth accumulation. If individuals are liquidating

their entire stockholdings soon after entry, they are not staying in the stock market for long

enough to earn the average equity premium, which can hurt their wealth accumulation

going forward. This is particularly the case when individuals are permanently scarred

by past adverse returns. Policies should therefore not solely focus on encouraging entry

into the stock market. They also need to address the fact that many people quickly exit.

Identifying policies that can achieve longer-term participation is important, particularly

as individuals of lower wealth and education appear to be more prone to such intermittent

spells in the stock market.
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Brown, J. R., Z. Ivković, P. A. Smith, and S. Weisbenner (2008): “Neighbors

Matter: Causal Community Effects and Stock Market Participation,” The Journal of

Finance, 63(3), 1509–1531.

Brunnermeier, M. K., and S. Nagel (2008): “Do Wealth Fluctuations Generate Time-

Varying Risk Aversion? Micro-evidence on Individuals,” American Economic Review,

98(3), 713–36.

Calvet, L. E., J. Y. Campbell, F. J. Gomes, and P. Sodini (2021): “The Cross-

Section of Household Preferences,” Discussion paper, Working Paper.

56



Calvet, L. E., J. Y. Campbell, and P. Sodini (2007): “Down or Out: Assessing

the Welfare Costs of Household Investment Mistakes,” Journal of Political Economy,

115(5), 707–747.

(2009a): “Fight or Flight? Portfolio Rebalancing by Individual Investors,” The

Quarterly Journal of Economics, 124(1), 301–348.

(2009b): “Measuring the Financial Sophistication of Households,” American

Economic Review, 99(2), 393–98.

Campbell, J. Y. (2006): “Household Finance,” The Journal of Finance, 61(4), 1553–

1604.

Campbell, J. Y., and J. H. Cochrane (1999): “By Force of Habit: A Consumption-

Based Explanation of Aggregate Stock Market Behavior,” Journal of Political Economy,

107(2), 205–251.

Cao, H. H., T. Wang, and H. H. Zhang (2005): “Model Uncertainty, Limited Market

Participation, and Asset Prices,” The Review of Financial Studies, 18(4), 1219–1251.

Carroll, C. D., B.-K. Rhee, and C. Rhee (1994): “Are There Cultural Effects on

Saving? Some Cross-Sectional Evidence,” The Quarterly Journal of Economics, 109(3),

685–699.

(1999): “Does Cultural Origin Affect Saving Behavior? Evidence from Immi-

grants,” Economic Development and Cultural Change, 48(1), 33–50.

Catherine, S. (2021): “Countercyclical Labor Income Risk and Portfolio Choices over

the Life Cycle,” The Review of Financial Studies, 35(9), 4016–4054.

Chiang, Y.-M., D. Hirshleifer, Y. Qian, and A. E. Sherman (2011): “Do In-

vestors Learn from Experience? Evidence from Frequent IPO Investors,” The Review

of Financial Studies, 24(5), 1560–1589.

Choi, J. J., and A. Z. Robertson (2020): “What Matters to Individual Investors?

Evidence from the Horse’s Mouth,” The Journal of Finance, 75(4), 1965–2020.

Choukhmane, T., and T. de Silva (2022): “What Drives Investors’ Portfolio Choices?

Separating Risk Preferences from Frictions,” Discussion paper, Working paper.

Christiansen, C., J. S. Joensen, and J. Rangvid (2015): “Understanding the effects

of marriage and divorce on financial investments: the role of background risk sharing,”

Economic Inquiry, 53(1), 431–447.

57



Chuang, Y., and L. Schechter (2015): “Stability of experimental and survey mea-

sures of risk, time, and social preferences: A review and some new results,” Journal of

Development Economics, 117, 151–170.

Cocco, J. F., F. J. Gomes, and P. J. Maenhout (2005): “Consumption and Portfolio

Choice over the Life Cycle,” The Review of Financial Studies, 18(2), 491–533.

Collard, F., S. Mukerji, K. Sheppard, and J.-M. Tallon (2018): “Ambiguity and

the historical equity premium,” Quantitative Economics, 9(2), 945–993.

Collin-Dufresne, P., M. Johannes, and L. A. Lochstoer (2016): “Parameter

Learning in General Equilibrium: The Asset Pricing Implications,” American Economic

Review, 106(3), 664–98.

Constantinides, G. (1990): “Habit Formation: A Resolution of the Equity Premium

Puzzle,” Journal of Political Economy, 98(3), 519–43.

Cooper, J. (2019): “How does UK healthcare spending compare with other countries,”

Office for National Statistics.

Dohmen, T., H. Lehmann, and N. Pignatti (2016): “Time-varying individual risk

attitudes over the Great Recession: A comparison of Germany and Ukraine,” Journal

of Comparative Economics, 44(1), 182–200.

Epstein, L. G., and T. Wang (1994): “Intertemporal Asset Pricing under Knightian

Uncertainty,” Econometrica, 62(2), 283–322.

Epstein, L. G., and S. E. Zin (1990): “‘First-order’ risk aversion and the equity pre-

mium puzzle,” Journal of Monetary Economics, 26(3), 387–407.

Fagereng, A., C. Gottlieb, and L. Guiso (2017a): “Asset Market Participation and

Portfolio Choice over the Life-Cycle,” The Journal of Finance, 72(2), 705–750.

Fagereng, A., L. Guiso, D. Malacrino, and L. Pistaferri (2020): “Heterogeneity

and Persistence in Returns to Wealth,” Econometrica, 88(1), 115–170.

Fagereng, A., L. Guiso, and L. Pistaferri (2017b): “Portfolio Choices, Firm Shocks,

and Uninsurable Wage Risk,” The Review of Economic Studies, 85(1), 437–474.

Fagereng, A., M. B. Holm, B. Moll, and G. Natvik (2019): “Saving Behavior

Across the Wealth Distribution: The Importance of Capital Gains,” Working Paper

26588, National Bureau of Economic Research.

58



Fehr, E., and A. Rangel (2011): “Neuroeconomic Foundations of Economic Choice–

Recent Advances,” Journal of Economic Perspectives, 25(4), 3–30.

Frazzini, A., and O. A. Lamont (2008): “Dumb money: Mutual fund flows and the

cross-section of stock returns,” Journal of Financial Economics, 88(2), 299–322.

Fredriksen, D., and E. Halvorsen (2019): “Beregninger av pensjonsformue,” Discus-

sion paper, Statistics Norway.

Fredriksen, D., and N. M. Stølen (2018): “Reform av offentlig tjenestepensjon,”

Discussion paper, Statistics Norway.

Fuchs-Schündeln, N., P. Masella, and H. Paule, Paludkiewicz (2020): “Cultural

Determinants of Household Saving Behavior,” Journal of Money, Credit and Banking,

52(5), 1035–1070.

Gabaix, X., J.-M. Lasry, P.-L. Lions, and B. Moll (2016): “The Dynamics of

Inequality,” Econometrica, 84(6), 2071–2111.

Gervais, S., and T. Odean (2001): “Learning to Be Overconfident,” The Review of

Financial Studies, 14(1), 1–27.

Gilboa, I., and D. Schmeidler (1989): “Maxmin expected utility with non-unique

prior,” Journal of Mathematical Economics, 18(2), 141–153.

Gomes, F. (2020): “Portfolio Choice Over the Life Cycle: A Survey,” Annual Review of

Financial Economics, 12(1), 277–304.

Gomes, F., M. Haliassos, and T. Ramadorai (2021): “Household Finance,” Journal

of Economic Literature, 59(3), 919–1000.

Gomes, F., and A. Michaelides (2005): “Optimal Life-Cycle Asset Allocation: Under-

standing the Empirical Evidence,” The Journal of Finance, 60(2), 869–904.

Greenwood, R., and S. Nagel (2009): “Inexperienced investors and bubbles,” Journal

of Financial Economics, 93(2), 239–258.

Grinblatt, M., and M. Keloharju (2009): “Sensation Seeking, Overconfidence, and

Trading Activity,” The Journal of Finance, 64(2), 549–578.

Gruber, M. J. (1996): “Another Puzzle: The Growth in Actively Managed Mutual

Funds,” The Journal of Finance, 51(3), 783–810.

59



Guin, B. (2017): “Culture and household saving,” Working Paper Series 2069, European

Central Bank.

Guiso, L., M. Haliassos, T. Jappelli, and S. Claessens (2003a): “Household Stock-

holding in Europe: Where Do We Stand and Where Do We Go?,” Economic Policy,

18(36), 125–170.

Guiso, L., P. Sapienza, and L. Zingales (2003b): “People’s opium? Religion and

economic attitudes,” Journal of Monetary Economics, 50(1), 225–282.

(2006): “Does Culture Affect Economic Outcomes?,” Journal of Economic Per-

spectives, 20(2), 23–48.

Gul, F. (1991): “A Theory of Disappointment Aversion,” Econometrica, 59(3), 667–686.

Haliassos, M., and C. C. Bertaut (1995): “Why do so Few Hold Stocks?,” The

Economic Journal, 105(432), 1110–1129.

Haliassos, M., T. Jansson, and Y. Karabulut (2017): “Incompatible European

Partners? Cultural Predispositions and Household Financial Behavior,” Management

Science, 63(11), 3780–3808.

Haliassos, M., and A. Michaelides (2003): “Portfolio Choice and Liquidity Con-

straints,” International Economic Review, 44(1), 143–177.

Hansen, L. P. (1982): “Large Sample Properties of Generalized Method of Moments

Estimators,” Econometrica, 50(4), 1029–1054.

Heaton, J., and D. Lucas (1997): “Market Frictions, Savings Behavior, and Portfolio

Choice,” Macroeconomic Dynamics, 1(1), 76–101.

Heckman, J., and B. Singer (1984): “A Method for Minimizing the Impact of Distri-

butional Assumptions in Econometric Models for Duration Data,” Econometrica, 52(2),

271–320.

Hong, H., J. D. Kubik, and J. C. Stein (2004): “Social Interaction and Stock-Market

Participation,” The Journal of Finance, 59(1), 137–163.

Hong, H., and J. C. Stein (2007): “Disagreement and the Stock Market,” Journal of

Economic Perspectives, 21(2), 109–128.
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Appendix

A Variable construction

Here, we describe the steps undertaken to translate the tax records into consistent mea-

sures of wealth by broad asset class. TR x.y denotes item x.y in the tax records based on

2018 item codings by the Norwegian Tax Administration (Skatteetaten). Note that while

tax values are reported in the raw data, we translate these values into market values for

our analysis. For financial wealth, we create the following subclasses:

• Cash and deposits are computed as the sum of deposits in Norwegian banks (TR

4.1.1), cash (TR 4.1.3), deposits in foreign banks (TR 4.1.9), and (from 2017 onward)

cash holdings in share savings accounts (TR 4.1.8.6).

• Directly held listed stocks are given by the value of listed Norwegian shares and

equity certificates, bonds, etc. in the Norwegian Central Securities Depository (TR

4.1.7).

• Directly held unlisted stocks are given by capital in unlisted shares, share savings

accounts, and securities not listed in the Norwegian Central Securities Depository

(TR 4.1.8).

• Stock mutual fund holdings are given by the value of the share component in holdings

of securities funds (TR 4.1.4) plus (from 2017 onward) equity holdings in share

savings accounts (TR 4.1.8.5).

• Money market/bond funds are given by the value of the interest component in hold-

ings of securities funds (TR 4.1.5).

• Financial wealth held abroad is given by other taxable capital abroad such as foreign

shares, outstanding claims, bonds, and endowment insurance (TR 4.6.2).

• Other financial assets are the sum of outstanding receivables in Norway (TR 4.1.6),

the share of capital in housing cooperatives or jointly-owned property (TR 4.5.3),

pension insurance and life insurance (TR 4.5.1 + TR 4.5.2), and other taxable cap-

ital, such as cryptocurrency (TR 4.5.4).

Real wealth can be decomposed into the follow:
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• Housing wealth is the sum of housing owned through housing cooperatives (TR

4.3.2.2) and self-owned property (TR 4.3.2.1 + TR 4.3.2.3).

• Other real wealth is the sum of boats (TR 4.2.4), cars (TR 4.2.5), caravans (TR

4.2.6), holiday homes (TR 4.3.3.1 + TR 4.3.2.3), other real estate (TR 4.3.4 + TR

4.3.5 + TR 4.3.2.3), home contents and movable property (TR 4.2.3), fixtures and

other business assets (TR 4.4.1 + TR 4.4.2 + TR 4.4.3 + TR 4.4.4), and real wealth

abroad (TR 4.6.1 + TR 4.3.6.1).

B The Norwegian pension system

There are three main components to the Norwegian pension system. First is the National

Insurance Scheme (“folketrygden”), which is the basic public pension scheme. It ensures

that everyone receives a minimum pension income. Furthermore, workers are guaranteed

a supplement that is proportional to their income during working age.54 The system

is defined-benefit in nature, so citizens face no stock market exposure through it. As

such, the decisions to exit and enter the stock market cannot be attributed to portfolio

rebalancing between private accounts and public pension wealth.

Second, there are occupational pensions. Public occupational pensions are also defined-

benefit schemes. Hence, there is no stock market exposure through them.55 Private sector

occupational pensions operate differently. Until 2001, only defined-benefit pensions ex-

isted. While defined-contribution pensions, for which the pension benefit depends on how

well the contributions are invested, have been allowed since 2001, they did not gain mo-

mentum until 2006 when occupational pensions were made mandatory by law. Indeed,

before 2006 occupational pensions were mainly provided by larger employers (OECD,

2009).56 One may be concerned that because private sector defined-contribution occupa-

54Under the current system, 18.1% of wages in each year of employment up to a certain ceiling is
transferred to a pension account. This pension income is then indexed to nominal wage growth. Upon
retirement, the accumulated amount is not given as a lump sum. Instead, an annual sum is given based
on the expected number of years to be spent as a pensioner, which itself depends on when the individual
starts withdrawing from their pension and life expectancy. While there are some differences based on year
of birth, the overall premise of pensionable income being linked to employment earnings still holds. For
further details, see Fagereng et al. (2019) and Fredriksen and Halvorsen (2019).

55Until 2020, the public occupational pension scheme was such that workers were entitled to the maxi-
mum pension after 30 years of service and can receive a pension equal to 66% of their pension base (final
salary converted into a full-time equivalent) before adjustments for life expectancy. However, from 2020 oc-
cupational pension earnings became similar to that in the National Insurance Scheme, in particular having
a share of earnings each year be accumulated in a pension pot. However, this remained a defined-benefit
system. For further details on public occupational pensions and the reforms, see Fredriksen and Stølen
(2018).

56As of 2018, 90% of private sector employees are under a defined-contribution pension (Fredriksen and
Halvorsen, 2019).
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tional pensions have some exposure to the stock market, this could influence choices made

in nonretirement investment accounts. However, Figure 1.7 shows that short spells in the

stock market are not exclusive to the post-2006 period.

Third, individuals may have personal private pensions that they invest in. As payments

into an Individual Pension Scheme (IPS) in Norway are tax deductible up to a certain limit,

one can infer from the tax records whether an individual holds such pensions.57 Figure

1.58 provides a time series of participation in private pension accounts separately for the

whole population and the subset of the population aged 60 and under (who are unlikely

to have drawn from such pensions yet). In either case, the participation rates are in single

digits, indicating that the vast majority of the population do not hold such accounts. To

further ease concerns, we plot the proportion of exiters of different spell lengths who hold

private pensions as of their exit year. If these schemes were driving our short spell result,

we might expect to see a greater prevalence of private pensions among short spellers.

However, Figure 1.59 shows the opposite. We also reproduce our spell length histogram

but exclude any individual who at any point in the sample holds a private pension account.

Figure 1.60 shows that our results are robust to this. We therefore believe that pension

holdings cannot explain the short-term dynamics we observe.

C Further details on the Alvarez et al. (2021) GMM esti-

mator

The Alvarez et al. (2021) GMM estimator is based on the following environment. There

is a proportional hazards data generating process for durations d ∈ {
¯
D, ..., D̄}, where

hi(d) = θibd. θi is the time-invariant frailty parameter specific to individual i and captures

individual heterogeneity in hazard rates. bd is the baseline hazard at duration d and is

assumed to be common across individuals. The objective is to obtain an estimate of bd, as

this reflects true duration dependence rather than unobserved heterogeneity. Individual i

experiences Ki spells, for which the measured duration of spells is ζi = {ζi0, ζi1, ..., ζiKi}.

Note that measured duration is not necessarily equal to the true length of the spell because

of censoring. Assume that the spells ζ = (ζ0, ζ1, ..., ζK) are drawn from a proportional

57There are two relevant variables in the tax data. TR 3.3.5 records the deductible amount from
payments into an IPS, while TR 4.5.1 indicates capital in an Individual Pension Account (IPA). Note that
IPAs were replaced by the IPS in 2006, from which point new money could not be placed into one’s existing
IPA, and new IPAs could not be opened. We consider an individual to be a private pension contributor if
they report a positive value for either of these two variables, either in the current year or in any past year.
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hazards model with a baseline hazard b0. Defining

f
[b]
d1,d2

(ζ;b) ≡
∑

(j,k):1≤j≤k≤K

(bd21ζj=d1,ζk≥d2 − bd11ζj=d2,ζk≥d1)

then E[f
[b]
t1,t2

] = 0 ∀
¯
D ≤ d1 < d2 ≤ D̄ if and only if b = λb0 for some λ > 0. This gives

D̃(D̃+1)
2 moment conditions, where D̃ ≡ D̄ −

¯
D. It is important to note that under this

procedure, we recover the baseline hazards b up to a multiplicative constant, and so we

normalize b1 = 1. To estimate b0:

b̂0 = argmin
b

( 1

N

N∑
i=1

f
[b]
d1,d2

(ζi;b)
)T
W

( 1

N

N∑
i=1

f
[b]
d1,d2

(ζi;b)
)

where W is a positive definite weighting matrix. We use two-step feasible GMM à la

Hansen (1982). In the first step, we use the identity matrix as the weighting matrix. In

the second step, we take our estimates from the first step, b
(1)
0 , and use Ŵ (b̂0)

−1 as the

weighting matrix in the second step where:58

Ŵ (b̂0) =
( 1

N

N∑
i=1

f
[b]
d1,d2

(ζi; b̂0)f
[b]
d1,d2

(ζi; b̂0)
T
)−1

There are several advantages of this approach. First, while Honoré (1993) provides con-

tinuous time identification results for duration models with multiple spells, the moment

conditions used in the GMM estimator are based on discrete time identification results.

Second, some approaches rely on specification of a frailty distribution. For example, Naka-

mura and Steinsson (2008) apply the empirical model of Meyer (1990) in their analysis of

price spell duration and assume that the frailty parameter follows a gamma distribution

for their baseline specification. Heckman and Singer (1984) note that misspecification of

the frailty distribution can bias the hazard function. Instead, the approach of Alvarez

et al. (2021) imposes no restrictions on the frailty distribution. Third, the GMM es-

timator is consistent when the number of individuals is large, but it allows for a short

time dimension. The latter is important in our setting given that we rely on annual data

covering 26 years.

58Hansen (1982) show that Ŵ (b̂0) converges in probability to Ω ≡ E[f [b]
d1,d2

(ζi;b0)f
[b]
d1,d2

(ζi;b0)
T ] and

that W = Ω−1 is the most efficient weighting matrix.
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D Alternative theories of participation

D.1 Nonstandard preferences

Expected utility maximizers with standard preferences exhibiting second-order risk aver-

sion (e.g., CRRA utility) should always be willing to invest some money in stocks as long

as the expected risk premium is positive (Haliassos and Bertaut, 1995). This is because

such individuals are effectively risk neutral for small risks and risk has no first-order ef-

fect. As such, a model where all agents exhibit second-order risk aversion would need to

be augmented with additional ingredients to motivate nonparticipation, such as partic-

ipation costs or background risks. Some papers have allowed for time-varying levels of

risk aversion, with one popular method being to have habit-formation preferences. Such

preferences generate a negative relationship between wealth and risk aversion.59 However,

this will simply lead to time-varying risky asset shares with no impact on the extensive

margin of participation as long as preferences still exhibit second-order risk aversion.60

To generate nonparticipation exclusively through preferences, first-order risk aversion is

needed (Segal and Spivak, 1990).61 Under such preferences, individuals have a kink in

the utility function at some certainty point, which can make risk aversion locally infinite

and zero stockholdings an optimal outcome. To generate dynamics in participation, we

would need some agents to exhibit time-varying first-order risk aversion (Gomes et al.,

2021). In addition, preferences would need to fluctuate at a reasonably high frequency

to generate short-term dynamics. However, such models would likely struggle to explain

the downward-sloping hazard functions for exit and reentry. Indeed, if such preference

“shocks” have a constant Poisson arrival rate, the hazard rates should be flat. Further-

more, empirical studies have typically found positive and significant autocorrelations in

individuals’ risk preferences, suggesting that preferences are moderately stable, although

correlations are usually below 1 (Chuang and Schechter, 2015; Dohmen et al., 2016).62

59These studies have typically used habit-formation preferences to help reproduce empirical patterns of
equity premia (e.g., Constantinides, 1990; Campbell and Cochrane, 1999).

60Brunnermeier and Nagel (2008) empirically test whether wealth fluctuations affect risky asset shares
and find no clear relationship, which they argue lends support to a CRRA model over a model with
habit-formation preferences.

61A range of preferences exist that exhibit first-order risk aversion including, but not limited to prospect
theory (Kahneman and Tversky, 1979), rank-dependent expected utility (Quiggin, 1982; Epstein and Zin,
1990), disappointment aversion (Gul, 1991; Ang et al., 2005; Routledge and Zin, 2010), news utility (Pagel,
2018) and ambiguity aversion (Gilboa and Schmeidler, 1989; Cao et al., 2005).

62Part of these imperfect correlations could reflect measurement error (Schildberg-Hörisch, 2018).
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D.2 Risks faced by households

A strand of the literature studies how background risks, particularly labor income risk,

can affect portfolio allocations. Theoretically, the impact of labor income risk depends

on the nature of the risk (Vissing-Jørgensen, 2002). First, if labor income is riskless, this

should lead to a higher investment in risky financial assets because such labor income

is effectively equivalent to holding a riskless bond. Second, if labor income is risky but

uncorrelated with stock returns, then individuals should tilt their portfolio away from

stocks, as there is already risk coming from human wealth.63 Third, if labor income is

risky and correlated with stock returns, then there is a hedging component that runs

with the opposite sign of the correlation. For example, if business cycle risk produces a

positive correlation between labor income and stock returns, then the optimal portfolio

choice requires one to reduce stockholdings (Haliassos and Bertaut, 1995). It is important

to note that zero stockholding cannot be an optimal solution in the first two cases. Risky

labor income that is uncorrelated with stock returns reduces the optimal portfolio share

but would not push it to zero. However, Haliassos and Bertaut (1995) show that zero

stockholding can be an optimal choice for sufficiently low wealth if labor income and stock

returns are positively correlated, particularly if coupled with a no short-selling constraint.

For a model to generate dynamics through labor income risk alone, we would require

that 1) the correlation between labor income and stock returns is time-varying, and/or 2)

wealth fluctuates around the participation threshold for some individuals, leading to entry

and exit. The first can be hard to justify given that most individuals do not change jobs

at a high frequency such that the underlying correlations could change. Regarding the

second route, Figure 1.30b shows that short spells, while being relatively more likely for

less wealthy individuals, still occur for high wealth groups at a nonnegligible frequency. In

any case, empirical estimates for the correlation between labor income and stock returns

are typically very close to zero, making such channels hard to rationalize from the data

(e.g., Cocco et al., 2005; Fagereng et al., 2017a).

63Fagereng et al. (2017b) studies the impact of uninsurable wage risk on portfolio shares using Norwegian
data. They find a significant marginal effect of such risk on portfolio shares, although the economic impact
is limited because the size of this wage risk is small. Vissing-Jørgensen (2002) finds a negative impact of the
volatility of nonfinancial income on both the probability of stock market participation and the proportion
of wealth invested in stocks conditional on participating.
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D.3 Cultural and social environment

Cultural factors can influence an individual’s beliefs and preferences, which in turn affect

economic outcomes (Guiso et al., 2006).64 Various papers have provided empirical evi-

dence of a causal link running from cultural environments to savings behavior.65 While

underparticipation in the stock market could be linked to cultural factors, these factors

need to be time-varying to obtain dynamics in participation. However, Guiso et al. (2006)

define culture as “customary beliefs and values that ethnic, religious, and social groups

transmit fairly unchanged from generation to generation”. As such, cultural factors are

very slow-moving and thus would not be able to reproduce the high frequency entry and

exit that we observe.

However, social interactions could generate more frequent changes in beliefs and pref-

erences. Shiller et al. (1984) argue that investing is a social activity, and therefore,

investment decisions can be affected by the actions of those one interacts with. A growing

literature has provided empirical evidence for the influence of peer effects on financial

behavior.66 In principle, communication between peers could lead to entry and exit. If

my neighbor decides to leave the stock market – perhaps due to experiencing poor returns

– this could induce me to also leave. If my neighbor claims that stock returns will be

good in the near future, this might induce me back into the market. Testing these effects

directly could be an interesting avenue for future research, although it seems unlikely that

peer effects alone can explain all the dynamics we observe for a variety of reasons. First,

Kaustia and Knüpfer (2012) show that good stock returns experienced by local peers can

positively affect an individual’s decision to enter the stock market. However, the authors

do not find evidence of a discouragement effect following poor realizations, from which

they infer that peers primarily share good outcomes with each other. Therefore, peer

effects could struggle to explain exit. Second, it is difficult to rationalize the downward-

sloping hazard functions through peers alone. Third, our focus is on the extensive margin

of participation. We, therefore, require social interactions to generate complete exit rather

than just exit from a particular stock. One could imagine individuals discussing partic-

64For example, ethnic origin has been shown to affect trust (Guiso et al., 2003b).
65Haliassos et al. (2017) study migrants to Sweden and find significant differences in financial behavior

and the propensity to hold stocks based on the degree of cultural similarity to Sweden. Other papers that
find significant effects of culture on financial behavior include Osili and Paulson (2008), Guin (2017), and
Fuchs-Schündeln et al. (2020). However, some papers do not find such effects (Carroll et al., 1994; Carroll
et al., 1999).

66Hong et al. (2004) show that households who report interacting with their neighbors and attending
church are more likely to participate in the stock market even after controlling for individual characteristics
and personality traits. Brown et al. (2008) find a causal link between individual stockholding and the
average participation of the individual’s community, which they argue occurs through word-of-mouth
communication.
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ular stocks, and perhaps a bad return experienced by a peer may deter them from also

investing in that security. However, it may not necessarily put the person off investing in

other stocks or funds.
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E Additional tables and figures

Figure 1.22: Stock market participation rates over time by asset class

(a) Mutual funds
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(b) Direct stockownership
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Notes. This figure plots the participation rate in the stock market by asset class annually from 1993-2018.
The left panel shows the participation rate in mutual funds, while the right panel is for directly held stocks.

Figure 1.23: Spell length distribution at the household level
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data based on
the household-level balance sheet. A household is treated as participating in the stock market in year t
if at least one spouse has some assets held in public equity. We take all spells beginning at any point
from 1994-2015. The x-axis gives the spell length (in years) and the y-axis shows the proportion of spells
belonging to a particular spell length. The far-right bar gives the proportion of these spells that are right
censored.
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Figure 1.24: Spell length distribution (robustness to gifts/inheritance)

(a) No gift above 10,000 NOK
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(b) No (grand)parent death
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(c) No (grand)parent participation
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data for different
subsamples intended to deal with concerns that short spells are driven by gifts and inheritances. For all
panels, we take spells beginning at any point from 1994-2015. The x-axis gives the spell length (in years)
and the y-axis shows the proportion of spells belonging to a particular spell length. The far-right bar gives
the proportion of these spells that are right censored. Panel (A) excludes all individuals who receive a gift
or inheritance above 10,000 NOK (based on tax records) in the year of or before entry. Panel (B) excludes
all entrants who experience the death of a parent or grandparent in the year of or before entry. Panel (C)
excludes all entrants for whom a parent or grandparent participated in the year of or before entry.

Figure 1.25: Spell length distribution excluding employee stocks
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data excluding
entrants who hold stocks in the company they work for. Such individuals are identified using the Share-
holder Registry and demographic information about place of work. We take all spells beginning at any
point from 2004-2015 (Shareholder registry data begin in 2004). The x-axis gives the spell length (in years)
and the y-axis shows the proportion of spells belonging to a particular spell length. The far-right bar gives
the proportion of these spells that are right censored.
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Figure 1.26: Spell length distribution excluding small investors
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(b) Invest > $1000
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data excluding
entrants who invest a “small” amount of money at the point of entry. The left panel only uses individuals
who invest at least $100 at the point of entry, while the right panel requires an investment of at least
$1,000. For both panels, we take spells beginning at any point from 1994-2015. The x-axis gives the spell
length (in years) and the y-axis shows the proportion of spells belonging to a particular spell length. The
far-right bar gives the proportion of these spells that are right censored.

Figure 1.27: Spell length distribution using only first spells
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data using only
the first recorded spell of a given participant. We take all first spells beginning at any point from 1994-
2015. The x-axis gives the spell length (in years) and the y-axis shows the proportion of spells belonging
to a particular spell length. The far-right bar gives the proportion of these spells that are right censored.
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Figure 1.28: Wealth distribution by spell length
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Notes. This figure plots the proportion of stock market participants belonging to different wealth deciles
as measured at the point of entry, separately for short spellers (participate for ≤ 2 years) and longer-term
participants (> 2 years).

Figure 1.29: Impact of age on the probability of a short spell
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Notes. This figure plots the coefficient estimates for the fixed effects on age following estimation of Equation
1.1. Individual fixed effects are included in this specification. Age is measured at the point of entry and
individuals are grouped into 10-year bins. 95% confidence intervals are shown. The red line represents a
null relative effect.
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Figure 1.30: Spell length distribution by observable characteristics
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(b) Wealth
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(c) Education
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(d) Gender
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(e) By asset class
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data for different
observable characteristics, namely income (A), wealth (B), education (C), and gender (D). Panel (E) looks
at individuals who enter into mutual funds vs. directly held stocks. For this panel, we exclude those
entrants who choose to invest in both at the point of entry. For all panels, we take all spells beginning at
any point from 1994-2015. The x-axis gives the spell length (in years) and the y-axis shows the proportion
of spells belonging to a particular spell length. The far-right bar gives the proportion of these spells that
are right censored.
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Figure 1.31: Prevalence of short spells over time by asset class

(a) Mutual funds
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(b) Direct stockholding
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Notes. This figure plots the proportion of year t−2 entrants who leave the stock market by year t separately
based on asset class. Panel (A) corresponds to individuals who entered into mutual funds, while panel
(B) is for direct stockholders. The shaded areas are stock market downturn years in which the Oslo Børs
Benchmark Index fell by at least 10%.

Table 1.4: Summary statistics by type of individual

Never Always Single short Multiple

Male 0.43 0.51 0.50 0.60
Single 0.38 0.31 0.35 0.31
College degree 0.20 0.34 0.25 0.38
Unemployed 0.06 0.05 0.07 0.05
Financial wealth (2011 $’000s) 26.53 74.88 34.63 71.66
Total wealth (2011 $’000s) 153.43 281.51 199.63 300.67
Income (2011 $’000s) 32.29 50.18 43.66 60.10

Notes. This table provides summary statistics of a range of characteristics for 4 groups:
individuals who never participate in the stock market (“Never”), those who have one sin-
gle spell lasting at least 5 years (“Always”), those who have one spell lasting less than 5
years (“Single short”), and individuals who have at least two spells in the stock market
(“Multiple”). Mean values are reported.

Figure 1.32: Share of financial wealth invested in public equity at point of entry by

spell length
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Notes. This figure plots the average risky share (amount invested in public equity out of total financial
wealth) at the point of entry separately for individuals of different eventual spell lengths. 95% confidence
intervals are shown.
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Figure 1.33: Cox proportional hazard function for exit from participation
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Notes. This figure plots the baseline hazard for exit from participation estimated using a Cox propor-
tional hazards model (see Equation 1.2). The baseline hazard estimated using the Alvarez et al. (2021)
methodology (see Section 3.1.2) is also shown. To faciliate comparison with the Alvarez et al. (2021)
hazard function, the Cox baseline hazard has been normalized to 1 at duration d = 1. Hazard ratios
(exponentiated coefficients) for the covariates Xi are given in Table 1.5 and Figures 1.34-1.36.

Table 1.5: Hazard ratios from Cox proportional hazards estimation (exit from

participation)

Hazard ratio

Male 1.214∗∗∗

(106.63)
College degree 0.923∗∗∗

(-42.06)
Single 1.144∗∗∗

(73.70)

Individual FE No
Entry year FE Yes
Age group FE Yes
Income decile FEs Yes
Wealth decile FEs Yes
Observations 18076414

Notes. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. This table shows hazard ratios from estimation of a Cox
proportional hazards model for exit from participation (Equation 1.2). Hazard ratios are exponentiated
coefficients (exp(β̂)), where β̂ denotes the estimated coefficients. The hazard ratio gives the relative in-
crease or decrease in the hazard for exiting from the stock market associated with a one-unit increase
in the covariate.
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Figure 1.34: Hazard ratios on income deciles in Cox model (exit from participation)
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Notes. This figure plots the hazard ratios on income deciles in the Cox proportional hazards model for
exit from participation (see Equation 1.2). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂
denotes the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard
for exiting from the stock market associated with a one-unit increase in the covariate (relative to the first
decile, which is omitted to avoid collinearity).

Figure 1.35: Hazard ratios on wealth deciles in Cox model (exit from participation)
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Notes. This figure plots the hazard ratios on wealth deciles in the Cox proportional hazards model for
exit from participation (see Equation 1.2). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂
denotes the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard
for exiting from the stock market associated with a one-unit increase in the covariate (relative to the first
decile, which is omitted to avoid collinearity).
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Figure 1.36: Hazard ratios on age in Cox model (exit from participation)
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Notes. This figure plots the hazard ratios on age in the Cox proportional hazards model for exit from
participation (see Equation 1.2). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂ denotes
the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard for exiting
from the stock market associated with a one-unit increase in the covariate (relative to the youngest age
group, which is omitted to avoid collinearity).

Table 1.6: Determinants of reentry

Reentry in 4y

Male 0.037∗∗∗

(0.001)
College degree 0.030∗∗∗ 0.011

(0.001) (0.007)
Homeowner -0.063∗∗∗ -0.022∗∗∗

(0.001) (0.004)
Unemployed -0.005∗∗ 0.001

(0.002) (0.004)
Single -0.028∗∗∗ -0.056∗∗∗

(0.001) (0.003)

Sample mean 0.35 0.59
Individual FE No Yes
Exit-year FE Yes Yes
Age group FE Yes Yes
Income decile FE Yes Yes
Wealth decile FE Yes Yes
Observations 1436019 518995
R-squared 0.14 0.54

Notes. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. This table shows the estimation of the linear probability
model in Equation 1.3. The first column excludes individual fixed effects, while the second column in-
cludes them. The dependent variable is a binary variable equal to 1 if the exiter reenters within 4 years
following exit, and zero otherwise. Homeowner equals 1 if the participant owns their own property (ei-
ther self-owned or ownership through housing cooperatives), and zero otherwise. Single equals 1 if the
participant is neither married nor cohabiting, and zero otherwise. Unemployed equals 1 if the partici-
pant receives unemployment benefits at the point of exit, and zero otherwise. Exit-year fixed effects are
included. Age fixed effects by broad age group (20-29, 30-39, 40-49, 50-59, 60-69 and 70+), as well as
income and wealth decile fixed effects are included. Observables are measured at the point of exit. Stan-
dard errors are clustered at the individual level. The regression uses data on exiters from 1994-2014.

80



Figure 1.37: Impact of age on the probability of reentry
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Notes. This figure plots the coefficient estimates for the age group fixed effects following estimation of
Equation 1.3. This specification includes individual fixed effects. Age is measured at the point of exit, and
individuals are grouped into 10-year bins. 95% confidence intervals are shown. The red line represents a
null relative effect.

Figure 1.38: Exit rate over time by asset class

(a) Mutual funds
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(b) Direct stockholding
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Notes. This figure plots the exit rate separately for mutual funds (A) and direct stockholding (B). The
exit rate in year t is computed as the proportion of participants in year t− 1 who leave that asset class in
year t. The shaded areas are stock market downturn years in which the Oslo Børs Benchmark Index fell
by at least 10%.
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Figure 1.39: Reentry into different asset classes by previous asset class choice
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Notes. This figure plots the proportion of reentrants going into funds, stocks or both by the choice of funds
vs. stocks in their previous spell.

Figure 1.40: Decomposition of entry rate into reentrants and new entrants
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Notes. This figure decomposes the stock market entry rate in a given year into two components: entry by
former participants (“Re-entrant”) and new entrants who have not participated before. The entry rate in
year t is the proportion of nonparticipants in year t− 1 who enter in year t.
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Figure 1.41: Reentry rate over time
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Notes. This figure plots the proportion of exiters of a given year who reenter within the next 4 years. The
shaded areas are stock market downturn years in which the Oslo Børs Benchmark Index fell by at least
10%.

Figure 1.42: Distribution of reentry times (robustness to gifts/inheritance)

(a) No gift above 10,000 NOK
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(b) No (grand)parent death
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(c) No (grand)parent participation
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Notes. This histogram shows the distribution of reentry times in the Norwegian data for different sub-
samples intended to deal with concerns that short spells are driven by gifts and inheritances. The x-axis
gives the reentry time (in years) and the y-axis shows the proportion of reentry observations belonging to
a particular length. Panel (A) excludes all reentrants who receive a gift or inheritance above 10,000 NOK
(based on tax records) in the year of or before reentry. Panel (B) excludes all reentrants who experience
the death of a parent or grandparent in the year of or before reentry. Panel (C) excludes all reentrants for
whom a parent or grandparent was participating in the year of or before reentry.
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Figure 1.43: Distribution of reentry times (excluding employee stocks)
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Notes. This histogram shows the distribution of reentry times in the Norwegian data excluding reentrants
who hold stocks in the company they work for. The x-axis gives the reentry time (in years) and the y-axis
shows the proportion of reentry observations belonging to a particular length. As the Shareholder Registry
data are only available from 2004, we only consider reentry observations where the year of reentry is no
earlier than 2004.

Figure 1.44: Cox proportional hazard function for reentry
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Notes. This figure plots the baseline hazard for reentry following exit estimated using a Cox propor-
tional hazards model (see Equation 1.4). The baseline hazard estimated using the Alvarez et al. (2021)
methodology (see Section 3.2.3) is also shown. To faciliate comparison with the Alvarez et al. (2021)
hazard function, the Cox baseline hazard has been normalized to 1 at duration d = 1. Hazard ratios
(exponentiated coefficients) for the covariates Xi are given in Table 1.7 and Figures 1.45-1.47.
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Table 1.7: Hazard ratios from Cox proportional hazards estimation (reentry)

Hazard ratio

Male 1.180∗∗∗

(56.54)
College degree 1.133∗∗∗

(45.10)
Single 0.923∗∗∗

(-26.89)

Individual FE No
Entry year FE Yes
Age group FE Yes
Income & wealth decile FEs Yes
Observations 9949687

Notes. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. This table shows hazard ratios from estimation of a Cox
proportional hazards model for reentry following exit (Equation 1.4). Hazard ratios are exponentiated
coefficients (exp(β̂)), where β̂ denotes the estimated coefficients. The hazard ratio gives the relative in-
crease or decrease in the hazard for exiting from the stock market associated with a one-unit increase
in the covariate.

Figure 1.45: Hazard ratios on income deciles in Cox model (reentry)
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Notes. This figure plots the hazard ratios on income deciles in the Cox proportional hazards model for
reentry following exit (see Equation 1.4). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂
denotes the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard
for reentering the stock market associated with a one-unit increase in the covariate (relative to the first
decile, which is omitted to avoid collinearity).
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Figure 1.46: Hazard ratios on wealth deciles in Cox model (reentry)
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Notes. This figure plots the hazard ratios on wealth deciles in the Cox proportional hazards model for
reentry following exit (see Equation 1.4). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂
denotes the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard
for reentering the stock market associated with a one-unit increase in the covariate (relative to the first
decile, which is omitted to avoid collinearity).

Figure 1.47: Hazard ratios on age in Cox model (reentry)
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Notes. This figure plots the hazard ratios on age in the Cox proportional hazards model for reentry
following exit (see Equation 1.4). Hazard ratios are exponentiated coefficients (exp(β̂)), where β̂ denotes
the estimated coefficients. The hazard ratio gives the relative increase or decrease in the hazard for
reentering the stock market associated with a one-unit increase in the covariate (relative to the youngest
age group, which is omitted to avoid collinearity).
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Figure 1.48: Performance of exiters by spell length
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(b) Report losses
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Notes. This figure shows the performance of exiters by spell length based on records of taxable gains and
tax-deductible losses in the income tax data. In panel (A), we plot the proportion of exiters of a given spell
length reporting some gains (irrespective of losses) from the sale of stocks and funds (gains are computed
as the sum of items TR 3.1.8, TR 3.1.9, and TR 3.1.10 in the tax records) in their exit year. In panel (B),
we plot the proportion of exiters reporting some losses (irrespective of gains). Losses are computed as the
sum of items TR 3.3.8, TR 3.3.9, and TR 3.3.10 in the tax records. We use exiters who enter from 2006
onward in these plots.

Figure 1.49: Prevalence of liquidity shocks in exit year by spell length
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Notes. This figure shows the proportion of exiters of different spell lengths experiencing at least one of
four potential liquidity needs in the exit year. The four shocks considered are buying a house (observed in
housing transactions data), divorce, unemployment (inferred through receipt of unemployment benefits),
and a large fall in income of > 50%. The far-left bar (spell length of zero) gives the prevalence of liquidity
shocks over nonexit observations (i.e. continuing participants). The far-right bar groups all exiters with
spell lengths above 10 years. 95% confidence intervals are shown.
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Figure 1.50: Average safe financial asset growth around exit year
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Notes. This figure plots the average growth rate of safe financial asset holdings in the year of exit from
the stock market, as well as years either side of exit. Safe financial assets consists of cash, deposits and
money market/bond funds. Growth rates are trimmed at the 5th and 95th percentiles. The analysis is
based on household-level safe financial asset holdings, and uses only those households with at least $5,000
in the stock market in the year before exit. 95% confidence intervals are shown.

Figure 1.51: Average safe financial asset growth around exit year by spell length
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Notes. This figure plots the average growth rate of safe financial asset holdings separately for short spellers
(exit within 2 years) and longer-term participants in the year of exit from the stock market, as well as
years either side of exit. Safe financial assets consists of cash, deposits and money market/bond funds.
Growth rates are trimmed at the 5th and 95th percentiles. The analysis is based on household-level safe
financial asset holdings, and uses only those households with at least $5,000 in the stock market in the
year before exit. 95% confidence intervals are shown.
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Figure 1.52: Average consumption growth around exit year
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Notes. This figure plots the average consumption growth rate in the year of exit from the stock market,
as well as years either side of exit. Growth rates are trimmed at the 5th and 95th percentiles. The analysis
is based on household-level consumption, and uses only those households with at least $5,000 in the stock
market in the year before exit. 95% confidence intervals are shown. Consumption data is based on debit
card transactions data (see Aastveit et al., 2020).

Figure 1.53: Average consumption growth around exit year by spell length
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Notes. This figure plots the average consumption growth rate separately for short spellers (exit within 2
years) and longer-term participants in the year of exit from the stock market, as well as years either side of
exit. Growth rates are trimmed at the 5th and 95th percentiles. The analysis is based on household-level
consumption, and uses only those households with at least $5,000 in the stock market in the year before
exit. 95% confidence intervals are shown. Consumption data is based on debit card transactions data (see
Aastveit et al., 2020).

89



Figure 1.54: Change in house purchases around exit year
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Notes. This figure plots the proportion of people buying a house in the year of exit from the stock market,
as well as years either side of exit. The analysis is based on household-level homeownership, and uses only
those households with at least $5,000 in the stock market in the year before exit. 95% confidence intervals
are shown.

Figure 1.55: Change in house purchases around exit year by spell length
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Notes. This figure plots the proportion of people buying a house separately for short spellers (exit within
2 years) and longer-term participants in the year of exit from the stock market, as well as years either side
of exit. The analysis is based on household-level homeownership, and uses only those households with at
least $5,000 in the stock market in the year before exit. 95% confidence intervals are shown.
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Figure 1.56: Change in nonhousing real assets around exit year
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Notes. This figure plots the proportion of people increasing their nonhousing real asset holdings in the year
of exit from the stock market, as well as years either side of exit. The analysis is based on household-level
holdings, and uses only those households with at least $5,000 in the stock market in the year before exit.
95% confidence intervals are shown.

Figure 1.57: Change in nonhousing real assets around exit year by spell length

0
.1

.2
.3

.4
%

 o
f 
in

d
iv

id
u
a
ls

 i
n
c
re

a
s
in

g
 r

e
a
l 
w

e
a
lt
h
 (

n
o
n
−

h
o
u
s
in

g
)

 −3 −2 −1 0 1 2 3  
Time since exit

>2 years ≤2 years

Notes. This figure plots the proportion of people increasing their nonhousing real asset holdings in the year
of exit from the stock market, as well as years either side of exit. The analysis is based on household-level
holdings, and uses only those households with at least $5,000 in the stock market in the year before exit.
95% confidence intervals are shown.
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Figure 1.58: Participation in private pensions over time
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Notes. This figure plots a time series of participation in private pensions over time. The blue line gives
the participation rate for the whole population, while the red line restricts attention to those aged 60 or
under. An individual is said to be participating in private pensions in a given year t if they put money
into a private pension either in the current year or in a past year. Participation has occurred if either of
the following two items in the tax records is nonzero: TR 3.3.5, which records deductible payments to an
Individual Pension Scheme (IPS), or TR 4.5.1, which records capital in an Individual Pension Account
(IPA).

Figure 1.59: Prevalence of private pensions amongst exiters by spell length
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Notes. This figure shows the proportion of exiters of different spell lengths participating in private pension
accounts as of their exit year. An individual is said to be participating in private pensions in their exit
year if they put money into a private pension either in the current year or in a past year. Participation
has occurred if either of the following two items in the tax records is nonzero: TR 3.3.5, which records
deductible payments to an Individual Pension Scheme (IPS), or TR 4.5.1, which records capital in an
Individual Pension Account (IPA). The far-left bar (spell length of zero) gives the prevalence of private
pensions shocks over nonexit observations (i.e. continuing participants). The far-right bar groups all
exiters with spell lengths above 10 years. 95% confidence intervals are shown.
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Figure 1.60: Spell length distribution excluding individuals with a private pension

account
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Notes. This histogram plots the proportion of spells of different lengths in the Norwegian data excluding
individuals who at any point in the sample hold a private pension account. Participation has occurred if
either of the following two items in the tax records is nonzero: TR 3.3.5, which records deductible payments
to an Individual Pension Scheme (IPS), or TR 4.5.1, which gives capital in an Individual Pension Account
(IPA). The x-axis gives the spell length (in years) and the y-axis shows the proportion of spells belonging
to a particular spell length. The far-right bar gives the proportion of these spells that are right censored.

Figure 1.61: Model without beliefs: conditional risky share

Notes. This figure plots the average risky asset share αit conditional on participating in the stock market
(αit > 0) for the model without beliefs (bit = 1 ∀i, t). The share is plotted for different values of per-period
costs. Entry costs are set to zero in all cases.
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Figure 1.62: Model without beliefs: hazard rate for exit

Notes. This figure plots the hazard rate for exit in the model without beliefs (bit = 1 ∀i, t). Per-period
costs F̄ 1 are set at 2.8% of permanent income and entry costs are set to zero. The hazard rate at 1 year
after entry is normalized to 1 to facilitate comparison with the empirical hazard function, for which only
the slope of the hazard function is identified (see Section 3.1.2).

Figure 1.63: Model without beliefs: number of spells

Notes. This figure plots the distribution of the number of spells in the simulated population for the model
without beliefs (bit = 1 ∀i, t). Per-period costs F̄ 1 are set at 2.8% of permanent income and entry costs
are set to zero. The empirical distribution for the Norwegian population is also shown (see Figure 1.9).
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Figure 1.64: Model without beliefs: reentry times

Notes. This figure plots the distribution of reentry times in the model without beliefs (bit = 1 ∀i, t).
Per-period costs F̄ 1 are set at 2.8% of permanent income and entry costs are set to zero. The empirical
proportion from the Norwegian data is also shown (see Figure 1.11).

Figure 1.65: Model without beliefs: hazard rate for reentry

Notes. This figure plots the hazard rate for reentry in the model without beliefs (bit = 1 ∀i, t). Per-period
costs F̄ 1 are set at 2.8% of permanent income and entry costs are set to zero. The hazard rate at 1 year
after exit is normalized to 1 to facilitate comparison with the empirical hazard function, for which only
the slope of the hazard function is identified (see Sections 3.1.2 and 3.2.3).

95



Figure 1.66: Model without beliefs: exit points by age

Notes. This figure plots the proportion of exit observations by age in the model without beliefs (bit =
1 ∀i, t). Per-period costs F̄ 1 are set at 2.8% of permanent income and entry costs are set to zero.

Figure 1.67: Model without beliefs: hazard rate for exit under different per-period

costs

(a) Levels (b) Slope (normalized)

Notes. This figure plots the hazard rate for exit in the model without beliefs (bit = 1 ∀i, t) for different levels
of per-period participation costs F̄ 1. Entry costs are set to zero. Panel (A) gives the hazard rates in levels
in each case. Panel (B) normalizes the hazard rate in the year after entry to 1 to facilitate comparison with
the empirical hazard function, for which only the slope of the hazard function is identified. The empirical
hazard function is also shown in panel (B).
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Figure 1.68: Model without beliefs: number of spells under different per-period costs

Notes. This figure plots the distribution of the number of spells in the simulated population for the model
without beliefs (bit = 1 ∀i, t) and under different levels of per-period participation costs. Entry costs are
set to zero. The empirical distribution for the Norwegian population is also shown (see Figure 1.9).

Figure 1.69: Model without beliefs: hazard rate for reentry for different per-period

costs

(a) Levels (b) Slope (normalized)

Notes. This figure plots the hazard rate for reentry in the model without beliefs (bit = 1 ∀i, t) for different
levels of per-period participation costs F̄ 1. Entry costs are set to zero. Panel (A) gives the hazard rates in
levels in each case. Panel (B) normalizes the hazard rate in the year after exit to 1 to facilitate comparison
with the empirical hazard function, for which only the slope of the hazard function is identified. The
empirical hazard function is also shown in panel (B).
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Figure 1.70: Model with beliefs: simulated participation rates

Notes. This figure plots the simulated participation rate over age in the models with and without beliefs.
Entry and per-period costs are both set to 0.5% of permanent income in the two models.

Figure 1.71: Minimum wealth needed to continue participation for different beliefs

Notes. This figure plots the minimum wealth required to continue participating at different ages for three
different values of beliefs bit ∈ {0.5, 0.8, 1}.
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Figure 1.72: Model with beliefs: simulated participation rates for different σν

Notes. This figure plots the simulated participation rate over age in the model with beliefs for different
values of the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%.
Both entry and per-period costs are set at 0.5% of permanent income.

Figure 1.73: Model with beliefs: conditional risky asset share for different σν

Notes. This figure plots the average conditional risky asset share over age in the model with beliefs for
different values of the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline),
and 2%. Both entry and per-period costs are set at 0.5% of permanent income.
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Figure 1.74: Model with beliefs: spell length distribution for different σν

Notes. This figure plots the distribution of spell lengths in the model with beliefs for different values of
the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%. Both entry
and per-period costs are set at 0.5% of permanent income.

Figure 1.75: Model with beliefs: hazard rate for exit under different σν

(a) Levels (b) Slope (normalized)

Notes. This figure plots the simulated hazard rate for exit in the model with beliefs for different values of
the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%. Both entry
and per-period costs are set at 0.5% of permanent income. Panel (A) gives the hazard rates in levels in
each case. Panel (B) normalizes the hazard rate in the year after entry to 1, and shows the slope of the
hazard function. The empirical hazard function is also shown in panel (B).
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Figure 1.76: Model with beliefs: number of spells under different σν

Notes. This figure plots the distribution of the number of spells in the model with beliefs for different
values of the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%.
Both entry and per-period costs are set at 0.5% of permanent income.

Figure 1.77: Model with beliefs: reentry time distribution under different σν

Notes. This figure plots the distribution of reentry times in the model with beliefs for different values of
the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%. Both entry
and per-period costs are set at 0.5% of permanent income.
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Figure 1.78: Model with beliefs: hazard rate for reentry under different σν

(a) Levels (b) Slope (normalized)

Notes. This figure plots the simulated hazard rate for reentry in the model with beliefs for different values
of the standard deviation of belief shocks σν . We consider 3 values: 0%, 1% (baseline), and 2%. Both
entry and per-period costs are set at 0.5% of permanent income. Panel (A) gives the hazard rates in levels
in each case. Panel (B) normalizes the hazard rate in the year after exit to 1, and shows the slope of the
hazard function. The empirical hazard function is also shown in panel (B).

Figure 1.79: Model with beliefs: simulated participation rates under different

participation costs

Notes. This figure plots the simulated participation rate over age in the model with beliefs under different
values of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value to
both entry and per-period costs.
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Figure 1.80: Model with beliefs: conditional risky asset share under different

participation costs

Notes. This figure plots the average conditional risky asset share over age in the model with beliefs under
different values of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this
value to both entry and per-period costs.

Figure 1.81: Model with beliefs: spell length distribution under different participation

costs

Notes. This figure plots the spell length distribution in the model with beliefs under different values of
participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value to both entry
and per-period costs.
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Figure 1.82: Model with beliefs: hazard rate for exit under different participation costs

(a) Levels (b) Slope (normalized)

Notes. This figure plots the simulated hazard rate for exit in the model with beliefs under different values
of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value to both
entry and per-period costs. Panel (A) gives the hazard rates in levels in each case. Panel (B) normalizes
the hazard rate in the year after entry to 1, and shows the slope of the hazard function. The empirical
hazard function is also shown in panel (B).

Figure 1.83: Model with beliefs: number of spells under different participation costs

Notes. This figure plots the distribution of the number of spells in the model with beliefs under different
values of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value to
both entry and per-period costs.
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Figure 1.84: Model with beliefs: reentry time distribution under different participation

costs

Notes. This figure plots the distribution of reentry times in the model with beliefs under different values
of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value to both
entry and per-period costs.

Figure 1.85: Model with beliefs: hazard rate for reentry under different participation

costs

(a) Levels (b) Slope (normalized)

Notes. This figure plots the simulated hazard rate for reentry in the model with beliefs under different
values of participation costs. We consider 3 values: 0%, 0.5% (baseline), and 1%. We apply this value
to both entry and per-period costs. Panel (A) gives the hazard rates in levels in each case. Panel (B)
normalizes the hazard rate in the year after exit to 1, and shows the slope of the hazard function. The
empirical hazard function is also shown in panel (B).
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Figure 1.86: Average conditional risky share over time
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Notes. This figure plots the average conditional risky share over time. The shaded areas are stock market
downturn years in which the Oslo Børs Benchmark Index fell by at least 10%.

Figure 1.87: Performance of exiters by spell length

(a) Gains scaled by risky wealth
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(b) Losses scaled by risky wealth
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Notes. This figure shows the performance of exiters by spell length based on records of taxable gains and
tax-deductible losses in the income tax data. In panel (A), we plot the average ratio of taxable gains in the
year of exit to risky financial wealth in the year before exit for exiters of different spell lengths. Taxable
gains from the sale of stocks and funds is computed as the sum of items TR 3.1.8, TR 3.1.9, and TR 3.1.10
in the tax records. In panel (B), we plot the equivalent ratio for losses, which are computed as the sum of
items TR 3.3.8, TR 3.3.9, and TR 3.3.10. We use exiters who enter from 2006 onward in these plots.
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Figure 1.88: Proportion of exiters reentering within 4 years by prior performance
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Notes. This figure plots the proportion of exiters who reenter into the stock market within the next 4 years
based on their prior performance as measured by the report of taxable gains and tax-deductible losses.
The left bar shows the proportion of exiters who only report taxable gains in their exit year who reenter
in the next 4 years. The right bar shows the corresponding proportion for exiters reporting only losses.
We use exiters who exit between 2006 and 2014 in these plots.
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Chapter 2

The impact of changes in bank

capital requirements

1 Introduction

The Global Financial Crisis of 2008 highlighted multiple vulnerabilities within the banking

sector (Basel Committee on Banking Supervision, 2009; Sironi, 2018). In order to mitigate

these financial stability risks, regulators have since employed various micro- and macro-

prudential policy tools, one of which is bank capital requirements. These requirements,

typically set as a minimum ratio of total regulatory capital to risk-weighted assets, aim

to ensure that banks can withstand unexpected losses and maintain solvency in a crisis.

Banks can respond to capital regulation in various ways, and the choice of response could

have different macroeconomic and financial stability implications (Hanson et al., 2011).

With respect to an increase in requirements, banks can accumulate more capital, reduce

total assets or shift their asset composition towards less risky assets. They could also sim-

ply maintain their capital ratios and dig into their pre-existing capital buffer provided this

buffer is sufficiently large. If banks lower lending as part of their adjustment, this could

adversely affect macroeconomic activity today. Instead, accumulation of more capital can

improve bank resilience to future shocks, thus improving financial stability. This paper

seeks to shed light on the adjustment of banks to capital regulation using confidential

regulatory returns data for UK banks.

Estimating the impact of capital requirements poses empirical challenges: first, in most

countries, bank capital requirements are homogeneously set across banks, often at the

Basel minimum of an 8% risk-based capital ratio, which leaves little, if any, cross-sectional
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variation to exploit for identification. When cross-sectional variation is available, studies

are sometimes constrained to look at one-off regulatory changes and to compare “treated”

and “untreated” banks around singular events (e.g., Mésonnier and Monks, 2015; Gropp

et al., 2018). Focusing on isolated regulatory changes can constrain the time dimension and

make it difficult to study effects at longer horizons. If the policy change is particularly

unique or targeted at specific banks, it may be difficult to apply these results in other

settings. The second challenge is that capital requirements are not randomly allocated,

making it difficult to separate the effect of a change in capital requirements from the fact

that banks receiving a higher or lower requirement may be inherently different from those

that do not. This selection problem can lead to endogeneity concerns if the regulatory

change is not orthogonal to other drivers of the outcome.

In this paper, I address each of these empirical concerns: first, the UK is a unique set-

ting because time- and bank-varying capital requirements known as trigger ratios have

been in place for all regulated banks since 1989, thus providing a long time dimension

simultaneously with cross-sectional variation. On the second empirical challenge, existing

papers that study UK requirements reference anecdotal evidence to argue that regulators

focus on non-balance sheet risks such as organizational structures and reporting proce-

dures when setting trigger ratios (Aiyar et al., 2014). I apply the least absolute shrinkage

and selection operator (lasso) of Tibshirani (1996) to provide statistical evidence for this

argument. This finding supports the identification assumption applied in the analysis that

changes in bank-level capital requirements can be treated as orthogonal to bank balance

sheet risks.

Using local projections à la Jordá (2005), I find that bank capital ratios do respond to

a change in required ratios, although the pass-through is less than one-for-one. In my

baseline specification, a 1 percentage point (pp) increase in trigger ratios causes a 0.5pp

rise in actual capital ratios. Adjustments of capital ratios occur primarily through two

channels: the first is capital accumulation, whereby total regulatory capital increases by

around 1% in the year following a 1pp increase in capital requirements. This is predom-

inantly driven by Tier 2 capital, which rises by 3-4% during this period. The second is

a risk composition effect, whereby banks adjust their asset portfolios towards less risky

assets with average risk weights, computed as the ratio of risk-weighted assets and total

assets, falling by 1-1.5pps during the three years following the regulatory change. There

is no significant effect on bank lending. By splitting the sample based on the direction

of the regulatory change, I show that bank capital ratios respond to decreases, but not

increases, in capital requirements. Instead, banks opt to dig into their existing capital
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buffers when faced with tighter requirements. The response of banks also appears to have

changed since the financial crisis. I find that the risk composition effect is a post-crisis

result. Prior to the financial crisis, adjustments occurred mainly through capital accumu-

lation, in particular Tier 2 capital, as well as lending with the quantity of loans dropping

by 5% one year after a 1pp rise in requirements.

The remainder of the paper is organized as follows: Section 2 gives an overview of the

existing literature and Section 3 gives an account of the UK regulatory framework. Section

4 describes the data used in the empirical analysis with Section 5 providing descriptive

statistics. Section 6 outlines the methodology and Section 7 shows the results. Robustness

checks are provided in Section 8, while Section 9 concludes.

2 Literature review

The theoretical discussion gives three conditions that must be satisfied for changes in

capital requirements to impact bank lending and balance sheet composition.1 The first

condition is that capital requirements should be effectively binding. This does not neces-

sarily mean that capital ratios must exactly equal the required level at all times. Banks

may instead have a desired capital buffer in excess of their requirement that they wish to

keep constant. The second condition is that credit demand cannot be inelastic to allow

for loan quantities to adjust following a regulatory change. Third, acquiring additional

capital should be more expensive relative to debt. For this to be the case, the Modigliani-

Miller theorem must not hold. The theorem states that if there are no frictions, changes

in the composition of a bank’s liabilities have no effect on funding costs, and as a result

should have no effect on bank lending (Modigliani and Miller, 1958).2 Kashyap et al.

(2010) calibrate a model based on the Modigliani and Miller (1958) framework, in which

the main difference in the cost of equity and debt financing is differential tax treatments.

They find modest long-run impacts of higher capital requirements on lending rates with

the cost of borrowing rising by only 25-45 basis points following a 10pp increase in capi-

tal requirements. Elliott (2009) also finds small impacts of capital requirements on loan

volumes of US banks, while Miles et al. (2013) reach the same conclusion for UK banks.

Within the empirical literature, one category of papers has studied the response of banks

1For an overview of the theoretical literature on the impact of capital requirements, see VanHoose
(2007, 2008).

2Examples of frictions are tax deductibility of debt (Modigliani and Miller, 1958) and asymmetric
information that makes it costly to raise external equity (Myers and Majluf, 1984). Equity capital may
also be more expensive due to ex-post verification costs (Diamond, 1984; Gale and Hellwig, 1985).
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to a capital requirement change.3 My paper falls into this strand of the literature. Using

a fixed effects framework, Aiyar et al. (2014) show that a 1pp rise in bank capital require-

ments is associated with a 5.7-8% decline in bank lending in the subsequent three quarters.

Ediz et al. (1998) find, using a dynamic multivariate panel regression model and data from

1989-1995, that bank capital ratios do react to changes in required ratios, though much of

the reaction is through adjusting capital rather than loan quantities. Bridges et al. (2014)

study the impact of capital requirements on bank lending using UK data from 1989-2011.

Using dynamic panel regressions, they find that changes in capital requirements do affect

capital ratios. Following a tightening of requirements, banks rebuild their buffers by in-

creasing their capital ratios over time. The authors also find heterogeneous responses of

bank lending across sectors with commercial real estate lending growth showing the largest

decline, followed by other corporate lending and then household secured lending. My pa-

per builds on this by studying whether banks respond in other ways, in particular via

capital accumulation or the risk composition of the asset portfolio. I use local projections

à la Jordá (2005) to allow for greater flexibility in the shape of the impulse responses, and

have a longer time dimension that allows for comparison of pre- and post-financial crisis

responses. I also statistically test, using lasso methods, an assumption implicitly made in

Bridges et al. (2014) and motivated by anecdotal evidence given in Aiyar et al. (2014)

that changes in requirements can be treated as exogenous with respect to balance sheet

risks and thus are orthogonal to other drivers of bank lending.

Francis and Osborne (2012) follow a different empirical approach initially introduced by

Hancock and Wilcox (1993, 1994), and estimate a partial adjustment model whereby banks

have a target capital ratio that depends on the regulatory requirement amongst other

factors. Due to adjustment costs, they cannot adjust instantly or fully to their new target

ratio. Using UK data, the authors find small effects of capital requirements on lending.

de Ramon et al. (2022) apply this method to compare the pre- and post-crisis responses

of banks to capital requirements. In line with our findings, they show that before the

crisis, banks responded to changes in requirements via reductions in loan quantities and

accumulation of capital, in particular Tier 2 capital. They show that banks have focused

on capital accumulation as their primary adjustment tool since the financial crisis. We

find instead that banks have shifted to adjusting the risk composition of their assets.4

3There is also a literature looking at the impact of capital shocks not driven by regulation (e.g.,
Bernanke et al., 1991; Peek and Rosengren, 1997; Heid et al., 2004; Fonseca and González, 2010; Jiménez
et al., 2010; Stolz and Wedow, 2011).

4Papers that have studied capital requirements outside of the UK include Mésonnier and Monks (2015),
Jiménez et al. (2017), Fang et al. (2018), Gropp et al. (2018) and De Jonghe et al. (2019).
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3 Institutional background

An appealing feature of the UK regulatory regime is that since 1989, supervisors have set

bank- and time-varying minimum capital requirements in excess of the 8% requirement

given by the Basel Accords.5 The variation in the magnitudes and timing of capital

requirement changes across banks, in addition to the fact that discretionary policy has

been a feature of the UK supervisory regime for many years, makes the UK an appealing

setting for studying the impact of capital requirements.

From 1997-2001, supervisors followed the Risk Assessment, Tools and Evaluation (RATE)

framework (Financial Services Authority, 1998). It had three key stages as shown in Figure

2.8: an initial formal risk assessment, a risk mitigation supervisory programme and the

evaluation of the supervisory actions and outcomes. The risk assessment was based on

nine evaluation factors that can be grouped into one of two categories: business risk and

control risk. Business risk covered six quantitative factors and involved an analysis of the

bank’s financial position and key business.6 Control risk determines the adequacy of the

internal control framework and covers the remaining three qualitative factors.7 Following

an assessment of business and control risks, a supervisory programme was sent to the bank

outlining the regulator’s concerns and providing a set of actions that could include a new

capital requirement. As such, a wide range of risks, both balance sheet and non-balance

sheet risks, were covered within the RATE framework.8 The resulting capital requirement,

set as a proportion of risk-weighted assets, was known as the trigger ratio.

In 2001, the FSA replaced RATE with ARROW (Advanced Risk Responsive Operation

frameWork). An important difference of the ARROW framework relative to RATE is that

under ARROW, the FSA followed a Risk to Our Objectives (RTO) approach, whereby the

risk of interest to the FSA was not commercial risk taking per se, but rather the risk that

the FSA’s four statutory objectives would not be met. Indeed, “it is not the role of the

FSA to restrict appropriate risk-taking by regulated institutions or investors” (Financial

Services Authority, 2000, p. 4). The four objectives were: maintaining confidence in the

5Basel I introduced minimum capital requirements, whereby banks were required to satisfy a ratio of
total regulatory capital to total risk-weighted assets of 8%, half of which needed to come from Tier 1 capital
(Basel Committee on Banking Supervision, 1988). Iterations of the Basel Accords have since brought in
changes to capital regulation. For details on Basel II and III, see Basel Committee on Banking Supervision
(2006) and Basel Committee on Banking Supervision (2010a,b) respectively.

6The six quantitative factors are capital, asset quality, market risk, earnings, liabilities and liquidity
profile, and business risk profiles.

7The three qualitative factors are internal controls, organizational structure and management.
8The intensity of the supervisory relationship was higher, the greater the perceived risk profile of a

bank. The length of time between formal risk assessments was smaller at approximately 6-12 months
for banks with high perceived risks compared to 18-24 months for banks with low risk profiles (Financial
Services Authority, 1998). Figure 2.9 illustrates this concentration of resources towards “riskier” banks.
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UK financial system, promoting public understanding of the financial system, securing the

appropriate degree of protection for consumers and reducing the scope for financial crime.

As with RATE, business and control risks were evaluated and used for risk mitigation pro-

grammes that could include changes in capital requirements.9 The Prudential Regulation

Authority (PRA) was given responsibility over supervision in 2013.10

From this, it is clear that through the inclusion of control risks and the RTO approach of

the FSA that capital requirement decisions were not based purely on balance sheet risks.

There has been some anecdotal evidence discussed in Aiyar et al. (2014) suggesting that

capital requirement decisions were mainly based on control risks, particularly in the pre-

crisis era. The Turner Review stated that “risk mitigation programs set out after ARROW

reviews tended to focus more on organisation structures, systems and reporting procedures,

than on overall risks in business models” (Financial Services Authority, 2009, p. 87).

Furthermore, “under ARROW I there was no requirement on supervisory teams to include

any developed financial analysis in the material provided to ARROW Panels” (Financial

Services Authority, 2008, p. 3). From this anecdotal evidence, it appears that capital

requirement changes were orthogonal to balance sheet risks. I later provide statistical

evidence using lasso regressions to support this. This institutional feature gives support

to the identification assumption used in this paper that changes in capital requirements

can be treated as exogenous with respect to other drivers of bank lending and balance

sheet composition.

4 Data

This paper uses the Historical Banking Regulatory Database (HBRD) constructed in de-

Ramon et al. (2017). By extracting information contained in mandatory regulatory re-

turns, HBRD contains balance sheet and confidential regulatory information for all reg-

ulated banks and building societies in the UK. The data is provided at both a consoli-

dated/banking group level and a solo bank level, and spans 1989H1 to 2013H2.11 Following

Bridges et al. (2014) and de Ramon et al. (2022), I use the consolidated dataset for the

analysis as lending and capital decisions are typically made at the banking group level.

9The FSA devoted attention and resources to the high impact banks (typically larger banks) as they
were perceived to pose the greatest potential threat to the FSA’s objectives (Financial Services Authority,
2002; International Monetary Fund, 2003). Consequently, the probability assessment was not undertaken
for low impact banks and they did not receive a risk mitigation programme.

10For further details on the PRA’s supervisory framework, see Bank of England (2018).
11For building societies, capital requirements data begins in 1997.
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The use of HBRD is especially beneficial for this work for a number of reasons: first,

the dataset contains confidential information on individual bank capital requirements for

the entire UK banking system. Second, the long time dimension allows for analysis of

the medium-term impacts of capital requirements rather than focusing on the immediate-

term response of banks. It also enables me to study whether bank responses to capital

requirements have changed since the financial crisis. Third, HBRD contains over 100

analytical measures constructed using over 500 regulatory report items. The wide range

of variables provides a large amount of information about each bank that would have been

observable to the regulator and, as noted in Section 3, could be used when assessing bank

risks and deciding on capital requirements. As such, this data is useful to statistically test

whether balance sheet variables affect the regulator’s capital requirement decision.12

A concern with the original raw dataset is the unbalanced nature of the panel associated

with missing values and the entry/exit of banks throughout the sample. The raw dataset

has 4,616 observations. I clean the original dataset using the steps described in Section

B.1. The final dataset consists of 3,256 observations. Tables 2.3 and 2.4 provide details

on the construction of key ratios and quantities used in the analysis.

5 Descriptive statistics

Table 2.1 provides summary statistics from the full sample. The average trigger ratio is

11.6%, which illustrates the use of discretionary capital requirements above the Basel I

minimum of 8% by UK regulators. The high standard deviation of trigger ratios indicates

the large cross-sectional variation in trigger ratios across banks. This is further highlighted

in Figure 2.1, which shows the distribution of trigger ratios over time. The largest trigger

ratios declined in the years building up to the Great Recession and then increased in the

years following it.

In terms of capital requirement changes, Table 2.1 shows that there are 606 occurrences

of capital requirement changes in the sample, making this almost a one-in-five event.13

Although the median change is negative, the mean is slightly positive, suggesting that

increases in capital requirements tend to be larger in magnitude than decreases. This

is reinforced in Figure 2.2, which shows the distribution of capital requirement changes.

12One concern when using regulatory returns data over such a long period is changes in reporting
frameworks and variable definitions. When constructing the HBRD, de-Ramon et al. (2017) use the
instructions from each framework to construct consistent measures of variables over time.

13I classify a change as having occurred if the absolute value of the half-year change in trigger ratios
exceeds 0.1pps.
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Figure 2.1: Box plot of trigger ratios over time
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Note: this figure shows the distribution of trigger ratios over time. The points correspond to the lower
adjacent value, 25th percentile, median, 75th percentile and upper adjacent value.

From this histogram, the rightward skew is clear. In order to see whether capital require-

ment changes tend to occur simultaneously across banks, Figure 2.3 plots the proportion

of banks experiencing a change in their trigger ratio over time. While there are some

periods when no trigger ratio changes occurred, namely pre-1995H2 and 2005H1-2006H2,

there are regulatory changes in every other period, thus suggesting that capital regulation

was active throughout the sample rather than only in specific periods. The frequency of

trigger ratio movements appears to have increased since the Great Recession with around

50% of banks experiencing a change in each half year during the post-crisis period com-

pared to less than 20% in most pre-crisis periods. A concern may be that trigger ratios

move in the same direction for all banks experiencing a change. This could suggest that

regulators are responding to business cycle fluctuations rather than individual bank char-

acteristics. As noted in Meeks (2017) and shown in Figure 2.4, there are few periods

where changes in capital requirements are of the same sign for all banks experiencing a

regulatory change. Figure 2.4 also shows that the spread of trigger ratio changes has

risen since the crisis. The fact that the post-crisis period does not show purely positive

changes in capital requirements indicates that increased supervisory attention rather than

just tighter microprudential policy is a feature of the post-crisis period.

Although most UK banks face trigger ratios in excess of the 8% Basel I minimum risk-based
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Figure 2.2: Distribution of capital requirement changes
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Note: this histogram shows the frequency of half-year changes in trigger ratios across a number of narrow
bins for the full sample 1989H1-2013H2. I exclude observations with absolute changes of less than 0.1pps.

capital ratio, many still hold capital buffers in excess of their requirements. Table 2.1 shows

that the average capital buffer - computed as the difference between the risk-based capital

ratio and the trigger ratio - is 9.8pps.14 Figure 2.5 plots the distribution of capital buffers

over time. Barring some banks in the first few periods of the sample, banks did not fall

short of their required capital ratios, suggesting that capital regulation has been enforced.

There is a large dispersion in capital buffers across banks with some banks operating close

to their requirements and others holding substantial buffers.15 It appears rare that a bank

would operate with a capital ratio exactly equal to their requirement. A feature of this

box plot is that the distribution of capital buffers became much more concentrated in the

years leading up to the Great Recession as banks originally holding the largest buffers

reduced them. This could indicate countercyclicality of capital buffers.16 Some evidence

for countercyclicality of buffers is provided in Figure 2.6, which plots aggregate banking

sector trigger and capital ratios over time. There was a slight decline in buffers from

14Other papers have also shown that banks tend to have capital ratios in excess of regulatory minima,
both in the UK and in other countries (e.g., Lindquist, 2004; Jokipii and Milne, 2008; Shim, 2013).

15One reason for holding capital buffers is to avoid breaching capital requirements (see Alfon et al.,
2004, Peura and Keppo, 2006 and Francis and Osborne, 2012).

16Some evidence for countercyclicality is provided in Stolz and Wedow (2011) for German banks, Ayuso
et al. (2004) for Spanish banks and Shim (2013) for US banks. However, there are also papers giving
evidence of procyclicality of capital buffers, e.g., Montagnoli et al. (2018) for Portuguese banks and
Valencia and Bolaños (2018) for developing countries.
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Figure 2.3: Proportion of banks experiencing changes in trigger ratios over time
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Note: this figure shows the proportion over time of banking groups who experienced a change in trigger
ratios in a given period. A change is coded as having occurred if the absolute change in trigger ratios is
more than 0.1pps relative to the previous half year.

the 2000s and then a sharp rise during the recovery phase following the financial crisis.

However, it should be noted that the rise in buffers coincides with increasing supervisory

attention following the Great Recession and so perhaps cannot be completely attributed

to business cycle fluctuations. A notable takeaway from the figure is that aggregate trigger

ratios have been very stable at just under 10% until around 2010, after which there was

a small rise to just over 10%, a feature also documented in de-Ramon et al. (2017). This

suggests that much of the action of capital requirements in the UK has been at the micro

rather than macro level.
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Figure 2.4: Box plot of changes in trigger ratios over time
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Note: this figure shows the distribution of half-year changes in trigger ratios over time. The points
correspond to the lower adjacent value, 25th percentile, median, 75th percentile and upper adjacent value.
I exclude values of trigger ratio changes with absolute values less than 0.1pps.

Figure 2.5: Box plot of capital buffers over time
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Note: this figure shows the distribution of capital buffers over time. Capital buffers are calculated as the
difference between a bank’s risk-based capital ratio (total regulatory capital divided by total risk-weighted
assets) and its trigger ratio. The points correspond to the lower adjacent value, 25th percentile, median,
75th percentile and upper adjacent value.
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Figure 2.6: Time series of aggregate trigger and capital ratios
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Note: this figure shows a time series of aggregate risk-based capital ratios and trigger ratios. Aggregate
ratios are calculated as a weighted average of the individual bank ratios using total assets as weights.
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6 Method

A priori, there are concerns with treating changes in trigger ratios as exogenous. One may

expect changes in trigger ratios to be correlated with balance sheets risks. For example, a

bank that undertakes riskier lending would be subject to greater credit risk, thus leading

to different behavior compared to banks undertaking less risky lending. The increased

credit risk may concern the regulator, leading to a higher capital requirement. There is

thus a selection problem as it can be difficult to separately identify the causal effect of

capital requirements from the potentially different nature of those banks receiving a tighter

capital requirement. I therefore begin by empirically testing the assumption made in Aiyar

et al. (2014) and Bridges et al. (2014) that changes in capital requirements are orthogonal

to balance sheet risks. Using the least absolute shrinkage and selection operator (lasso)

of Tibshirani (1996), I test whether key balance sheet variables enter into the regulator’s

reaction function. Upon verifying this assumption, I employ the local projection method

of Jordá (2005) to trace out impulse responses of capital ratios and its subcomponents to

a capital requirement change.

6.1 Lasso regressions

A major advantage of the HBRD dataset is that it contains a large amount of bank-level

information that would have been observable to the regulator when setting requirements. I

use lasso regressions to establish whether regulators consider balance sheet variables when

setting banks’ trigger ratios.17 The standard lasso estimator minimizes the following

objective function:

argmin
β

1

N

∑
i,t

(yit − x′
itβ)

2 +
λ

N
∥β∥1

where ∥β∥1 =
∑J

j=1 |βj |, λ is the key penalization parameter and N is the number of

observations used in the estimation. As such, the lasso regression seeks to minimize the

residual sum of squares like in OLS estimation; however, unlike OLS it imposes an ℓ1-

penalty on the coefficients. This penalty term shrinks the coefficients, some of which are

shrunk down to zero, thus yielding sparse solutions and aiding model interpretation.18 To

obtain λ, I use K-fold cross-validation, which repeatedly partitions data into training and

validation data and chooses the λ that minimizes an estimated mean squared prediction

17I use the lassopack Stata package of Ahrens et al. (2018) for lasso estimation.
18Alternative approaches to variable selection include stepwise techniques, best subset selection methods

and least angle regression. There is no consensus over which approach should be preferred, particularly
when there are a large number of explanatory variables (see Bertsimas et al. (2016) and Hastie et al.
(2017) for further discussion).
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error (MSPE).19 Section B.2 describes the steps involved in the cross-validation procedure.

I setK = 10 in the baseline analysis, but provide robustness checks using alternative values

of K in Section 8.20.

In my setting, yit is the half-year change in trigger ratio, while xit contains the one-period

lag of annual growth rates or ratio changes of 30 bank balance sheet variables.21 Table

2.3 provides the full list of variables.22 The use of the one-period lag reflects lags associ-

ated with collating and communicating information about the bank to the regulator. I use

annual rather than half-year movements in order to capture a general trend in bank behav-

ior rather than higher frequency movements that could be driven by a temporary shock.

Time dummies are included in xit to capture sector-wide changes in capital requirements

associated with, for example, macroeconomic fluctuations.23

6.2 Impulse responses following a capital requirement change

I apply local projections (Jordá, 2005) to trace out impulse responses of the capital ratio

and its subcomponents. Under local projections, the model is estimated separately for

each horizon h, thus allowing for flexibility in the shape of the impulse responses.24 For

each h ∈ {0, 1, ...,H}, I estimate the following model:

yi,t+h−yi,t−1 = β
(h)
0 +β

(h)
1 ∆triggeri,t+

L∑
l=1

δ
(h)
l ∆yi,t−l+

L∑
l=0

η
(h)
l ∆xi,t−l+α

(h)
i +γ

(h)
t +ν

(h)
i,t

(2.1)

where yi,t+h denotes the value of the variable of interest for bank i at time t+h, ∆triggeri,t

is the half-year change in trigger ratio, and xi,t−l denotes a vector of controls for bank i in

period t− l.25 Lags of ∆yi,t−l are included to sweep up serial correlation, and L denotes

the maximal lag for the controls and the lags of ∆yi,t. α
(h)
i and γ

(h)
t denote bank and time

fixed effects respectively. I include the Tier 1 capital ratio and Tier 1 leverage ratio in the

19Alternative methods for selecting λ are discussed in Section 8.
20K = 10 is viewed to perform well on model selection (see Breiman and Spector, 1992; Kohavi, 1995;

Zou (2006))
21A within transformation on all predictor variables (x) is applied before doing the lasso regressions.
22As the lasso constraint involves the sum of absolute values of the β coefficients not exceeding some

value, the variables in xit are standardized to have zero mean and unit variance to ensure they are of the
same scale. Note that only data in the training dataset is used when standardizing.

23Time dummies are partialled out prior to the lasso estimation in order to keep them in the final model.
Partialling out a variable is equivalent to not penalizing that variable (Yamada, 2017).

24An advantage of local projections over vector autoregressions is that the former does not impose a
dynamic structure, making it more robust to misspecification and less susceptible to the curse of dimen-
sionality (Barnichon and Brownlees, 2016).

25If y is a quantity variable such as total loans or total regulatory capital, it is transformed into logs
prior to estimation such that yi,t+h − yi,t−1 gives the cumulative growth from period t− 1 to period t+ h.
No transformation is applied when y is a ratio.
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vector of controls, xi,t−k, and set L = 2.

The impulse response of a variable y is given by plotting the estimates β̂
(h)
1 over h. I take

H = 6 such that the impulse responses look at the effect of capital requirements over a

three-year period. For the estimates to be causal, I require that changes in trigger ratios

are orthogonal to other bank- and time-varying drivers of the outcome of interest. The

validity of this assumption is discussed in Section 7.1.

7 Results

7.1 Baseline regressions

In the baseline specification, I pool together all banks, thus assuming that the reaction

functions of the regulator and the response of banks to a capital requirement change are

common across banks. Table 2.2 shows the reaction function of the regulator following the

lasso estimation. None of the 30 balance sheet variables included in the lasso are selected

to feature in the reaction function. This finding is in line with the anecdotal evidence

described in Section 3 which suggests that FSA regulators focused more on control risks

such as IT systems rather than balance sheet risks. Together, this suggests that much of the

variation in capital requirement changes comes from control risks, and so the assumption

required for my estimates to be causal is for control risks to be orthogonal to balance sheet

risks.

Table 2.2: Lasso-selected reaction function of the regulator (baseline specification)

(1)

Constant -0.00361
(0.011)

Time fixed effects Yes
Bank fixed effects Yes
Observations 3256
Number of banking groups 212
R-squared 0.06

Note: ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Clus-
tered standard errors in parentheses. This table
shows the lasso estimation following Section 6.1.
The dependent variable is the half-year change
in trigger ratio. The variables that appear in the
lasso estimation are given in Table 2.3. An inter-
cept and bank and time fixed effects are included.

Figure 2.7 plots the impulse responses following a 1pp capital requirement increase under

the baseline specification. The first key result is that there is a significant rise in capital
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ratios by just under 0.5pps immediately, showing that there is an instant, but partial,

adjustment. The coefficient estimate remains stable and positive throughout. As far as

three years later, capital ratios remain about 0.5pps larger than the pre-shock level. The

next step is to understand which components of capital ratios adjust. Risk-based capital

ratios can be decomposed as:

Risk-based capital ratio =
Total regulatory capital

Risk-weighted assets

=
Total regulatory capital

Total assets
× (

Risk-weighted assets

Total assets︸ ︷︷ ︸
Average risk weight

)−1

I can thus analyse whether the adjustment is mainly through a quantity effect, whereby

the quantity of total regulatory capital and/or assets changes, or whether there is a shift in

the risk composition of the bank’s assets. The second key result is that there is a quantity

effect for capital, but not for assets. From Figure 2.7, there is a significant increase in total

regulatory capital of around 1% after one year. Tier 2 capital increases by just under 4%

after a year compared to a rise of around 1% for Tier 1 capital. Given that Tier 2 capital is

of lower quality and thus cheaper than Tier 1 capital, the decision of banks to use this type

of capital makes sense from a cost-minimization perspective. Indeed, Francis and Osborne

(2012) and de Ramon et al. (2022) also find that banks adjust through Tier 2 capital

instruments. If anything, total assets rise following a capital requirement increase, which

would lower capital ratios. The levels of loans and mortgages do not change significantly,

suggesting that banks do not cut lending in response to a rise in capital requirements.

Instead, liquid assets increase, which gives some evidence for a switch to less risky assets

and can explain the rise in total assets. This risk composition effect is highlighted when

looking at risk-weighted assets and average risk weights. The immediate-term reaction

of risk-weighted assets is a decline of around 3%. Given that total assets, if anything,

increase, there is a clear significant drop in average risk weights of around 1-1.5pps. As

such, the third key finding is that the quantities of assets and loans do not fall in response

to a rise in capital requirements; however, there is a composition effect towards less risky

assets.

7.2 Heterogeneity analysis

In this section, I conduct micro-level heterogeneity analysis, redoing the lasso estimation

and impulse responses for different subsamples based on time period (pre- vs. post-crisis),

the direction of the capital requirement change and bank size. Summary statistics based
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on these subsamples are given in Tables 2.5 to 2.7. First, I examine whether the reaction

to a capital requirement change differs before and after the financial crisis.26 As shown in

Table 2.8, the lasso-selected model does not include any individual balance sheet variables.

Figure 2.10 shows the impulse responses following a 1pp capital requirement increase.

There are some notable differences in the two responses: first, the response of capital

ratios is much more delayed in the pre-crisis period with risk-based capital ratios remaining

unchanged until 18 months after the shock when there is a complete pass-through, meaning

that banks completely dug into their capital buffers until then. In contrast, there is an

immediate significant, but incomplete, pass-through into risk-based capital ratios in the

post-crisis period. The swifter response could reflect greater supervisory intensity since

the crisis. The second difference is that the pre-crisis response is particularly driven by

capital accumulation, while the risk composition channel that was significant in the full

sample results appears to be a post-crisis phenomenon. For the pre-crisis sample, the

change in average risk weights is statistically insignificant for most horizons, while there

is a significant drop during the first two years for the post-crisis period. The quantities of

total assets and loans hardly change in the post-crisis period. However, there is a significant

decline in total loans after two years for the pre-crisis period and so the quantity effect in

assets plays more of a role here.

Next I look at whether banks behave differentially to a loosening versus a tightening of

their capital requirements. I split changes in trigger ratios (after bank and time fixed

effects have been stripped out) into positive and negative values. Figure 2.11 shows the

impulse responses from this exercise. There are also differences between the two sets of

responses here: first, capital ratios only adjust to declines in capital requirements. For an

increase, banks respond by digging into their buffers. One concern with this result is that

banks operating at their minimum requirement should adopt a complete pass-through of

an increase in requirements. As such, the null overall effect would suggest that banks

holding capital buffers have a negative pass-through, which would be unusual. However,

there are very few banks operating with no or very small buffers. Figure 2.5 and Table 2.1

show that most banks do hold a buffer with the median buffer being almost 4.5pps. Even

at the 10th percentile, the buffer is over 1pp, so almost all banks could absorb a 1pp rise in

requirements through their buffers. While a further decomposition separating banks with

very small buffers would be interesting, the limited number of such banks would make

estimation imprecise. Second, the risk composition channel holds for declines in capital

26Pre-crisis observations are taken to be before and including 2007H1, and thus are all prior to the
unravelling of interbank markets that arguably began with BNP Paribas stopping withdrawals from three
investment funds on 9th August 2007.
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requirements, but not increases. Following a loosening of requirements, the average risk

weight increases, suggesting that banks move into riskier asset classes. However, other

than in the immediate term, the average risk weight does not fall following a tightening

of requirements.

I now look at whether small banks react differently to large banks to a capital requirement

shock. I divide the sample based on the median value for total assets by each half-year

period. Whilst such a distinction is naturally of interest, bank size is also an important

determinant of the resource allocation of regulators as described in Section 3. For smaller

banks, much of the risk assessment is through baseline monitoring of regulatory returns,

while for larger banks, factors such as on-site visits also play a role. As a result, it

is possible that balance sheet risks identified using regulatory returns play a larger role

when deciding upon small banks’ capital requirements. Table 2.9 shows the lasso-selected

model, but again gives the result that no individual balance sheet variables are selected,

even for small banks.27 Figure 2.12 shows that much of the reaction to capital requirement

changes comes from small banks. I find that for small banks, risk-based capital ratios rise

by around 0.5pps after one year, while for large banks, there is no adjustment of risk-based

capital ratios during the first 18 months. As a result, there is a larger depletion of capital

buffers for large banks during this phase. The reaction of small banks appears to come

through a combination of two channels, namely a quantity effect for capital and a risk

composition effect towards less risky assets, but not a quantity effect for total assets or

loans. The significant rise in total capital of over 1% seems to be predominantly through

Tier 2 rather than Tier 1 capital, although the latter does show a significant increase

too. For large banks, there is no significant change in total capital until two years after

the regulatory change, which is in line with the behaviour of risk-based capital ratios.

Total assets, if anything, increase over time, meaning there is no quantity effect in total

assets. There is a slight decline in average risk weights, but this is much smaller than for

small banks. As such, compared with small banks, the reaction of large banks is much

more delayed and comes predominantly through capital accumulation with a small risk

composition effect. However, as shown in the summary statistics by size of bank in Table

2.7, there are significant differences between the two subgroups other than total assets.

For example, large banks seem to have smaller capital buffers, loan-to-assets ratios and

solvency ratios, all of which may interact with the response to a capital requirement shock.

As such, the results for small versus large banks should be taken lightly, as it will require

a larger sample size to split the subgroup further in order to isolate the impact of bank

27This result is robust to using the 75th and 90th percentiles for total assets to separate small and large
banks.
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size with reasonable precision.

8 Robustness

One concern with the methodology used in this paper is whether lasso techniques are ap-

propriate for model selection. A necessary and sufficient condition for consistent variable

selection is for the irrepresentable condition to be satisfied (Meinshausen and Bühlmann,

2006; Zhao and Yu, 2006; Zou, 2006). This condition requires the correlation between

variables inside the regulator’s actual reaction function and variables outside of the true

model to be sufficiently low.28 To explain intuitively why this condition is needed, suppose

that there are two highly correlated variables, but only one enters into the true reaction

function. The lasso procedure may then select the other variable as a result of the high

correlation, leading to incorrect conclusions for variable selection. This would be irre-

spective of the sample size or the degree of regularization. In my setting, it is arguably

difficult to satisfy the irrepresentable condition as decisions of banks across a wide range

of balance sheet variables are likely to be correlated. I therefore apply the adaptive lasso

of Zou (2006), which is consistent for variable selection under weaker assumptions. The

adaptive lasso involves a two-step procedure: first, an initial estimator β̂initial is obtained

using a standard fixed effects regression:

yit = x
′
itβ + αi + γt + ϵit

where yit is the half-year change in trigger ratio for bank i at time t and xit is the vector

of all 30 balance sheet variables. The adaptive lasso estimator is then:

β̂adaptive = argmin
β

1

N

∑
i,t

(yit − x′
itβ)

2 +
λ

N

p∑
j=1

|βj |
|β̂initial,j |θ

28More formally, the irrepresentable condition is as follows: denote Σ̂ ≡ n−1XTX and define S0 = {j :
βj ̸= 0} as the set of variables that do belong in the true model. Without loss of generality, suppose
S0 = {1, 2, ..., s0}, so the set S0 contains the first s0 variables. Writing in block form:

Σ̂ =

(
Σ̂1,1 Σ̂1,2

Σ̂2,1 Σ̂2,2

)
where Σ̂1,1 is an s0 × s0 matrix for those variables in S0, Σ̂1,2 = Σ̂T2,1 is an s0 × (p− s0) matrix (where p

is the total number of variables) and Σ̂2,2 is a (p − s0) × (p − s0) matrix. The irrepresentable condition
states:

|Σ̂2,1Σ̂
−1
1,1sign(β1, ..., βs0)| ≤ θ

where θ is a (p − s0) × 1 column vector with each element 0 < θj < 1 and sign(β1, ..., βs0) =
(sign(β1), ..., sign(βp))

T . The inequality must hold element-wise.
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where as in Section 6.1, a within transformation is applied to the regressors x and time

fixed effects are partialled out prior to estimation. λ is again obtained through cross

validation and I take θ = 1. Column 1 of Table 2.10 shows that the adaptive lasso also

selects no variables.

I also consider other lasso variants. As an alternative to cross validation for the selection

of the penalization parameter λ, I also use the clustered rigorous lasso of Belloni et al.

(2016), which provides a theoretically-driven and data-dependent penalization:

λ = 2c
√
NΦ−1(1− γ

2p
)

where γ is the number of clusters (i.e. the number of bank groups in the sample) and

c = 1.1. p is the number of penalized variables in the lasso (in my case, 30) and Φ−1 is the

inverse normal CDF function. The results from this are given in Column 2 of Table 2.10.

Column 3 gives the model selected through the Extended Bayesian Information Criteria

(EBIC) of Chen and Chen (2008). In both cases, the lasso procedure again selects no

variables. Columns 4-7 consider K-fold cross validation for different values of K (in the

baseline specification, I use K = 10). In all cases, no variables are chosen.

A further concern is that the full sample contains observations where a supervisory review

may not have taken place in that period. Including these observations could make it

difficult to identify the regulator’s reaction function. As described in Section 3, supervisory

reviews tend to occur at fixed time intervals of every 1-3 years. If the supervisory review

dates were recorded, one could simply exclude observations where a review recently took

place or focus on observations when a review did occur. However, these dates are not

recorded in the dataset. I provide two proxy approaches based on observed changes in

capital requirements. Column 8 shows the selected model under the baseline approach

using only those observations for which a change actually took place. Here no variables

are selected. Column 9 considers only those observations where there are no observed

changes in trigger ratios in the previous 12 months given the supervisory cycle length of

1-3 years. In this case, more balance sheet variables are selected. In particular, lower risk-

weighted asset growth and higher unsecured loans and non-performing loans growth rates

are associated with higher capital requirements. Figures 2.13 and 2.14 show the impulse

responses for these two samples.29 The main findings from the baseline specification of

Figure 2.7 appear to hold in both cases, although a medium-term quantity effect for loans

29For the specification with no changes in trigger ratios in the past 12 months, changes in capital ratios
are stripped of the lasso-selected balance sheet variables and bank and time fixed effects, and the residuals
are used in the impulse responses.
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appears to occur when using observations where no requirement change occurred in the

preceding 12 months.

9 Conclusion

A growing interest in micro- and macroprudential regulation and their impacts on the

banking sector has emerged since the financial crisis. This paper seeks to quantify the

effect of one particular tool, namely bank capital requirements. Using confidential data on

individual bank capital requirements in the UK from 1989H1-2013H2, I study the impact

of changes in individual bank capital requirements on bank balance sheet behavior. I first

show using lasso techniques that changes in capital requirements appear orthogonal to

balance sheet risks. Using local projections à la Jordá (2005), I then trace out the impulse

responses of capital ratios and its subcomponents over a three-year window following a

capital requirements change.

Using the full sample of banks, I find that, on average, banks do adjust their actual capital

ratios following a change in requirements, but only partially with a pass-through of around

50%. Much of this reaction comes through capital accumulation, in particular the level

of Tier 2 capital; however, the quantity of loans is unchanged. There is also evidence of

a composition effect, whereby banks adjust the average riskiness of their asset portfolio.

Banks only react to decreases in capital requirements with an increase in requirements

being absorbed by banks’ pre-existing capital buffers. Comparing the impact of a capital

requirement change in the pre- and post-financial crisis periods, I find that the pre-crisis

response is characterized by quantity effects in capital and loans, but no composition effect.

In particular, total lending falls by 5% on average one year after a 1pp increase in capital

requirements. Instead, the post-crisis period is associated with no significant change in

the quantity of loans, though there is a composition effect towards less risky assets.
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Fonseca, A. R., and F. González (2010): “How bank capital buffers vary across

countries: The influence of cost of deposits, market power and bank regulation,” Journal

of Banking & Finance, 34(4), 892–902.

Francis, W. B., and M. Osborne (2012): “Capital requirements and bank behavior in

the UK: Are there lessons for international capital standards?,” Journal of Banking &

Finance, 36(3), 803–816.

Gale, D., and M. Hellwig (1985): “Incentive-Compatible Debt Contracts: The One-

Period Problem,” The Review of Economic Studies, 52, 647–663.

Gropp, R., T. Mosk, S. Ongena, and C. Wix (2018): “Banks Response to Higher

Capital Requirements: Evidence from a Quasi-Natural Experiment,” The Review of

Financial Studies, 32, 266–299.

Hancock, D., and J. A. Wilcox (1993): “Has There Been a “Capital Crunch” in

Banking? The Effects on Bank Lending of Real Estate Market Conditions and Bank

Capital Shortfalls,” Journal of Housing Economics, 3(1), 31–50.

Hancock, D., and J. A. Wilcox (1994): “Bank Capital and the Credit Crunch: The

Roles of Risk-Weighted and Unweighted Capital Regulations,” Real Estate Economics,

22, 59–94.

133



Hanson, S. G., A. K. Kashyap, and J. C. Stein (2011): “AMacroprudential Approach

to Financial Regulation,” Journal of Economic Perspectives, 25(1), 3–28.

Hastie, T., R. Tibshirani, and R. J. Tibshirani (2017): “Extended comparisons

of best subset selection, forward stepwise selection, and the lasso,” arXiv preprint

arXiv:1707.08692.

Heid, F., D. Porath, and S. Stolz (2004): “Does capital regulation matter for bank

behaviour? Evidence for German savings banks,” Discussion paper series 2: Banking

and financial studies, Deutsche Bundesbank.

International Monetary Fund (2003): “United Kingdom: Financial Sector Assess-

ment Program Technical Notes and Detailed Standards Assessments,” Discussion Paper

03/208, International Monetary Fund.
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Appendix

A Supervisory frameworks

Figure 2.8: RATE framework process

Note: this figure provides an overview of the FSA’s RATE (Risk Assessment, Tools and Evaluation)
framework, and is taken from Financial Services Authority (1998). Further details of the UK supervisory
frameworks are provided in Section 3.

Figure 2.9: Supervisory intensity under the FSA’s RATE framework

Note: this matrix gives a summary of the likely supervisory intensity following different combinations of
business and control risk profiles. Figure is taken from Financial Services Authority (1998). Further details
of the UK supervisory frameworks are provided in Section 3.
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B Methodology details

B.1 Data cleaning steps

1. There are missing values in the dataset. These can either be specific variables missing

in the otherwise-completed returns, or no returns at all for that bank in the given

half year.30 I linearly interpolate the data whenever there is a missing value for a

variable, but data is available for the two periods on either side of that date.

2. Different banks file returns at different times in the year with the convention being

June and December reporting. The varying length of one period for each bank makes

it difficult to analyse the impact of capital requirements over different horizons. I use

linear interpolation to align reporting period ends to the June/December convention

such that one period corresponds to six months for all banks.

3. I replace suspicious zeros with missing values and use absolute values when a negative

number is reported for a variable that should only permit weakly positive values.

4. I treat the banking group resulting from mergers and acquisitions as a new banking

group as in de Ramon et al. (2022). Due to different financial structures, business

strategies and management following such activity, it would not be appropriate to

treat the resulting banking group as the same entity. In addition, I create a new

institution whenever the half-year growth of total assets, loans or regulatory capital

exceeds 50% in order to capture structural changes not covered by the identification

of mergers in HBRD.31

5. To mitigate the impact of outliers, I drop observations where the half-year growth

of total regulatory capital, assets or loans exceeds 50%, or if the half-year change

in the trigger ratio exceeds 10pps. I also winsorize all variables at the 5th and 95th

percentiles of a given half year.

B.2 Steps for K-fold cross-validation

The steps are as follows:

1. Data is partitioned into K folds of roughly equal size.

30In cases where entire reports are missing, this is typically due to special waivers being granted or
because the regulator did not supervise the bank until a later period.

31An example of such a change is the merger of NatWest with Royal Bank of Scotland in 2000. A
similar approach is also taken in de Ramon et al. (2022).
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2. The first fold becomes the validation dataset and the other K − 1 folds make the

training dataset. For a given λ, the model is fit to the training data. Denoting the

coefficient estimates from this step as β̂1,λ, the MSPE for fold 1 is:

MSPE1,λ =
1

n1

n1∑
i,t

(yit − x′
itβ̂1,λ)

Note that you sum over only those observations belonging to the validation dataset,

which in this case are observations in fold 1.

3. Repeat the process using different folds as the validation dataset and compute

MSPEk,λ for k = 2, 3, ...,K.

4. For a given λ, the K-fold cross-validation estimate of the MSPE, CVλ, provides a

measure of prediction performance and is computed as:

CVλ =
1

K

K∑
k=1

MSPEk,λ

5. Repeat the above steps for multiple values of λ. The chosen λ, denoted as λ∗, is

then:

λ∗ = argmin
λ

CVλ
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C Data and results

Table 2.3: Variables used in lasso regressions

Variable Formula Notes

Change in losses to
loans ratio

100×∆2(
Write offs net of recoveries

Loans ) Seasonally-adjusted
value of net write-offs
used.

Change in provisions to
loans ratio

100×∆2(
Provisions

Loans ) Total provisions in-
cludes specific and
general provisions
against bad or doubtful
debt.

Change in impairments
to assets ratio

100×∆2(
Impairments charge

Assets ) Impairments charge is
seasonally adjusted and
includes the net charge
or credit to the P&L ac-
count for the provision
for doubtful debts.

Change in average risk
weight

100×∆2(
RWA
Assets)

Change in loans to as-
sets ratio

100×∆2(
Loans
Assets) Total loans includes all

funds lent to coun-
terparties other than
credit institutions, cen-
tral governments and
central banks.

Change in loans to de-
posits ratio

100×∆2(
Loans

Deposits) Total deposits covers all
intra-financial and re-
tail deposits.

Change in liquid asset
ratio

100×∆2(
High quality liquid assets

Assets ) High quality liquid as-
sets cover cash and bal-
ances at central banks,
gilts, Treasury bills and
other highly liquid bills.

Change in Tier 1 lever-
age ratio

100×∆2(
Tier 1 capital

Assets )

Change in solvency ra-
tio

100×∆2(
Capital

Required capital) Capital is total regula-
tory capital held by the
bank. Total required
capital is given by the
trigger ratio multiplied
by total risk-weighted
assets.
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Change in efficiency ra-
tio

100×∆2(
Overhead costs

Non-interest income) Total overhead costs
include staff expenses,
administrative costs
and other operating
expenses. Total non-
interest income includes
net-interest income,
fee and commission
income, other operating
income and trading
income.

Change in residential
loans to assets ratio

100×∆2(
Residential

Assets ) Total residential loans
are all loans secured on
residential property.

Change in capital buffer 100×∆2(
Capital−Required capital

Required capital )

Change in capital ratio 100×∆2(
Capital
Assets )

Change in Core Tier 1
capital ratio

100×∆2(
Core Tier 1 capital

Assets ) Core Tier 1 capital
includes all permanent
share capital, reserves,
share premium account,
externally-verified in-
terim net profits but
excludes intangible
assets and investments
in own shares.

Change in non-core Tier
1 capital ratio

100×∆2(
Non Core Tier 1 capital

Assets )

Change in earning as-
sets to total assets ratio

100×∆2(
Earning assets
Total assets ) Earning assets are to-

tal assets net of cash
& balances at central
banks, intangible assets
and fixed assets.

Change in interest in-
come to earning assets
ratio

100×∆2(
Interest income
Earning assets ) Interest income includes

income from interest re-
ceived and accrued in-
terest that has not yet
been collected.

Change in interest ex-
pense to earning assets

100×∆2(
Interest expense
Earning assets ) Interest expense in-

cludes interest paid and
interest payable that
has been accrued, but
has not been collected
yet.

Change in provisions ra-
tio

100×∆2(
Impairments chargei,t

1
2
(Assetsi,t−1+Assetsi,t−2)

)
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Change in net-interest
income to earning assets

100×∆2(
Net interest income

Earning assets ) Net interest income is
the difference between
interest income and in-
terest expense.

Change in net operating
income ratio

100×∆2(
Post-tax net incomei,t

1
2
(Assetsi,t−1+Assetsi,t−2)

) Post-tax net income is
total profits for the fi-
nancial year up to the
reporting date.

Assets growth 100× Assetsi,t−Assetsi,t−2

Assetsi,t−2

Tier 1 capital growth 100× Tier 1 capitali,t−Tier 1 capitali,t−2

Tier 1 capitali,t−2

Total capital growth 100× Capitali,t−Capitali,t−2

Capitali,t−2

Loans growth 100× Loansi,t−Loansi,t−2

Loansi,t−2

Deposits growth 100× Depositsi,t−Depositsi,t−2

Depositsi,t−2

Risk-weighted assets
growth

100× RWAi,t−RWAi,t−2

RWAi,t−2

Unsecured lending
growth

100× Unsecuredi,t−Unsecuredi,t−2

Unsecuredi,t−2
Unsecured loans cov-
ers all funds lent to
counterparties other
than credit institutions
excluding loans fully
secured on residential
property.

Residential loans
growth

100× Residentiali,t−Residentiali,t−2

Residentiali,t−2

Non-performing loans
growth

100× Non-performi,t−Non-performi,t−2

Non-performi,t−2

Note: this table provides a list of all variables considered in the lasso regressions of Section 6.1. ∆2 refers
to the annual change in the variable x. Growth rates are all annual. Data is from the Bank of England’s
HBRD dataset.

Table 2.4: Dependent variables used in micro-level analysis

Variable Formula Notes

Risk-based capital ratio 100× Capital
RWA RWA denotes risk-weighted

assets.

Tier 1 capital ratio 100× Tier 1 capital
RWA

Capital buffer 100× Capital−Required capital
Required capital Total required capital is given

by the trigger ratio multiplied
by total risk-weighted assets.

Average risk weight 100× RWA
Assets
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Liquid assets Liquid assets here cover
highly liquid assets as well
as intra-financial deposits
and other debt securities.
High quality liquid assets are
cash and balances at central
banks, gilts, Treasury bills
and other highly liquid bills.

Note: this table provides details on the dependent variables used in the local projections of Equation 2.1.
All data is from the Bank of England’s HBRD dataset.
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Table 2.8: Lasso-selected reaction functions for pre- and post-crisis periods

(1) (2)
Pre-crisis Post-crisis

Constant -0.00548 -0.10178
(0.008) (0.142)

Time fixed effects Yes Yes
Bank fixed effects Yes Yes
Observations 2630 626
Number of banking groups 193 97
R-squared 0.10 0.05

Note: ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Clustered standard er-
rors in parentheses. This table shows the lasso estimation following
Section 6.1. The first column (“Pre-crisis”) uses only observations
from before the financial crisis (up to and including 2007H1), while
the second column (“Post-crisis”) uses from 2007H2 and beyond.
The dependent variable is the half-year change in trigger ratio.
The variables that appear in the lasso estimation are given in Ta-
ble 2.3. An intercept and bank and time fixed effects are included.

Table 2.9: Lasso-selected reaction functions for small and large banks

(1) (2)
Small Large

Constant 0.01661 -0.00553
(0.035) (0.011)

Time fixed effects Yes Yes
Bank fixed effects Yes Yes
Observations 1639 1617
Number of banking groups 131 111
R-squared 0.08 0.14

Note: ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Clustered stan-
dard errors in parentheses. This table shows the lasso esti-
mation following Section 6.1. The first column (“Small”) uses
only observations where the bank size is below the median of
total assets from a given half-year period, while the second
column (“Large”) uses banks with total assets above the me-
dian value. The dependent variable is the half-year change in
trigger ratio. The variables that appear in the lasso estima-
tion are given in Table 2.3. An intercept and bank and time
fixed effects are included.
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Chapter 3

Do bank capital requirements

affect lending? Evidence from

Basel I

1 Introduction

Following the Global Financial Crisis of 2008, policymakers have been increasingly con-

cerned with the build-up of risks on bank balance sheets, leading to a sharp rise in the

number of financial policy committees and use of macroprudential policies around the

world (Edge and Liang, 2019). One of the most central tools in the policymaker’s toolkit

is bank capital requirements. Such regulation aims to ensure that banks hold sufficient

capital against their assets so that they can withstand losses, remain solvent and continue

lending to the real economy should a crisis ensue. Given the important role that banks

play in real economic activity, it is important to understand how banks adjust to these

policies. While banks can increase their capital ratios by raising capital, which can be

considered “good deleveraging” (Gropp et al., 2018), they could alternatively reduce the

size of their balance sheet by cutting their loans. The latter could reduce aggregate de-

mand and therefore have adverse macroeconomic effects (Hanson et al., 2011). This begs

the question: is there a trade-off faced when deciding upon financial regulation between

greater financial stability in the future and macroeconomic outcomes today? This paper

sheds light on these potential costs of financial regulation by exploiting the US imple-

mentation of the Basel I reforms to study how tighter capital requirements affect bank

lending.
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Announced by the Basel Committee on Banking Supervision (BCBS) in July 1988, Basel

I was the first major macroprudential policy of its kind. In particular, the reforms intro-

duced the concept of risk-based capital regulation. Under Basel I, banks were required to

have at least an 8% risk-based capital ratio (i.e. ratio of capital to risk-weighted assets)

by the end of 1992. Risk-weighting means assets are grouped based on their perceived

credit risk, meaning riskier assets such as commercial & industrial loans and consumer

loans were given a higher risk weighting and thus required more capital to be held against

them. Therefore, in generating a significant shift in US capital regulation, Basel I provides

a useful setting for studying the impact of capital requirements.

The paper contributes to the literature in various ways: first, a natural way to identify

the impact of the regulation is to exploit the heterogeneous exposures across banks to the

new regulation and adopt a difference-in-differences setup. Some banks would already be

conforming to the regulation prior to the announcement and thus should be less affected

compared to banks with pre-reform capital ratios below 8%. Undertaking a difference-

in-differences approach requires knowing risk-based capital ratios prior to Basel; however,

data on risk-based capital ratios is not reported in the regulatory returns until 1990, two

years after the announcement of Basel I. Consequently, many papers that have studied

Basel I are pure cross-sectional studies.1 For example, Hall (1993) studies the relationship

between risk-based capital ratios and lending growth using data from 1990-91 and shows

that banks that were undercapitalised at the start of the 1990s had lower lending growth.

A concern of using purely cross-sectional variation is that there is no control period against

which to compare this post-announcement behaviour.2 It could be the case that under-

capitalised banks generally have lower loan growth irrespective of the Basel reforms. To

overcome this, I predict capital ratios going back to 1984. Using these pre-reform ratios, I

divide banks into treatment and control groups. Second, the level of a bank’s capital ratio

prior to the Basel reform is not random. Some banks may have become undercapitalised

due to a non-regulatory shock, and failure to properly account for confounding factors

could invalidate the common trends assumption required for difference-in-differences anal-

ysis and therefore bias the estimated effects. Existing papers on Basel I have not examined

the pre-reform behaviour of “treated” banks, making them vulnerable to such biases. I

therefore provide a characterisation of undercapitalised banks to understand who they

are. In particular, I show that undercapitalised banks were on average larger, had higher

1An exception is Berger and Udell (1994), who do include a control period. They do not document
how their pre-1990 risk-based capital ratios are constructed, though they do state that a large number of
assumptions are made to construct them.

2Other papers that face a similar concern include Johnson (1991) and Peek and Rosengren (1992,
1995).
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loan-to-asset ratios and often specialised in residential and real estate loans. The latter

characteristic can partly reflect the reversal of the US real estate boom that began in the

mid-1980s. In line with this, many savings and loans associations (S&Ls) were undercapi-

talised. By identifying these characteristics and confounding events such as the S&L crisis,

I choose the sample of banks appropriately to mitigate the threats of such factors. Third,

existing papers do not consider the dynamics of adjustment to changes in regulation - do

banks adjust fully and instantly to any new regulations or do they respond gradually?

Basel I is a useful setting for studying dynamic adjustment because banks were given four

years to conform to the policy. I therefore employ a dynamic difference-in-differences spec-

ification. This not only allows me to check for common pre-trends, but also enables me to

study the relative behaviour of the two groups throughout the Basel transition period.

I find that undercapitalised banks increase their capital ratios gradually in response to

tighter requirements rather than sharply adjusting right after the announcement or just

before the final deadline. They do this by reducing the size of their balance sheet, in

particular loans, with a 1 percentage point (pp) increase in capital ratios leading to a

2.5% and 5% fall in total assets and loans respectively. Digging into the types of loans,

I show that reductions in lending were driven by commercial and industrial (C&I) and

non-residential real estate loans with no effect on residential mortgages. This finding could

be attributed to the lower risk weight of 50% given to residential mortgages compared to

the 100% risk weight applied to other loan types.

The remainder of the paper is organised as follows: Section 2 provides an overview of US

capital regulation. Section 3 describes the data used in the empirical analysis and Section

4 outlines the methodology used. Section 5 shows the results and Section 6 provides

robustness checks, while Section 7 concludes.

2 Institutional background

2.1 Pre-Basel I capital regulation in the US

Until the early 1980s, numeric minimum capital ratio requirements were not set in regula-

tion. Instead, bank regulators opted for a more subjective approach tailored to individual

institutions. A prevailing belief was that focusing on capital ratios would lead to a less-

comprehensive analysis of a bank’s loss-bearing capacity (Wall, 2014). Indeed, the 1978

FDIC Manual of Examination Policies said: “...capital ratios...are but a first approxima-
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tion of a bank’s ability to withstand adversity. A low capital ratio by itself is no more

conclusive of a bank’s weakness than a high ratio is of its invulnerability.” (Federal De-

posit Insurance Corporation, 2003). Capital ratios began to fall in the early 1980s as the

oil crisis and the Volcker period of high interest rates triggered a recession. Figure 3.1

plots the equity-to-total assets ratio for the US commercial banking sector as a whole, and

illustrates the drop in capital ratios starting from the early 1960s and a trough at around

1980. As a result, explicit capital requirements were introduced in 1981 in the form of a

minimum leverage ratio of capital to average total assets.3

Figure 3.1: Aggregate US unweighted capital ratios
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Note: this figure plots total equity as a share of total assets for the US commercial banking sector as a
whole. Annual data is obtained from the FDIC Historical Bank Data.

While these steps represented a large shift in regulation from a judgement-based supervi-

sory approach to a more explicit rule-based approach, some flaws emerged. The leverage

ratios used did not adjust for the riskiness of assets on the balance sheet. In addition,

the rules incentivised banks to shift more into off-balance sheet activities. Banks also

complained about the unequal international playing field with US banks facing higher

capital requirements relative to competing banks overseas, in particular Japanese banks

(Kapstein (1989, 1991)). These drawbacks fuelled discussions at the international level

and resulted in the 1988 Basel Capital Accord.

3Each regulatory agency had a different definition of what bank capital consists of. The Federal Reserve
Board and the Office of the Comptroller of the Currency imposed a minimum primary capital leverage
ratio (of adjusted total assets) of 6% for community banks and 5% for larger regional institutions. Primary
capital included mainly equity and loan loss reserves. Instead, the Federal Deposit Insurance Corporation
(FDIC) used a threshold capital-to-assets ratio of 6% and a minimum ratio of 5%. By 1985, all banks were
required to have a primary capital ratio of 5.5% (Federal Deposit Insurance Corporation, 2003).
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2.2 Basel I

Basel I required banks to achieve a minimum ratio of total regulatory capital to risk-

weighted assets of 8%.4 To compute risk-weighted assets, assets were assigned into four

broad risk-weight categories based on their perceived credit risk. Very low risk assets such

as cash and claims guaranteed by the US government were given a 0% risk weighting,

while the 20% risk category included claims guaranteed by government-sponsored agen-

cies, most notably Fannie Mae and Freddie Mac. Residential mortgages had a 50% risk

weight. The 100% risk weight category included commercial and industrial loans, loans

to individuals and non-residential real estate loans.5 Basel I also introduced a 4% Tier

1 capital requirement (as a proportion of risk-weighted assets). In this paper, I focus on

the total capital requirement given that all banks who fail the Tier 1 capital requirement

would also fail the total capital requirement because of an additional rule that Tier 2

capital must not exceed Tier 1 capital.6 However, the reverse need not be true (i.e. banks

that fail to achieve an 8% total risk-based capital ratio could still have a 4% Tier 1 capital

ratio).7

Banks were not required to adjust to the new regulation instantly. While Basel I was

announced by the Basel Committee in July 1988, banks did not need to fully conform

until end-1992. I therefore focus on the transition period from 1988Q3 to 1992Q4. This

timeline is summarised in Table 3.1. A further impetus for banks to increase their capital

ratios was given by the Prompt Corrective Action provision as directed by the Federal

Deposit Insurance Corporation Improvement Act of 1991. This classified institutions into

five categories based on their risk-based capital ratios, and gave supervisors certain powers

(e.g., suspending dividends) if banks fell into the low capitalisation categories. Banks

needed an 8% risk-based capital ratio to be “adequately capitalised” (the second highest

category), which kept them safe from supervisory action.8 It is difficult to separate the

impact of the Basel regulation from the tougher supervisory approach; however, one can

argue that the two go hand-in-hand. For capital regulation to be effective, it needs to be

4Total capital is the sum of Tier 1 and Tier 2 capital. Tier 1 capital included common equity, some
preferred stock and minority interest in consolidated subsidiaries minus goodwill. Tier 2 capital included
loan-loss reserves, subordinated debt and other preferred and convertible stock.

5Off-balance-sheet items were also given a risk weight. For further details on the definitions and asset
allocations, see Basel Committee on Banking Supervision (1988) and Department of the Treasury (1989).

6There are some further restrictions on Tier 2 capital, e.g., loan-loss reserves were limited to 1.25% of
risk-weighted assets. See Department of the Treasury (1989) for further details.

7There was also a Tier 1 leverage requirement which varied based on the bank’s CAMEL rating, a
regulatory rating from 1-5 given to banks by their supervisors. Banks with a CAMEL rating of 1 (the
highest rating) had to obtain a ratio of Tier 1 capital to total unweighted assets of 3%, and banks with
lower ratings had to maintain a ratio of 1-2 percentage points higher. As CAMEL ratings are confidential,
I cannot study this requirement explicitly in the paper.

8For further details on these provisions, see Jones and King (1995).
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enforced. The Prompt Corrective Action provision provided this enforcement mechanism.

Table 3.1: Timeline of Basel I

July 1988 Basel Committee publish the Basel Accord
August 1988 Governors of Federal Reserve System approve Basel Accord
January 1989 US regulators publish final rules for implementation

31st December 1990 Intermediate 7.25% risk-based capital ratio requirement
31st December 1992 Full implementation of 8% risk-based capital ratio requirement

3 Data

I use bank-level data from the Statistics on Depository Institutions (SDI) compiled and

made publicly available by the Federal Deposit Insurance Corporation (FDIC). This

dataset contains quarterly financial data, as well as structural information on the bank.

The SDI dataset is particularly beneficial for my setting for a variety of reasons: first, it

covers all FDIC-insured financial institutions, and so my analysis is not restricted to large

and/or listed banks. Second, the data begins in 1984Q1, thus providing a suitably long

control period. Third, a central difficulty in studying Basel I is that risk-based capital

ratios are not reported until 1990Q1, reflecting the fact that this variable was introduced

by the Basel regulation. The SDI contains a large number of financial variables that I will

use to construct a measure of risk-based capital ratios going back to 1984Q1. Fourth, the

dataset contains a breakdown of loan portfolios by type (e.g., consumer, residential, real

estate and commercial & industrial), which will allow me to study the effect of capital

requirements on different loan types.

4 Method

My empirical approach takes two main steps: first, I obtain an estimate of bank capi-

tal ratios going back to 1984Q1 by using post-Basel data (1993Q1-1999Q4) to construct

a mapping between a large number of financial variables and risk-based capital ratios.

Second, I employ a dynamic difference-in-differences framework to study whether under-

capitalised banks, identified from the pre-reform capital ratios estimated in the first step,

adjusted their balance sheet differently to capitalised banks following the Basel reforms.
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4.1 Constructing risk-based capital ratios for the 1980s

The objective of the first step is to understand the capitalisation of a bank before Basel

such that a treatment and control group for the difference-in-differences analysis can be

constructed. As noted in Section 3, risk-based capital ratios are not reported until 1990Q1.

Furthermore, the degree of aggregation of balance sheet variables in the 1980s is such that

it is difficult to manually construct risk-based capital ratios without making strong as-

sumptions. Although data on total equity and unweighted assets are available, using

leverage ratios (i.e. the ratio of total equity to unweighted assets) may not be appropriate

ex-ante to identify which banks are undercapitalised with respect to the Basel I regula-

tions.9 To see this, consider two banks A and B with the same level of both equity and

assets. If bank A holds riskier assets such as consumer loans, while bank B holds safe

assets like cash and US Treasuries, then bank A is more undercapitalised in risk-weighted

terms. As a result, comparing banks based on unweighted capital ratios would not be

appropriate.

To obtain a measure of risk-based capital ratios going back to the 1980s, I estimate the

following parametric model using data from 1993Q1-1999Q4, which is the period after the

full implementation of Basel I:

Capital ratioit =
β′Xit

γ′Xit
+ ϵit (3.1)

where Capital ratioit is the risk-based capital ratio of bank i at time t and Xit is a set of 47

financial variables.10 The procedure for selecting the set of financial variables is described

in Section B.1 and the full list of variables in Xit is given in Table 3.3. One can think of

this process as trying to back out the implicit risk weights on each financial variable in

Xit. Using the estimated coefficients, I take the risk-based capital ratio of bank i at time

t as:

̂Capital ratioit =
β̂′Xit

γ̂′Xit

9Peek and Rosengren (1992, 1995) use leverage ratios rather than risk-based ratios in their analysis.
10To reduce the impact of anomalous values for capital ratios (e.g., due to reporting errors), I only

consider banks with ratios between -10% and 100%, which covers 98% of all ratio observations in this
period. Note that it is possible for risk-based capital ratios to be negative, e.g., because of deductions
made as part of the regulatory calculations or undivided profits are negative. However, negative ratios are
rare with only 0.1% of observations falling into this category.
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4.2 Difference-in-differences estimation

To study the impact of the Basel I regulation, I use a dynamic difference-in-differences

framework, which on first glance has notable differences compared to standard applica-

tions. A typical setup generally involves a group that are not treated at all (the control

group) and a group that is given some treatment (the treatment group). Applying this

framework to Basel I is somewhat unusual because all banks are in some way likely to

be affected by the new capital regulation - there is no completely untreated set of banks.

Undercapitalised banks are affected because they are forced to increase their capital ra-

tios to conform to the new regulation. However, capitalised banks can also be affected;

for example, they may also decide to build a larger capital buffer to avoid the risk of

falling below the 8% threshold, or there could be be general equilibrium effects. This thus

begs the question of how to interpret the resulting estimates. We should interpret the

difference-in-differences estimates as the relative impact of a binding capital constraint on

undercapitalised banks against capitalised banks. It will tell us the impact of being forced

to increase your capital ratio to the Basel threshold relative to banks that do not have to.

As such, it captures not only the direct adjustment from undercapitalised banks, but also

any indirect effects on capitalised banks such as general equilibrium effects.

While using difference-in-differences restricts attention to relative effects, there are ad-

vantages to using this framework for studying the impact of capital requirements: first, a

difficulty in studying the impact on capital ratios/requirements on lending is that loans

are a large component of total assets and thus enter into the denominator of capital ra-

tios. As such, a simple contemporaneous regression of loans on capital ratios would lead

to biased estimates due to this reverse causality, i.e. increases in lending directly reduce

capital ratios. One solution to this is to identify an instrumental variable; however, these

can be difficult to find. Using a difference-in-differences framework avoids the need to

find a valid instrument for capital ratios as I define control and treatment groups based on

pre-Basel capital ratios and use treatment status as my variable of interest rather than the

time-varying ratios themselves. This approach is used by Juelsrud and Getz Wold (2020),

who study the implementation of Basel III capital requirements in Norway. Second, the

use of a dynamic setup gives insights into the speed of adjustment, which is particularly

interesting in this setting because banks were given four years to conform to the new

regulation.

I allocate banks with risk-based capital ratios below 8% in 1988Q1 to the treatment group,

while banks with higher ratios are placed in the control group. The baseline specification
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is as follows:

yist = αi + δst +

1992Q4∑
k=1984Q1

βk1(t = k) · Ti + ϵist (3.2)

where yist is the outcome of interest for bank i located in state s at time t.11 αi denote bank

fixed effects, while Ti is a binary variable equal to 1 if bank i belongs to the treated group

and zero otherwise. The quarter 1988Q4, which is the year before the Basel transition

period begins, is omitted, and so the coefficients of interest βk give the quarter-specific

marginal effect of being undercapitalised relative to 1988Q4 on the outcome variable yist.
12

δst are state-by-time fixed effects, which help to account for both aggregate shocks and

geographical differences in economic conditions. Indeed, the sample period coincides with

the early 1990s recession and various regional shocks (e.g., the oil price collapse in the

mid-1980s hitting oil-producing states such as Texas).

The standard assumption in difference-in-differences estimation is common trends, whereby

the post-Basel path of the outcome yist for treated and undercapitalised banks in the ab-

sence of Basel is the same as that of the capitalised banks. To provide some confidence in

this assumption, I exploit the dynamic nature of the specification and test whether βk = 0

for k ≤ 1988Q4. These coefficients give the effect of treatment status on the outcome of

interest in the periods before the Basel transition period. Values of zero imply common

pre-trends between the two groups.

The main hypotheses to test are as follows:

Hypothesis 1: For total assets and loans and k ≥ 1989Q1, βk < 0 as undercapitalised

banks shrink the size of their balance sheets to increase their capital ratios.

Hypothesis 2: βk is more negative for loans with higher risk weights, namely consumer,

non-residential real estate and consumer loans, which each have a 100% risk weight).

These loans should fall by more than residential mortgages, which has a 50% risk weight.

11A full list of the dependent variables considered with a description of each is given in Table 3.4. Other
than for the capital ratio, which is in percentage points, all other dependent variables are in logs when
estimating Equation 3.2.

12I take the treatment period to be 1989Q1-1992Q4 as the US regulators published the rules on Basel I
implementation in January 1989 (see Table 3.1), and so 1989Q1 is the first quarter after this publication.
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5 Results

5.1 Fit of capitalisation measure

I begin by running Equation 3.1 to obtain a mapping between financial variables and risk-

based capital ratios, which I then use to obtain measures of risk-based capital ratios in the

1980s. Figure 3.11 plots the number of banks for which capital ratios can be estimated,

and shows a high coverage with over 98% of banks having estimated capital ratios during

the earlier period of my sample. To evaluate the fit of these capitalisation proxies, I

compare these estimated capital ratios against actual risk-based capital ratios using data

from 1990Q1-1992Q4. This test data was not used in estimation of Equation 3.1. A

strong fit of the proxy during this period would be reassuring because 1990Q1-1992Q4 is

a dynamic period for capital ratios given the new capital regulation and the early 1990s

recession. Figure 3.2 shows the proportion of banks in the sample with estimated capital

ratios below 8% in each quarter going back to 1984Q1. The figure also plots the actual

proportion of banks with ratios below 8% as the maroon line (data only available from

1990Q1). From this figure, we can see that the period from 1990Q1-1992Q4 is indeed a

dynamic one with the proportion of banks with ratios below the Basel minimum of 8%

falling sharply. The estimated proportions line up well with the actual proportions. The

model was estimated on data from 1993Q1-1999Q4, which Figure 3.2 shows is a relatively

stable period at least in terms of the lower tail of the capital distribution. Being able to

match movements during 1990Q1-1992Q4 adds confidence in the model used to estimate

capital ratios going back to 1984Q1.

To more directly assess the performance of the individual estimates, Figure 3.3 shows

a bin scatter plot of actual against estimated risk-based capital ratios again using test

data from 1990Q1-1992Q4. The points line up almost perfectly against the 45-degree line.

Figure 3.4 shows a quantile-quantile plot of actual against estimated capital ratios using

the test data. The plot lines up almost perfectly with the 45-degree line. Both figures thus

suggest that the model fits actual risk-based capital ratios well. To evaluate the success

in correctly assigning banks into the treatment and control groups, I check the proportion

of observations that would be correctly sorted in the 1990Q1-1992Q4 test data. 93.5% of

observations were assigned to the correct group.

163



Figure 3.2: Proportion of banks with capital ratios below 8%

Note: this figure plots the proportion of banks with capital ratios below 8%. The bars show the proportion
using the estimated capital ratios obtained by running Equation 3.1. The maroon line shows the actual
proportion computed using true capital ratios (available only from 1990Q1). The red vertical lines reference
key milestones of Basel I as outlined in Table 3.1.

5.2 Analysis of capitalisation in the 1980s

In this section, I provide a characterisation of undercapitalised banks during the pre-Basel

period. Such analysis is important because capitalisation status prior to the reforms is

not necessarily random. Indeed, undercapitalised banks may not have always been under-

capitalised, e.g., they may have faced an adverse shock shortly before the new regulations

were announced. Such shocks could confound the difference-in-differences analysis. In

particular, they could lead to a violation of the common trends assumption. Therefore,

it is important to understand the nature of the treated and control groups to be able to

mitigate the threat from any confounding factors.

Figure 3.2 shows that the incidence of undercapitalisation was rather steady in the lead-up

to Basel I. Around 13% of banks were undercapitalised relative to the Basel I standards

when the regulations were announced in 1988, and this proportion remained steady going

back to 1984. In both the actual and estimated data, we see that the decline in the

proportion of undercapitalised banks was gradual. There was not a sudden drop as soon

as the regulations were announced or just before the full implementation deadline. Figure
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Figure 3.3: Bin scatter plot of actual against estimated capital ratios using test data
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Note: this figure shows a bin scatter plot of actual risk-based capital ratios (y-axis) against estimated
risk-based capital ratios (x-axis) obtained by estimating Equation 3.1. The red diagonal line is a 45-degree
line. Data used is from 1990Q1 to 1992Q4. 100 quantiles are used in producing the bin scatter plot. The
sample is restricted to banks with estimated ratios between -10% and 100%, which covers 98.4% of banks
for which estimated capital ratios could be computed.

Figure 3.4: Quantile-quantile plot of actual against estimated capital ratios using test

data (1990Q1-1992Q4)

Note: this figure shows a quantile-quantile plot of actual risk-based capital ratios (y-axis) against estimated
risk-based capital ratios (x-axis) obtained by estimating Equation 3.1. The green diagonal line is a 45-
degree line. Data used is from 1990Q1 to 1992Q4. The sample is restricted to banks with estimated
ratios between -10% and 100%, which covers 98.4% of banks for which estimated capital ratios could be
computed.

165



3.5 shows a kernel density plot of the estimated capital ratios at four points: 1986Q1 (pre-

Basel), 1991Q1 (after intermediate 7.25% point), 1993Q1 (first quarter after full Basel

implementation) and 1995Q1 (two years after full implementation).13 There is a significant

rightward shift in the distribution of capital ratios from 1986Q1 to 1993Q1, and this shift

is particularly strong on the left tail of the distribution. The distribution remains stable

from 1993Q1 to 1995Q1, and so it can be argued that much of the shift in capital ratios

can be linked to the Basel regulation.

Figure 3.5: Kernel density plot of estimated capital ratios
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Note: this figure shows a kernel density plot of estimated capital ratios obtained from running Equation
3.1. The blue, red, green and yellow lines correspond to 1986Q1, 1991Q1, 1993Q1 and 1995Q1 respectively.
The sample is restricted to banks with estimated ratios between -10% and 100%. The Epanechnikov kernel
function is used to produce the kernel densities.

I now identify some characteristics of undercapitalised banks relative to capitalised banks.

Figure 3.6a shows a kernel density plot of total assets for undercapitalised and capitalised

banks separately. The figure shows that undercapitalised banks were generally larger. The

same pattern emerges for total loans (see Figure 3.12). Digging into the type of loan, an

interesting feature is that many undercapitalised banks seemed to specialise in real estate

loans, in particular residential mortgages. Figure 3.6b shows a kernel density plot of the

residential loans share (as a proportion of total loans). For undercapitalised banks, there

is a clear mass of banks with very high residential loans shares.14 I subsequently check

whether savings and loans associations (S&Ls) dominate the undercapitalised group. To do

this, I divide banks into 20 quantiles based on their 1988Q1 estimated capital ratios. Figure

13The figure is almost identical if actual rather than estimated capital ratios are used for 1991Q1,
1993Q1 and 1995Q1, which again gives confidence in the constructed capital ratio measure.

14A similar pattern also holds for real estate loans as a whole as shown in Figure 3.13.
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3.14 shows the proportion of banks within each quantile group that are S&Ls. Just under

70% and 50% of banks in the first and second quantiles respectively were S&Ls compared to

a population average of 15.5%. The undercapitalisation of S&Ls can be linked to a variety

of causes (see Ely, 2008); however, a key feature is that S&Ls faced a maturity mismatch

between assets (primarily fixed-rate mortgages) and liabilities (customer deposits). As

such, the Volcker period of high interest rates drove many S&Ls into insolvency. Congress

allowed some deregulation in the early 1980s in the hope that this would fuel growth of

S&Ls and help them get out of insolvency. Examples include allowing S&Ls to hold more

non-residential loans and adjustable rate mortgages and removing maximum LTV limits.

These looser regulations allowed S&Ls to delve into riskier lending; however, the reversal

of the real estate from the mid-1980s reignited the insolvency concerns and helped to fuel

the S&L crisis. Due to the unique pre-Basel history of S&Ls, I omit them in the baseline

difference-in-differences estimation.

Figure 3.6: Total assets and residential loans share in 1988Q1 by capitalisation status
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Note: this figure shows kernel density plots of total assets (left panel) and residential loans share as a
proportion of total loans (right panel) for undercapitalised and capitalised banks. Both plots use data
from 1988Q1. Undercapitalised banks are those with estimated capital ratios below 8% in 1988Q1, while
capitalised banks have an estimated ratio above 8%. The estimated capital ratios are obtained from
running Equation 3.1. The Epanechnikov kernel function is used to produce the kernel densities.

Figure 3.7 illustrates the proportion of banks in each state that are undercapitalised in

1988Q1 and shows that there are regional differences in the prevalence of undercapitalisa-

tion. We can see that undercapitalisation is particularly prevalent in the Southwest and

Northeast. The Southwest region was reliant on oil, and so their banks faced losses on

energy loans following the drop in oil prices in the mid-1980s. Furthermore, bankers tried

to mitigate their losses on energy loans by investing in real estate, particularly commercial

real estate, which further hit southwestern banks when real estate markets fell (Federal

Deposit Insurance Corporation, 1997). The Northwest region was also hit by the decline of

real estate, particularly from around 1989, and so the high prevalence of undercapitalised
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banks in the Northwest in 1988Q1 could be indicative of problems relating to real estate

exposure that were beginning to unravel. The heterogeneity across states in capitalisation

and the links to known shocks emphasises the importance of including state-by-time fixed

effects in the difference-in-difference specification.

Figure 3.7: Proportion of banks in each state that are undercapitalised in 1988Q1
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Note: this figure illustrates the proportion of all banks in a given state that are undercapitalised in
1988Q1. Undercapitalised banks are those with estimated capital ratios below 8% in 1988Q1. The colours
used correspond to bins based on these proportions (ranges of each bin are given in the bottom right of
the figure). Darker colours represent a higher proportion of banks being undercapitalised.

5.3 Difference-in-differences estimation

This section studies the impact of Basel I on undercapitalised banks relative to capi-

talised banks using the difference-in-differences framework described in Section 4.2. As

the regulation applies at the bank holding company (BHC) level, I aggregate the indi-

vidual banks up to this level though refer to these groups as “banks” for simplicity.15

There are various threats to identification to consider: first, the number of banks in the

US gradually declined from the mid-1980s as depicted in Figure 3.11. One may therefore

be concerned about non-random exit, in particular if undercapitalised banks were more

likely to exit. I therefore consider only a balanced panel in which banks need to appear

in each quarter from 1984Q1 to 1995Q4. Second, Section 5.2 shows that high exposure to

real estate loans characterised many undercapitalised banks, many of whom were S&Ls.

15To produce estimated capital ratios at the BHC level, I take the sum of the Xit variables for banks
belonging to the same BHC and apply the coefficients obtained from estimating Equation 3.2.
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This could be a threat to identification if the real estate market was not stable over the

sample period. This was in fact the case with a reversal of the housing boom from the

mid-1980s driving some banks to become undercapitalised. Furthermore, S&Ls exhibited

very different behaviours relative to other banks in the build-up to Basel I as a result of

the new regulations and lending powers granted by Congress described in Section 5.2. I

thus drop BHCs with at least one S&L from the baseline specification. As a robustness

check, in Section 6, I go further and also exclude all banks with a real estate loan share

(as a proportion of total loans) above 50% before the introduction of Basel I. Third, while

some banks may have been persistently undercapitalised in the years before Basel I, some

banks may have faced an (idiosyncratic) shock that caused them to be undercapitalised as

of 1988Q1. Banks could similarly experience positive shocks. I therefore restrict attention

to those banks that experience an absolute change in their capital ratios no larger than

2 percentage points from 1984Q1 to 1987Q4. While this does significantly constrain the

sample size, this helps to ensure that the remaining banks in the sample are free from

large idiosyncratic shocks that could confound estimates. There are 1645 BHCs in the

resulting sample, of which 31 are undercapitalised. Table 3.2 gives summary statistics for

the two groups.

Figure 3.8 plots the βk estimates with capital ratios as the dependent variable. The co-

efficients are generally insignificant in the quarters leading up to the start of the Basel

transition period. The positive and significant coefficients during the Basel transition

period suggest that undercapitalised banks increased their capital ratios by more than

capitalised banks. The coefficients rise over time, which indicates that undercapitalised

banks increased their capital ratios gradually over the transition period rather than in-

stantly adjusting following the announcement or only increasing their ratios close to the

final deadline. By 1992Q4, undercapitalised banks had increased their ratios by 4pps more

relative to capitalised banks.

I now test the first hypothesis from Section 4.2, namely whether undercapitalised banks

shrink the size of their balance sheet as part of their adjustment to tighter capital reg-

ulation. Figure 3.9 plots the coefficient estimates for total assets and loans. In both

cases, the estimates are insignificantly different from zero in most quarters during the

pre-Basel period. As with capital ratios, reductions in total assets and loans were gradual

over the transition period. By the end of 1992, undercapitalised banks appear to have

reduced the size of their balance sheet by about 10% relative to capitalised banks. Given

that undercapitalised banks increased their capital ratios by about 4pps more over this

period, a simple back-of-the-envelope calculation suggests that a 1pp increase in capital
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Figure 3.8: Event study estimates for capital ratios
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Note: this figure plots the βk estimates from estimation of Equation 3.2 where the dependent variable yist
is the risk-based capital ratio. The x-axis gives the quarters since Basel I with 0 corresponding to 1989Q1.
Capital ratios are estimated following Equation 3.1, and are winsorised at the 1st and 99th percentiles of
each quarter prior to estimation. Undercapitalised banks are those with a risk-based capital ratio below
8% in 1988Q1. 95% confidence intervals are shown and standard errors are two-way clustered at the bank
and time levels.

ratios translates to a 10
4 = 2.5% fall in total assets. The coefficient estimates are larger in

magnitude for total loans and reach -0.2 by 1992Q4. An equivalent calculation therefore

suggests that a 1pp increase in capital ratios causes a 5% fall in total loans.

Figure 3.9: Event study estimates for total assets and total loans
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Note: this figure plots the βk estimates from estimation of Equation 3.2. The left panel uses total assets
(in logs) as the dependent variable, while the right panel uses total loans (in logs). Undercapitalised banks
are those with a risk-based capital ratio (estimated using Equation 3.1) below 8% in 1988Q1. The x-axis
gives the quarters since Basel I with 0 corresponding to 1989Q1. 95% confidence intervals are shown and
standard errors are two-way clustered at the bank and time levels.

The next step is to understand whether specific loan types are affected more than oth-

ers. As noted in the second hypothesis, residential mortgages received a lower risk weight

(50%) compared to other loan types (100%), and so one may expect banks to cut resi-
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Figure 3.10: Event study estimates by individual loan types
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Note: this figure plots the βk estimates from estimation of Equation 3.2 where the dependent variable yist
is an individual loan type (commercial & industrial, consumer, residential and non-residential real estate
loans). Undercapitalised banks are those with a risk-based capital ratio (estimated using Equation 3.1)
below 8% in 1988Q1. The x-axis gives the quarters since Basel I with 0 corresponding to 1989Q1. 95%
confidence intervals are shown and standard errors are two-way clustered at the bank and time levels.

dential mortgages by less. Figure 3.10 gives the difference-in-differences estimates for four

individual loan types, namely commercial & industrial (C&I), consumer, non-residential

real estate and residential real estate loans. In virtually all cases, the coefficient esti-

mates for k < 1988Q4 are insignificant. The strongest effects appear to be in C&I and

non-residential real estate loans with coefficients reaching -0.24 and -0.33 in 1992Q4 re-

spectively. These imply that a 1pp increase in capital ratios is associated with 6% and

8.3% falls in C&I and non-residential real estate loans respectively. In accordance with

the second hypothesis, there are no significant effects on residential real estate loans.

6 Robustness

I run a variety of robustness checks to verify these findings: first, I check that the results are

not sensitive to the quarter in which treatment status is defined. I thus redefine treatment
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status based on 1988Q2 estimated capital ratios. As discussed in Section 2.2, the Basel

Committee announced Basel I in July 1988, and so the regulatory data for end-quarter

1988Q2 corresponds to 1 month before this announcement. Figure 3.15 shows that the

coefficient estimates are very similar to the baseline estimation. I also redefine treatment

status using 1987Q4 estimated capital ratios in Figure 3.16 and the same conclusions are

reached, though significance for C&I loans is less clear.

Second, Section 5.2 notes that undercapitalised banks were typically larger, allocated

a greater share of assets to lending and had high real estate exposure. One might be

concerned that these characteristics may interact with time-varying economic conditions

and thus confound the difference-in-differences estimates. For example, if the early 1990s

recession hit larger banks more than smaller banks, then one cannot be sure that the

decline in lending experienced by undercapitalised banks during the Basel transition period

was due to the regulation rather than the recession. To help mitigate these concerns, I

interact the values of total assets, loan-to-asset share and residential loan share in 1984Q1

with the quarter fixed effects. These variables allow for differential time trends by size

and loan exposure. Figure 3.17 shows that the results are robust to inclusion of these

interactions.

Third, one may be concerned that real estate is more exposed to an economic downturn

than other assets, and so if undercapitalised banks tend to specialise in real estate loans, the

cuts in lending could reflect conditions in the real estate market during the 1990s recession

hitting undercapitalised banks more than capitalised banks rather than the impact of

Basel. Whilst excluding non-S&Ls from the main analysis goes some way to dealing with

overexposure issues, I re-estimate the model by also dropping banks that have a real estate

loan share (as a proportion of total loans) above 50% in 1988Q1. The results are robust

to this, though the effects on C&I and non-residential real estate loans are quantitatively

larger relative to the baseline case (see Figure 3.18). Last, Figure 3.19 shows that the

results are robust to omitting very small banks.

7 Conclusion

The announcement of the Basel I reforms in 1988 represented a major shift in capital

regulation in the US by introducing a risk-based minimum requirement for capital ratios,

thus providing an ideal setting for identifying the impact of tighter capital requirements.

Given that risk-based capital ratios are not reported until 1990, I first obtain estimates
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of capital ratios going back to 1984. Using these pre-reform ratios, I show that banks

that were undercapitalised with respect to the new Basel standards just prior to its an-

nouncement were on average larger and specialised in residential and real estate loans. In

particular, many savings and loan associations (S&Ls) were undercapitalised. Exploiting

the heterogeneous exposure to the Basel reforms across banks based on pre-reform capi-

tal ratios, I estimate a dynamic difference-in-differences model to compare the behaviour

of undercapitalised and capitalised banks following the Basel announcement. I find that

bank capital ratios increase gradually in response to the tightening of requirements. A

1pp regulation-induced increase in capital ratios leads to 2.5% and 5% falls in total assets

and loans respectively. This reduction in lending is predominantly driven by commercial

& industrial and non-residential real estate loans which fall by 6% and 8.3% following a

1pp increase in ratios respectively. Instead, there is no significant effect on residential

mortgage lending. This finding is in line with the lower risk weight given to residential

mortgages relative to other loan types.

There are various avenues for further research on the impacts of capital regulation: first,

this paper looks at on-balance-sheet activities. However, banks may have shifted more

into off-balance-sheet activities such as securitisation of loans, and this could influence the

amount of loans that are actually reduced due to tighter capital regulation. Exploring

such securitisation activity could be an interesting dimension of study. Second, the nature

of Basel I meant that the riskiness of the individual borrower is irrelevant for the Basel I

calculations. As a result, undercapitalised banks may increase lending to riskier borrowers,

which could increase the financial vulnerability of the bank. Loan-level data linked to

characteristics of the borrower is needed to assess this possibility. Third, the state of the

business cycle could determine the most cost-effective way to increase capital ratios. For

example, it may be less costly to issue new stock during a boom and reduce lending in

a recession. The implementation of Basel I coincided with a nationwide recession, which

could explain the strong effects on lending found in this paper. It would be interesting to

study how balance sheet adjustments differ depending on the business cycle.
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Appendix

A Tables and figures

Figure 3.11: Number of banks
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Note: this figure plots the total number of banks in the Statistics on Depository Institutions (SDI) dataset
in red and the number of banks for which estimated capital ratios (using Equation 3.1) can be computed.

Figure 3.12: Kernel density plot of total loans by capitalisation status in 1988Q1

0
.1

.2
.3

.4
K

e
rn

e
l 
d
e
n
s
it
y

0 5 10 15 20
Total loans (in logs)

Undercapitalised Capitalised

Note: this figure shows a kernel density plot of total loans (in logs) for undercapitalised and capitalised
banks. Undercapitalised banks are those with estimated capital ratios below 8% in 1988Q1, while capi-
talised banks have an estimated ratio above 8%. The estimated capital ratios are obtained from running
Equation 3.1. The Epanechnikov kernel function is used to produce the kernel densities.
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Figure 3.13: Kernel density plot of real estate loans share by capitalisation status in

1988Q1
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Note: this figure shows a kernel density plot of real estate loans share (as a proportion of total loans)
for undercapitalised and capitalised banks. Undercapitalised banks are those with estimated capital ratios
below 8% in 1988Q1, while capitalised banks have an estimated ratio above 8%. The estimated capital
ratios are obtained from running Equation 3.1. The Epanechnikov kernel function is used to produce the
kernel densities.

Figure 3.14: Proportion of banks that are S&Ls by capital ratio quantile in 1988Q1
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Note: this figure shows the proportion of banks that are savings and loans associations (S&Ls) in each of
20 quantiles computed using 1988Q1 estimated capital ratios. The 1st quantile corresponds to the least
capitalised banks in 1988Q1 (0-5th percentile), while the 20th covers the most capitalised banks (95-100th

percentile). The horizontal red line corresponds to the proportion of institutions that are S&Ls across all
quantiles. The estimated capital ratios are obtained from running Equation 3.1.
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Table 3.2: Summary statistics by capitalisation group

Means

Overcapitalised Undercapitalised p

Risk-based capital ratio 15.99 7.40 0.00
Equity-to-assets ratio 8.49 4.85 0.00
Total assets (in logs) 10.68 12.66 0.00
Total loans and leases (in logs) 10.01 12.26 0.00
Loans-to-asset ratio 54.03 69.23 0.00
Real estate loans share (of total loans) 35.49 41.27 0.10
Residential loans share (of total loans) 21.27 27.58 0.04
C&I loans share (of total loans) 21.64 25.18 0.15

N 1614 31

Note: this table shows mean values for a variety of variables separately for the ‘Capitalised’ and
‘Undercapitalised’ groups used for the baseline difference-in-differences specification. Means are com-
puted using data from 1984Q1. The first column shows the group means for ‘Capitalised’ banks, which
are those with estimated capital ratios above 8% in 1988Q1. The second column shows the 1988Q1
group means for ‘Undercapitalised’ banks, which have ratios below 8%. The estimated capital ratios
are obtained from running Equation 3.1. The third column shows p-values of equality of means.
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B Data construction

B.1 Steps for variable selection

1. Consider only variables for total activity, i.e. remove variables pertaining to only

domestic or foreign activity. Given that many banks only operate in the US, domestic

activity equals total activity for most banks, and so including both domestic and

total activity variables could generate collinearity.

2. Keep only those variables with values for at least 90% of observations in each quarter

from 1984Q1 to 1999Q4.

3. Drop variables with a value of zero for 40% of observations in the sample.

4. Remove perfectly collinear variables and those manually identified to be highly

collinear.

B.2 Variables used to estimate capital ratios

Table 3.3: Variables used to estimate capital ratios

Variable Notes

Total assets Sum of all asset items

Premises and fixed as-
sets

Premises and fixed assets (including capitalised
leases)

Cash and due Total cash and balances due from depository
institutions (including interest- & noninterest-
bearing deposits)

Noninterest-bearing
cash & due

Noninterest-bearing cash (currency and coin)
and balances due from depository institutions

Cash items Cash items in process of collection, unposted
debits and currency and coin

Total deposits Total deposits

Interest-bearing de-
posits

Interest-bearing consolidated office deposits

Deposit interest ex-
pense

Interest expense on total deposits (domestic and
foreign)

Total interest expense Total interest expense
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All other non-interest
expense

Includes all operating expenses of the entity not
required to be reported elsewhere in regulatory
returns

Premises and fixed as-
sets expense

Expenses of premises and fixed assets (net of
rental income and excluding salaries and em-
ployee benefits and mortgage interest)

Total bank equity capi-
tal

Total bank equity capital

Common stock Includes the aggregate par or stated value of
common stock issued

Surplus Surplus (excludes all surplus related to preferred
stock)

Salaries and employee
benefits

Salaries and employee benefits

Income (loss) before in-
come taxes and discon-
tinued operations

Income (loss) before income taxes and discon-
tinued operations

Loan income Total interest and fees on loans

Interest income Total interest income

Other noninterest in-
come

All other noninterest income

IRAs and Keogh plans
deposits

Individual retirement accounts (IRAs) and
Keogh plan accounts held in domestic offices

Security income Total interest and dividend income on: US Trea-
sury securities, US government agency and cor-
poration obligations, securities issued by states
and political subdivision in the US, other domes-
tic debt securities, foreign debt securities, and
equity securities

Allowances for loan and
transfer risk

Allowance for loan and lease financing receivable
losses and allocated transfer risk

CI loans Commercial and industrial loans

Consumer loans Loans to individuals for household, family and
other personal expenditures

Other consumer and re-
lated plans

Other revolving credit plans and other consumer
loans

Loans and leases Loans and lease financing receivables including
unearned income

Allowances for loan and
leases

Allowance for loan and lease financing receivable
losses

Real estate loans Loans secured by real estate

Non-farm non-
residential real estate
loans

Non-farm non-residential properties secured by
real estate held in domestic offices
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Residential loans Loans secured by 1-4 family residential proper-
ties held in domestic offices

Total N/C loans and
leases

Total loans and lease financing receivables 90
days or more past due and nonaccrual

Net income Net income attributable to the bank

Net noninterest expense Net noninterest expense (noninterest expense
minus noninterest income)

Noninterest income Total noninterest income

Noninterest expense Total noninterest expense

Time deposits over
$100,000

Time deposits of $100,000 or more held in do-
mestic offices

Other assets Other assets

Income earned not col-
lected

Income earned, not collected

Other liabilities Other liabilities

Expenses accrued and
unpaid

Total expenses accrued and unpaid (includes
accrued interest payable and income taxes
payable)

All other liabilities Includes amounts that cannot be reported prop-
erly against other liability items

Other real estate owned The book value (not to exceed fair value), less
any accumulated depreciation of all real estate
other than bank premises actually owned by the
bank and its consolidated subsidiaries

Securities Total securities: the sum of held-to-maturity se-
curities at amortised cost, available-for-sale se-
curities at fair value and equity securities with
readily determinable fair values not held for
trading on a consolidated basis

US Agency Total US government agency and corporation
obligations

Allowance for credit
losses

Allowance for credit losses

Note: this table provides a list and description of all variables considered in the non-linear least squares
estimation of capital ratios (Equation 3.1). Data used is raw data directly from the Statistics of Depository
Institutions (SDI) compiled by the Federal Deposit Insurance Corporation (FDIC).
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Table 3.4: Dependent variables used in difference-in-differences estimation

Variable Notes

Capital ratio Obtained using Equation 3.1 and winsorised at the 1st

and 99th percentiles of each quarter

Total assets Sum of all asset items

Total loans Total loans and leases, net of unearned income

Consumer loans Loans to individuals for household, family and other
personal expenditures

CI loans Commercial and industrial loans

Residential loans Loans secured by 1-4 family residential properties held
in domestic offices

Real estate loans Loans secured by real estate other than residential
loans

Note: this table provides descriptions of dependent variables used in the difference-in-differences estimation
(Equation 3.2). Data used is raw data directly from the Statistics of Depository Institutions (SDI) compiled
by the Federal Deposit Insurance Corporation (FDIC).
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Chapter 4

Credit, Capital and Crises: a

GDP-at-Risk approach

1 Introduction

What is the relationship between vulnerabilities associated with elevated debt and asset

prices and downside risks to economic growth? Recent research has established a strong

relationship between indicators of financial conditions derived from asset prices and down-

side risks to growth in the near term up to one year ahead (Adrian et al., 2019). In this

paper, we augment this programme of research by considering a wider set of macropru-

dential indicators, including measures of credit, house prices, external imbalance, and

banking system resilience – information routinely monitored by central banks. We find

that these indicators have forecasting power over downside risks to economic growth over

the medium-term, specifically 3 to 5 years ahead.

We first construct a novel cross-country panel dataset covering 16 advanced economies

over the period 1980:Q4-2017:Q4. For each country, we collect information on credit-to-

GDP ratios, house price growth, current account imbalances, and a fast-moving measure

of financial conditions. We also construct a measure of banking sector leverage computed

as tangible common equity ratios, which we obtain by aggregating individual bank balance

sheet information in each country. This permits us to assess the impact of the substantial

increase in capital requirements, and hence banks’ capital, following the Global Financial

Crisis on downside risks. We apply quantile regressions (Koenker and Bassett, 1978) to

estimate the relationship between these indicators and the shape of the GDP growth

distribution across our panel. Using local projections (Jordà, 2005), we explore how
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this relationship varies up to 20 quarters ahead, focusing on the 12-quarter horizon as

a benchmark. Given implementation and transmission lags, this arguably is the relevant

policy horizon for implementing macroprudential policy responses to address the impact

of building vulnerabilities.1

We find significant relationships between each of the vulnerability metrics and the 5th

percentile of the future GDP growth distribution (which we refer to as “GDP-at-Risk”).2

Moreover, these relationships are both economically intuitive and meaningful in magni-

tude. Forecasting 12 quarters ahead, we find that GDP-at-Risk cumulatively deteriorates

by 0.9, 0.75 and 1.5 percentage points following one-standard-deviation increases in the

3-year change in the credit-to-GDP ratio, 3-year real house price growth and the current

account deficit (as a proportion of GDP) respectively. These results are consistent with

findings from the early-warning literature that analyses the precursors of banking and

currency crises (e.g., Reinhart and Kaminsky, 1999; Schularick and Taylor, 2012).

In a novel result, we find that higher bank capital mitigates these increases in risk: a

one-standard-deviation increase in bank capitalisation, as measured by tangible common

equity ratios, leads to a cumulative 0.9 percentage point improvement in GDP-at-Risk over

three years. By contrast, the median projection does not significantly change in response

to higher bank capital. This finding is consistent with theories that emphasise the role

of bank capital as a buffer to absorb losses in a stress. Franta and Gambacorta (2020)

provide collaborating evidence on the positive and significant role of macroprudential

policies, in the context of loan-to-value ratio and loan provisions, in mitigating the risks

to output growth. Similarly, Galán (2020) shows the benefits of macroprudential policies

on the left-hand tail of GDP growth distribution. Boyarchenko et al. (2020) confirms the

benefits of the increases in capital ratio in reducing downside risks to growth in the US.

The positive impact of tighter macroprudential policy in mitigating the downside risks to

growth originating from loose financial conditions is explored by Brandao-Marques et al.

(2020).

In contrast to Adrian et al. (2018), we find no impact on 3-year-ahead GDP-at-Risk

from movements in financial conditions or asset price volatility. The impact of these

indicators is apparent only in the near term (i.e. at horizons of up to one year), over

which time a tightening in financial conditions depresses GDP-at-Risk. This finding is in

1For instance, unless in exceptional circumstances, the countercyclical capital buffer has an implemen-
tation lag of one year. Moreover, macroprudential authorities may prefer to vary their countercyclical tools
in a gradual manner (see, for example, Bank of England, 2016).

2See Cecchetti (2006) and De Nicolò and Lucchetta (2012) for early expositions of this approach, and
Adrian et al. (2018) and Adrian et al. (2019) for more recent contributions to this literature.
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line with evidence from Plagborg-Møller et al. (2020) that financial variables have limited

forecasting power. Our findings are robust to alternative specifications of our regression

equation such as the inclusion of the Miranda-Agrippino and Rey (2015) measure of the

global financial cycle and single variable quantile regression setups.

Using our estimates, we illustrate the significant time variation in medium-term tail risks

in advanced economies over the past four decades, decomposing the contributions of each

of our vulnerability indicators. In the United States, our estimates point to a sharp

deterioration in the 3-year-ahead forecast of GDP-at-Risk prior to both the early 1990s

recession and the Global Financial Crisis driven by rapid growth in credit and house prices

and, on the latter occasion, a widening current account deficit.

While this retrospective analysis is encouraging, we find that including the crisis episode

and its aftermath is key to uncovering the impact of bank leverage on tail risk in our

sample. When calculated over subsamples, we find an unstable relationship between these

variables prior to 2007. This finding is perhaps unsurprising given that the Global Finan-

cial Crisis was the first simultaneous full-blown banking crisis hitting advanced economies

since the Great Depression. More promisingly, the relationships between other vulnera-

bility metrics and GDP tail risk are robust across subsamples. In particular, estimates of

the impact of house prices, current account deficits and financial conditions remain stable.

While there is some instability in the estimated impact of credit growth in our full baseline

model, we find the impact of this indicator to be stable in single variable regressions.

These findings may be of interest to policymakers in central banks and other policy insti-

tutions charged with monitoring systemic risks in the financial system. Since the crisis, a

plethora of such macroprudential frameworks and associated policy committees have been

set up for this purpose. Edge and Liang (2019) document that such committees now exist

in 47 countries around the world. A key challenge in operationalising these frameworks is

improving our understanding of the impact of indicators of underlying vulnerabilities ob-

servable today on the potential for destabilising financial instability in future. Our findings

contribute to our collective understanding of these relationships, and hence can inform the

inferences policymakers draw from developments in different macroprudential indicators.

They suggest the potential for conditioning the stance of macroprudential policy on such

vulnerability indicators. These findings will also be of interest to researchers working to de-

velop macroeconomic models that can generate crisis dynamics (Adrian and Boyarchenko,

2012; Brunnermeier and Sannikov, 2014; He and Krishnamurthy, 2014). Our results can

inform the development and calibration of these models by providing some basic empirical
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facts about the precursors of tail risk events.

Our paper relates to three main strands of the literature: first, and most directly, we

build on a strand of studies that use quantile regressions to estimate the distribution

of GDP growth conditional on financial and economic conditions (Adrian et al., 2018;

Aikman et al., 2018; Adrian et al., 2019; Franta and Gambacorta, 2020; Galán, 2020).3

We contribute to this body of work by exploring how downside risk changes with respect

to multiple indicators, including the effect of measures of banking system resilience.

Second, our work relates to the large literature on early warning indicators of financial

crises, which seeks to find empirical regularities in the run-up to financial crises. Perhaps

the most important result in this literature is the importance of credit-based variables

as leading indicators of both the likelihood and severity of crises (see e.g., Schularick

and Taylor, 2012; Jordà et al., 2013).4 In this paper, we provide new evidence on the

relationship between banking system capital ratios and macroeconomic tail risk. The

closest empirical work to ours is Jordà et al. (2017), who examine the relationship between

bank capital ratios and the probability and severity of crises using a large cross-country

data set. While they find no relationship between measures of bank capital and the

probability of crises, they show that conditional on being in a crisis, countries with better

capitalised banking systems experience faster recoveries. While our procedure does not

condition on crisis states, our results are qualitatively consistent with theirs in that we

find that higher capital ratios improve tail growth outcomes over the medium term. Our

finding is also consistent with microeconometric evidence that banks that entered the

financial crisis with higher capital ratios contracted their lending by less (Carlson et al.,

2013) and with work documenting the transmission of bank distress to real economic

activity (see, for example, Chodorow-Reich (2014), who shows that bank distress led to

an economically significant reduction in employment at small and medium-sized US firms

reliant on bank credit). Third, our work relates to the growing literature on the real effects

of macroprudential policy actions (e.g., International Monetary Fund, 2011; Kuttner and

Shim, 2016; Bruno et al., 2017; Akinci and Olmstead-Rumsey, 2018; Richter et al., 2018).

The rest of the paper is organised as follows: Section 2 introduces our data and Section

3 describes our quantile regression methodology. Section 4 presents our results, while

3Previously, the impact of housing and equity price booms on tail risks were explored by Cecchetti
(2006) and Cecchetti and Li (2008). Similarly, Giglio et al. (2016) employs quantile regressions to assess
the predictive power of various systemic risk indicators.

4For research on the relationship between credit growth and financial crisis risk, see Gavin and Haus-
mann, 1996; McKinnon and Pill, 1996; Eichengreen and Arteta, 2000; Honohan, 2000; Bordo et al., 2001;
Borio and Lowe (2002a,b, 2004); Borio and Drehmann, 2009; Drehmann et al., 2011; Mendoza and Ter-
rones, 2014; Baron and Xiong, 2017; Bridges et al., 2017.
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Section 5 concludes. Additional analysis and details of the dataset are left to Appendices

A and B, respectively.

2 Data

Our analysis is based on a cross-country panel dataset using time series from 16 advanced

economies over the period 1980:Q4-2017:Q4. These countries are: Australia, Belgium,

Canada, Denmark, Finland, France, Germany, Ireland, Italy, Netherlands, Norway, Spain,

Sweden, Switzerland, the United Kingdom, and the United States.5

For each country, we collect time series for five vulnerability measures: i) the 3-year

percentage point change in the private non-financial sector credit-to-GDP ratio; ii) 3-

year real house price growth; iii) the current account deficit as a percentage of GDP; iv)

realised volatility over one quarter in equity prices (we also report results replacing this

with a financial conditions index); v) banking system tangible common equity (TCE) to

total asset ratios as a measure of the resilience of the financial system. The TCE ratio is

a widely-used measure of banks’ resilience (see Basel Committee on Banking Supervision,

2010; Demirgüç-Kunt et al., 2013).6 The measurement of indicators i) - iii) is relatively

standard, but iv) and v) warrant some further discussion.

Bank capital

To construct a cross-country dataset for the TCE ratio, we first collect individual bank

balance sheet data on group-level TCE (defined as common equity minus preference shares

and intangible assets) and total tangible assets for banks in each of the aforementioned

countries.7 This information is obtained from Thomson Reuters Worldscope.8 The TCE

ratio for a bank is the ratio of its tangible common equity to tangible assets. To aggregate

these data into a single country-level TCE ratio that is comparable over time, we use a

chain-weighted approach, which allows us to take into account the entry and exit of banks

each period. Details of this approach are provided in Appendix B with summary statistics

5We experimented with including Japan in this sample, but found that its inclusion generated implau-
sibly large moves in some of the estimated coefficients. We re-ran our estimation removing each country
individually, and the results did not change significantly when any other country was removed.

6The TCE measure we use is strongly correlated with other measures of banking system leverage. For
instance, it has a correlation of 0.75 with the Bank of England’s leverage indicator for the United Kingdom.

7Total assets here covers total cash and due from banks, investments, net loans, customer liability
on acceptances, investment in unconsolidated subsidiaries, real estate assets, net property, plant and
equipment and other assets.

8In general, Worldscope targets publicly quoted companies, and its coverage depends on certain criteria
being met, such as a market capitalisation of over $100m or belonging to one of the major stock indices.
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on the banks in our sample provided in Table 4.4. Data are available at annual frequency

– our measure for year t is taken at the end of year t, and is linearly interpolated to create

a quarterly series. As we discuss later, our results do not change significantly if we use

the annual series.

Financial conditions

To estimate the impact of country-specific financial conditions, we explore two alternative

variables. We first use equity price volatility as a proxy for financial conditions in our

baseline specification to make use of its longer data availability. This series can be extended

back to 1980 with the other variables in our specification. The volatility series is measured

as the monthly standard deviation of daily returns in each country’s equity price index.

For robustness, we also show results using a financial conditions index (FCI) with a sample

beginning in 1991 as in Eguren-Martin and Sokol (2020). This FCI is a modified version of

that constructed by International Monetary Fund (2017), which follows the methodology

of Koop and Korobilis (2014). The headline FCIs comprise of term spreads, interbank

spreads, corporate spreads, sovereign spreads, long-term interest rates, policy rates, equity

returns, and equity volatility. House price and credit growth variables are removed as they

are introduced to the specification separately to isolate their impact.9 The FCI and equity

volatility series are strongly correlated; for the US, the correlation is 0.92, while for the

UK it is 0.72.

It is a difficult task to disentangle the effect of each variable has on the complex financial

system individually. The variables we use in our reduced-form analysis allow us to explore

the correlation, rather than the causal relationship, of how downside risks to output growth

change when a variety of indicators is considered. These variables exhibit correlations with

each other with some being significant. However, these correlations are small, with the

largest being 0.34, as Figure 4.11 demonstrates. This gives us confidence to consider

multiple indicators in the same system.

In addition to the variables we discussed, we also use the central bank’s policy rate and

inflation rate alongside lagged quarterly GDP growth for each country in the empiri-

cal analysis as macroeconomic control variables. All variables are standardised by their

country-level means and standard deviations. We provide details of the data sources and

descriptive statistics in Appendix B.

9We would like to thank Fernando Eguren-Martin for providing these data. Eguren-Martin and Sokol
(2020) discuss the properties of a related FCI measure and its global component.
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3 Quantile regression methodology

In this section, we turn to quantile regressions to explore how the full distribution of

real GDP growth varies with the vulnerability metrics described in the preceding section.

Quantile regression is a widely-used technique that allows researchers to analyse how

changes in a set of conditioning variables influence the shape of the distribution of the

variable of interest (Koenker and Bassett (1978)). In our application, we estimate quantile

regressions for a panel of advanced economy countries, requiring the treatment of country-

specific fixed effects to avoid estimation bias. We follow Canay (2011) and assume that

country fixed effects are locational shifts for the entire distribution (i.e. country fixed

effects are the same across different quantiles). Under this assumption, we are able to

employ a two-step procedure to eliminate country fixed effects and estimate our coefficients

of interest.10

The first stage involves using a standard within estimator to estimate the fixed effects.

We estimate the following linear pooled panel model by OLS:

yi,t+h = αh
i + γhXi,t + ϵi,t, (4.1)

The left-hand-side of Equation 4.1 is the average annualised growth rate of real GDP over

h quarters, yi,t+h, where yi,t+h =
(Yi,t+h−Yi,t)

h/4 and Yi,t+h denotes the log level of real GDP

of country i at time t+ h for horizons h = 1, 2, . . . , 20 quarters. Our coefficient units are

thus comparable across horizons. Fixed effects are denoted by αh
i and Xit contains our

vulnerability metrics and control variables described in Section 2 for country i measured

at time t.11

Canay (2011) shows that the fixed effects can be estimated as:

α̂h
i =

1

N

∑
i,t

(yi,t+h − γ̂hXi,t)

In the second stage, we define the dependent variable as y∗i,t+h = yi,t+h − α̂h
i . We then

10There are other ways of treating fixed effects in quantile regression setting, e.g., Galvao (2011).
However, these methods rely on larger panel datasets to estimate fixed effects accurately at each quantile.

11In our baseline model, the y variable is not standardised which means that coefficients can be in-
terpreted as percentage point changes in real GDP growth. The results do not change significantly if we
standardise GDP growth as well as the explanatory variables.
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proceed with quantile regressions as follows to estimate βhτ ,

β̂hτ = argmin
βh

∑
i,t

ρτ (y
∗
i,t+h −Xi,tβ

h
τ )

where τ denotes the quantile under consideration and ρτ is the standard asymmetric

absolute loss function: ρτ (u) = u× (τ − 1{u < 0}). The model is estimated from 1 to 20

quarters ahead using local projections (Jordà, 2005) to understand how the left tail of GDP

growth develops over the forecast horizon. For inference, we follow the block bootstrapping

method of Kapetanios (2008).12 This method resamples the data over blocks of different

time series dimensions to generate the standard errors of the estimated coefficients for

respective quantiles. In our application, we resample the time series observations with

replacement using 8 blocks (corresponds to 2 years), although changing the block size to

4 or 12 blocks does not alter our results.

4 Results

We first focus on the relationship between our vulnerability indicators and the projected

5th percentile of GDP growth (henceforth referred to as “GDP-at-Risk”). Figure 4.1 plots

local projections of the estimated change in GDP-at-Risk at various horizons. The results

are reported for common annualised GDP growth units. Note that we invert the sign of

the current account balance and equity volatility following our priors that an increase in

the current account deficit and periods of low volatility may bring about a deterioration

in GDP-at-Risk over the medium term. Before turning to the results, it is important to

emphasise that we have also performed the quantile regressions by considering one variable

at a time, rather than using all of them in the same equation, and the local projection

results remain broadly the same. This allows us to pursue the decomposition exercise in

the next subsection.

Overall, the coefficients for credit and the current account are always negative. Therefore,

stronger increases in credit-to-GDP ratios or a wider current account deficit has a detri-

mental effect on tail risk across our entire forecast horizon. Stronger house price growth

appears to have a beneficial effect in the short term, but in the medium term this effect is

more than offset and the coefficient is negative after around two years. The fast moving

volatility measure is only significant in the short term, indicating that a sharp spike in

this indicator increases tail risk immediately, but has little impact in the medium term.

12See also Lahiri (2003).
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Figure 4.1: Baseline results - impact on 5th percentile of GDP growth at different

horizons

(a) Credit-to-GDP (3 year pp change)
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(c) Real house price growth (3 year)
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(e) Bank capital (TCE) ratio
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Note: These charts show the impact of a one-standard-deviation increase in a given indicator at time t
on the 5th percentile of real GDP growth at each horizon on the x-axis. GDP growth is measured as
the average annual growth rate at each horizon. Confidence intervals represent +−1 standard deviation.
Standard errors are generated using block bootstrapping following Kapetanios (2008).

Finally, an increase in the capital ratio has a beneficial effect for GDP-at-Risk in the

medium term. Our baseline specification also includes an intercept and controls, results

for which are reported in Figure 4.7.
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We proceed by discussing these results in two stages: first, we focus on the impact of

innovations in vulnerabilities on GDP-at-Risk over the medium term, which we take as a

three-year horizon. Given that the local projections presented in Figure 4.1 are relatively

flat between quarters 12 and 20, our focus on the 12th quarter is representative of a

broader medium-term (3-to-5 year) horizon.13 Second, we discuss our results across the

GDP growth distribution, expanding our attention beyond the 5th percentile GDP-at-Risk

measure.

4.1 Downside risks to growth over the medium term

In Figure 4.2, we summarise the impact of each of our vulnerability indicators and macroe-

conomic controls on GDP-at-Risk at the three-year horizon. We discuss each indicator in

turn.

Credit, house prices, and current account deficits

We find that medium-term tail risks to growth are aggravated by periods of rapid credit

growth, house price growth, and large current account deficits. This chimes with insights

from the voluminous literature on early warning indicators of financial crises, a typical

finding of which is that credit booms accompanied by rapid house price inflation tend to

increase the probability and severity of crises (see, for example, Kaminsky and Reinhart,

1999; Schularick and Taylor, 2012; Jordà et al., 2013; Aikman et al., 2018).

The estimated impacts of each of these three vulnerabilities on GDP-at-Risk are both

statistically and economically significant. For example, a one-standard-deviation increase

in the 3-year change of the credit-to-GDP ratio is associated with a 0.3 percentage point

weaker GDP-at-Risk per annum over the next 3 years, thus cumulating to 0.9 percentage

points over this period.14 To give a sense of scale, between 2004 and 2007, the UK’s

credit-to-GDP ratio rose by 23 percentage points, 1.3 standard deviations above the mean

change over the sample. Our credit result thus suggests that this was associated with

a cumulative 1.2 percentage point deterioration in 3-year-ahead GDP-at-Risk over this

13Note that the local projections in Figure 4.1 give the average annual growth impact at each horizon.
A flat, non-zero projection therefore implies a building cumulative level effect over time. For example, a
coefficient of 0.25pp at the 4-year (16-quarter) horizon implies a total level effect of 1pp on GDP-at-risk.
At the 5-year horizon it would imply a 1.25pp cumulative effect. If, instead, the level effect were permanent
at 1pp, we would expect to see the projection gradually decay at longer horizons (to 0.2 in year 5, 0.17 in
year 6, 0.14 in year 7, and so on).

14As a robustness check, Figure 4.8 reports results of our baseline specification with credit split into
its contributions from household and corporate borrowers. We find that after 20 quarters the effect of the
changes in household credit is twice as severe as that of corporate credit.
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period. The results remain the same if we use credit gap instead of credit-to-GDP ratio

in the quantile regressions.

The estimated coefficient on real house price growth is similar in magnitude (−0.75 per-

centage points cumulatively), but somewhat less precisely estimated. The estimated im-

pact of current account deficits on tail risk is twice as large, with a one-standard-deviation

increase in the deficit increasing the severity of GDP-at-Risk in the medium term by 1.5

percentage points cumulatively. This is qualitatively consistent with potential amplifica-

tion mechanisms associated with a heavy reliance on foreign funding. For example, to

the extent that foreign flows prove relatively flighty, a large deficit may be associated with

greater amplification of asset price and funding cost adjustments in the event of an adverse

shock.

As a cross-check on these results, Appendix A reports results from an alternative specifi-

cation of quantile regressions where the impact of each vulnerability indicator is estimated

individually (see Figure 4.9).15 We obtain broadly similar results in this exercise. The

medium-term coefficients for real house price growth and the current account change very

little, but the magnitude of the coefficient for credit increases by two-thirds.

Figure 4.2: Impact of each variable on 5th percentile of GDP growth at 3-year horizon
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Note: This figure shows the impact of a one-standard-deviation increase in a given indicator at time t on
the 5th percentile of real GDP growth after 12 quarters. The impact on GDP growth is measured as the
average annual growth rate over 3 years. Confidence intervals represent a +−1 standard deviation. Standard
errors are generated using block bootstrapping following Kapetanios (2008).

15These regressions with individual vulnerability indicators also include macroeconomic controls.
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Volatility and financial conditions

We find that a reduction in volatility is associated with a small decrease in the severity of

GDP-at-Risk three years ahead. However this relationship is not statistically significant.

As a cross-check on this finding, Table 4.1 (column 2) reports results from a regression

where we replace our volatility measure with an index of financial conditions from Eguren-

Martin and Sokol (2020).16 Due to the availability of the index, we start our sample in

1991. Reassuringly, our baseline results do not materially change in this variant, and we

continue to find only a small relationship between financial conditions and medium-term

GDP-at-Risk.17

Adrian et al. (2018) show that loose financial conditions create an intertemporal trade-off

in that they reduce tail risks in the near term at the expense of a modest deterioration in

GDP-at-Risk in the medium term. We observe very similar results when our regression

specification is stripped down to include just the financial conditions index and lagged

GDP growth. However, the medium-term impact on GDP-at-Risk cannot be distinguished

from zero when we add our various vulnerability indicators and further macroeconomic

controls, with the change in the policy rate having a noticeable impact.18 This finding

is in line with evidence from Plagborg-Møller et al. (2020) that financial variables might

have limited power on forecasting downside risks.

To the extent that the transmission of loose financial conditions to larger macroeconomic

tail risks operates via boosting property prices and fostering excessive credit growth, we

capture these channels directly with the inclusion of these variables. Indeed, Adrian et al.

(2018) find that the impact of loose financial conditions on GDP-at-Risk in the medium

term is amplified in the event of credit boom, defined as a dummy variable when credit

growth is in the top 30 percent of its distribution. For the purposes of informing the

gradual application of countercyclical macroprudential policy, our preferred approach is

to estimate a continuous mapping from building credit vulnerabilities to GDP-at-Risk

directly rather than relying on a binary credit boom indicator.

Given that changes in downside risks may be driven by global developments, we consider

how fluctuations in the global financial cycle influence GDP-at-Risk. Our hypothesis is

16Eguren-Martin and Sokol (2020) follow the same methodology that the IMF employ in constructing
cross-country FCIs which they regularly publish in their Global Financial Stability Reports, see e.g., https:
//www.imf.org/en/Publications/GFSR/Issues/2017/03/30/global-financial-stability-report-april-2017.

17An exception is the coefficient on real house price growth, which loses significance in this shorter
sample.

18Adrian et al. (2018) include credit growth and house price measures within their FCI measure. In
contrast, we strip these out of our FCI measure to avoid overlap with our slow-moving credit and house
price vulnerability measures.
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that when risk appetite is heightened globally, downside risks to growth over the medium

term are more severe than if this is only a domestic development.19 We explore this in

the third column of Table 4.1 by re-estimating our baseline model with the global factor

of Miranda-Agrippino and Rey (2015) replacing domestic equity volatility.20

As reported in Table 4.1, this global factor is found to have a material impact on GDP-

at-Risk at the 3-year horizon. An increase in global asset prices (i.e. a loosening in global

financial conditions) is estimated to increase the severity of a downturn by about 2 per-

centage points cumulatively over this horizon. This is consistent with Eguren-Martin and

Sokol (2020), who find an important role for the global factor in their FCI measure. The

coefficients on the other variables in our regression are broadly unaffected by the inclusion

of a global factor: the coefficients on credit and the current account are of a similar mag-

nitude, and the coefficients on house prices and capital have the same sign, but a smaller

size. Overall, this relative stability in our estimates indicates that the global factor pro-

vides additional information over our sample that is uncorrelated with our other regressors.

Bank capital

Turning to the impact of financial system resilience, we find that higher levels of banking

system capital significantly improve GDP-at-Risk in the medium term. This is a novel

finding, consistent with the notion that credit crunch amplification mechanisms are a key

driver of severe macroeconomic tail events and that higher banking sector capitalisation

can forestall these adverse dynamics. We find that a one-standard-deviation increase in

the banking sector’s TCE ratio improves GDP-at-Risk by 0.9 percentage points cumula-

tively over the following three years. As an illustration, the United Kingdom’s TCE ratio

averaged 4.1% over our full sample with a standard deviation of 0.9 percentage points. In

2007, this ratio had fallen to 1.9%, 2.5 standard deviations below its average level. We

estimate that this diminution in resilience alone is sufficient to account for a 2.3 percentage

point deterioration in GDP-at-Risk cumulatively from 2008 to 2010.

One potential concern is that our bank capital measure is based on annual bank reports

and has been interpolated to a quarterly frequency in order to match the frequency of

other series in our panel. When we repeat our analysis with annual data, we obtain a

near-identical 0.3 percentage point coefficient on capital at the three-year horizon and the

19Alessi and Detken (2011) find measures of global liquidity to be amongst the best leading indicators
of financial crises in OECD countries. Cesa-Bianchi et al. (2019) report a similar finding.

20The results are broadly unchanged in an alternative specification where the global factor is included
in addition to domestic equity volatility.
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coefficient remains statistically significant (see Table 4.1 column 4).21

4.1.1 Decomposing GDP-at-Risk

In Figure 4.3, we use our baseline regression results for the medium term (3 years ahead)

as a lens through which to view the drivers of tail risks to growth in the United Kingdom

and United States over our sample. The upper panel shows the time series of predicted UK

GDP-at-Risk, while the lower panel shows the estimated series for the United States. The

black solid line shows the level of tail risk 3 years after each point in time as predicted by

our model. For example, the reading for 2005:Q1 is the 5th percentile of the distribution

of average annual GDP growth over the period 2005:Q1-2008:Q1 as predicted in 2005:Q1.

One important caveat to this exercise is that we do not identify orthogonal disturbances.

Rather, the contributions in this case show the impact on the risk projection of “news” in

the time series of each of the right-hand-side variables of our regression.

Our model suggests that medium-term tail risks to growth have fluctuated significantly

in both countries over our sample period. In the United Kingdom, GDP-at-Risk reached

highly elevated levels prior to the 1990-1991 recession, driven by rapid growth in credit and

house prices, an expanding current account deficit and extremely tight monetary conditions

following increases in Bank Rate from 7% in May 1988 to almost 15% in October 1989.

Each of these factors went into reverse following the recession, ushering in a prolonged

period where risks to growth were subdued.

This benign period continued up until the late 1990s/early 2000s, when rapid growth in

credit and house prices resumed, this time accompanied by weaker bank capital adequacy.

This created a large and persistent increase in growth tail risks by the mid-2000s. By

2006:Q2, over two years before the failure of Lehman Brothers heralded the worst of the

Global Financial Crisis, our model predicts that GDP-at-Risk was -3.9% cumulatively

over the subsequent 3 years. In the aftermath of the crisis, our model views risks to the

economy as having declined significantly, driven by modest increases in credit and house

prices and the strengthening in banking system capital. The increase in bank capital is

estimated to have reduced tail risks to growth by nearly 4 percentage points cumulatively.

Offsetting these positive developments to some extent, however, has been the increasing

current account deficit.

Our estimate of GDP-at-Risk for the United States shares a remarkably similar time

21We take end-year measures of our risk indicators and macroeconomic controls to match the frequency
of the bank capital series.
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path. Risks to growth are estimated to have built significantly in the mid-to-late 1980s,

driven by rapid growth in credit and house prices and against the backdrop of a weakly

capitalised banking system. These risks were increased materially by the tightening in

monetary policy in the late 1980s, culminating in the 1990-1991 recession. Just as for the

United Kingdom, a benign period followed where tail risks to growth remained persistently

subdued. Unsurprisingly, given the absence of equity valuations in our model, we miss the

mild recession in 2001 that followed the collapse of the dot-com bubble.

Figure 4.3: Decomposition of GDP-at-Risk at the 3-year horizon

(a) UK – 3 years ahead
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(b) USA – 3 years ahead
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Note: The black solid line shows the average annual 5th percentile of GDP growth 3 years after each point
in time, as predicted by our model and using coefficients estimated from the full sample. The bars show
the contribution of each indicator to that total. The cumulative impact at each point can be calculated
by multiplying by 3.

We do, however, capture an unprecedented build-up in GDP-at-Risk from the mid-2000s

onwards, driven by rapid growth in credit and house prices, and notably the widening in the

current account deficit.22 Many contemporaneous accounts emphasised risks associated

22In contrast to the United Kingdom, our measure of banking system capital does not contribute to
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with the build-up in the US external deficit, which exceeded 6% of GDP in 2006. Our

perspective, similar to Obstfeld and Rogoff (2009), is that the US current account deficit

– and its counterpart, abundant inflows of capital to the US economy, intermediated by

the financial system – was a strong signal of building internal imbalances over this period,

which manifested themselves via an explosion in leverage in the shadow banking system

and via a build-up in indebtedness in the household sector. By 2006:Q2, our model predicts

that US GDP-at-Risk over the subsequent 3 years had reached -8% cumulatively. In the

post-crisis period, we estimate that the severity of GDP-at-Risk has fallen substantially,

driven to a large extent by the strengthening in banking system capitalisation, the slowing

of credit growth and narrowing of the current account deficit.

4.1.2 Measuring GDP-at-Risk over subsamples

Figure 4.4 presents coefficients for GDP-at-Risk 3 years ahead, estimated using different

sub-samples of our dataset. In particular, the far-left bar for each variable reports the 3-

year-ahead coefficient estimate for the truncated sample period of right-hand-side variables

observed from 1980:Q4 to 1992:Q1 (that is, including their impact on GDP realisations up

to 1995:Q1); subsequent bars then expand the sample with an incremental 5 years of data.

Figure 4.4a presents results using sub-samples of our full baseline model, while Figure 4.4b

presents results using a simpler models only including each vulnerability indicator in turn

(including controls).

Overall, while the coefficient estimates for house prices, credit, current account deficits, and

volatility are relatively stable over these sub-samples, the estimated impacts of bank capital

can vary significantly, both in terms of magnitude and sign. In particular, a researcher

estimating this regression in the early 2000s would have found a negative relationship

between banking system capitalisation and GDP-at-Risk (i.e. more bank capital increases

recession severity). This is perhaps unsurprising given that the Global Financial Crisis

was the first simultaneous full-blown banking crisis hitting advanced economies since the

Great Depression.

We offer two considerations for interpreting these results: first, the instability of our

estimated capital coefficient emphasises the challenges involved in uncovering the impact

of vulnerability metrics on extreme tails of the distribution of growth, using what remains

the deterioration in US GDP-at-Risk over this period. Commercial bank leverage, which our metric
captures, was relatively stable over this period, with the increase in leverage concentrated in the large
dealer institutions (Duffie, 2019).
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Figure 4.4: Impact of each variable on 5th percentile of GDP growth at 3-year horizon

over different sub-samples

(a) Full model
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(b) Single variable model
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Note: The figure shows how the 12 quarter coefficients in our baseline model (A) and a simpler model
(B), which includes each variable individually (with macroeconomic controls), change if we restrict the
vulnerabilities sample at each of the points on the x-axis.

204



a relatively small sample of data.23 As such, caution is required when using results from

such exercises to inform real-time risk assessment.24 Second, it is plausible that having

seen genuinely extreme observations in indicators and growth before and after the Global

Financial Crisis, the 5th percentile coefficients in this regression will be less responsive to

new data henceforth.

4.2 Characterising the full predicted GDP growth distribution

Our last set of results compares estimates of the tail of the predicted distribution of

GDP growth with other parts of the distribution. We focus on comparisons with the 50th

percentile (the median) and the 95th percentile. Figure 4.5 presents coefficient estimates for

the 5th, 50th, and 95th percentiles, as well as OLS estimates, at the 3-year-ahead horizon.

Our main finding here is that the impact of our vulnerability measures on growth is, by

and large, estimated to have the same sign across all percentiles. It is notable that the

current account loads more heavily on the left-hand tail in the medium term than on other

parts of the distribution.

To illustrate the economic significance of these estimates, Figure 4.6a presents time series

estimates of predicted percentiles of UK GDP growth 3 years ahead. The dotted lines

shows the actual outturn of real GDP growth at each horizon. In order to aid comparison

with actual outturns, we have shifted our GDP estimates forward relative to Figure 4.3.

For example, the point labelled 2008 gives our forecast for 2008 GDP made three years

ahead (in 2005).

The outturns of GDP growth do not fall outside the lower 5% region of the predicted

density. We find that innovations in vulnerability indicators act more like location shifters

for the entire predicted density of GDP growth 3 years ahead, with both the 5th and

95th percentiles varying significantly (although the distance between these points of the

distribution does increase in the run up to stress events).25

23This is reminiscent of the observation in Mendoza and Terrones (2014) in their analysis of credit
booms, which updated an earlier analysis from 2008 with data from 2007-2010. The additional four years
data had generated a “a critical change from our previous findings because, lacking the substantial evidence
from all the recent booms and crises, we had found only 9 percent frequency of banking crises after credit
booms for emerging markets and zero for industrial countries.”.

24Challenges posed by real-time assessments of cyclical fluctuations are by no means unique to our
approach or application. For example, real-time assessments of economic slack differ notably from such
estimates made with the benefit of hindsight (e.g., Orphanides and van Norden, 2002; Edge and Rudd,
2016). This concern has also been emphasized in the literature on the credit-to-GDP gap (e.g., Edge and
Meisenzahl, 2011).

25In Appendix A.3, we broaden the analysis in Figure 4.6a by calculating the 3-year-ahead forecast for
GDP growth at every decile in the distribution, as well as at the 1st, 5th, 95th, and 99th percentiles. Figure
4.10 illustrates the proportion of actual GDP observations falling into each percentile bucket predicted
by our baseline model, and shows that the fraction of observations falling into each part of the predicted
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Figure 4.5: Impact of each variable on the 5th, 50th and 95th percentiles and

conditional mean of GDP growth
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Note: This figure shows the impact of a one-standard-deviation increase in a given indicator at time t
on a particular percentile of real GDP growth after 12 quarters. The OLS estimates are given by the
horizontal black line for each indicator. Impact on GDP growth is measured as the average annual growth
rate impact at the labelled percentile. Confidence intervals represent +−1 standard deviation. Standard
errors are generated using block bootstrapping following Kapetanios (2008).

Figure 4.6: Predicted GDP growth density

(a) Forecast from 3 years previously vs.

actual outturn
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Finally, Figure 4.6b plot predicted densities of UK growth for 2008:Q3 as of 3 years

distribution are closely aligned with the expected proportions.
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beforehand. These are obtained by applying a kernel density estimator to our full-sample

quantile regression coefficients (estimated at the 5th percentile, 95th percentile, and every

decile in between). Relative to a baseline predicted density for the year 2000 (shown

for comparison), a researcher armed with this model in 2005:Q3 would have predicted a

marked leftward shift in the entire distribution and a fattening in the left-hand tail, well

in advance of the crisis that was to follow. These are retrospective estimates that rely

on coefficients estimated using the full sample that would not have been obtainable at

the time, and as such care should be taken in interpreting their utility for real-time risk

assessment purposes.

5 Conclusion

The provision of sufficient early warning when downside risks to future growth increase

is crucial for the successful operationalisation of the macroprudential frameworks that

have been established worldwide as a legacy of the Global Financial Crisis. In this paper,

we have developed a rich empirical framework, within which we trace the impact of a

set of vulnerability measures on the real GDP growth distribution at various horizons.

Our primary focus has been on the tail of the GDP distribution – GDP-at-Risk – and

its determinants in the medium-term (at the 3-5 year horizon). Most importantly, we

provide a framework within which a lack of financial system resilience is linked explicitly

to downside risks to economic growth.

Drawing on our panel data across 16 advanced economies, we establish that familiar indi-

cators of macrofinancial imbalance systematically increase GDP tail risks in the medium

term. Credit booms, which have preceded around three-quarters of the worst GDP catas-

trophes in our sample, are found to materially worsen GDP-at-Risk in the medium term.

We also find significant roles for rapid house price growth and a large current account

deficit in affecting GDP tail risks three years out. We demonstrate that an increase in

bank capital can improve GDP-at-Risk in the medium-term.

Our paper contributes to a programme of research that is required in order to deepen the

evidence base underpinning macroprudential strategy. The framework we present could –

and should – be extended in several dimensions: first, our set of vulnerability indicators is

by no means exhaustive. Taking credit as an example, fruitful extensions include analysis

of the relative roles of different types of credit (by sector or type of lender), the role of

debt serviceability and the importance of the distribution of a given level of debt. The
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global nature of the financial cycle and the importance of international spillovers between

our vulnerabilities should also be explored further. Moreover, our bank capital indicator

is only one measure of financial system resilience and extensions to capture the role of

liquidity both within the banking sector and in market-based finance are warranted.

A second dimension for future work is to establish structural counterparts to our empirical

framework, which are able to generate the observed links between vulnerabilities and the

GDP distribution. This would allow us to better understand the joint determination of

our vulnerability indicators, thresholds above which they signal particular concern and to

learn more about the underlying drivers of GDP-at-Risk.

Finally, we need to establish tools to better understand the transmission of macropruden-

tial policy onto the GDP distribution. That transmission might operate directly – as in

the link we have established from bank capital to GDP-at-Risk in this paper. Transmission

may also operate indirectly, perhaps by leaning on the build-up of certain vulnerabilities

or changing the extent to which a given aggregate imbalance transmits to risks at the

borrower level. Assessing the transmission mechanism of different macroprudential tools

through a common lens of their impact on the GDP distribution at different horizons

would help to advance policy decisions on tool selection, the potential for tool interaction

and the cost-benefit analysis critical for policy calibration.
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Appendix

A Robustness checks and additional material

A.1 Results for the intercept and control variables in baseline model

Figure 4.1 plots local projections of the estimated change in the GDP-at-Risk at various

horizons, conditional on a one-standard-deviation change in each of the vulnerability indi-

cators in our baseline model. In Figure 4.7, we report results for the intercept and control

variables from the same specification.

Figure 4.7: Baseline results - 5th percentile: intercept and controls
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Note: Charts display coefficients for the intercept and control variables that were included in our baseline
specification in Figure 4.1. Charts show the impact of a one-standard-deviation increase in a given indicator
at time t on the 5th percentile of real GDP growth at each horizon on the x-axis. GDP growth is measured
as the average annual growth rate at each horizon. Confidence intervals represent +−1 standard deviation.
Standard errors are generated using block bootstrapping following Kapetanios (2008).
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A.2 Alternative specifications of baseline model

A.2.1 Global Factor

As outlined in Section 4.1, Table 4.1 reports results where we re-estimate our baseline

model separately with the FCI (replacing equity volatility), with the global factor of

Miranda-Agrippino and Rey (2015) (replacing equity volatility), and with all variables in

annual space.

The global factor proposed in Miranda-Agrippino and Rey (2015) is extracted from a large

panel of risky asset prices across various geographical areas, and is available from 1980

to 2018.26 It uses a dynamic factor model to summarise fluctuations in global financial

markets and includes asset prices traded on all the major global markets covering North

and Latin America, Europe, Asia and Australia.

Table 4.1: Estimated impact on 5th percentile of GDP growth after 12 quarters

Baseline (1) 2 3 4

Credit-to-GDP (3yr pp change)
-0.32 -0.30 -0.35 -0.27

(-0.21, -0.43) (-0.15, -0.46) (-0.23, -0.46) (0.01, -0.54)

Real House Prices (3yr growth)
-0.25 0.03 -0.15 -0.17

(-0.04, -0.45) (0.21, -0.16) (0.03, -0.33) (0.22, -0.56)

Current account (% of GDP)
-0.52 -0.63 -0.68 -0.52

(-0.4, -0.64) (-0.46, -0.8) (-0.57, -0.8) (-0.32, -0.72)

Volatility (SDs from Mean)
0.11 0.02

(0.24, -0.01) (0.22, -0.19)

FCI
0.09

(0.25, -0.08)

Global Factor
-0.67

(-0.42, -0.92)

Capital Ratio (quarterly)
0.31 0.57 0.14

(0.51, 0.11) (0.73, 0.4) (0.31, -0.03)

Capital Ratio (annual)
0.31

(0.58, 0.04)

Note: This table shows estimates of the average annual impact of one-standard-deviation increases in each
variable on the 5th percentile of GDP growth over the following 12 quarters. Four separate specifications
are used: (1) our baseline, (2) our baseline with the FCI replacing equity volatility, (3) our baseline with a
global factor (see Miranda-Agrippino and Rey, 2015) replacing equity volatility, and (4) our baseline, but
with all variables in annual space. Numbers in brackets refer to one-standard-deviation confidence bands.

26We thank the authors for providing us with extended data on the global factor. The time series used
in Miranda-Agrippino and Rey (2015) covers the shorter period of 1990-2012.
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A.2.2 Households and corporate credit

In Figure 4.1, we plot local projections showing the impact of a one-standard-deviation

increase in each indicator on GDP-at-Risk in our baseline model. Figure 4.8 repeats this

estimation, but splits total credit into its household and corporate credit components. The

top row of Figure 4.8 presents the impact of a change in household or corporate credit-

to-GDP on GDP-at-Risk, and shows that after 20 quarters, the impact of an increase in

household credit on tail risk is twice as large as the impact of corporate credit. The main

messages from other indicators in relatively similar to our baseline results in Figure 4.1,

although the coefficient on the current account is generally smaller.

A.2.3 Single indicator models

As a cross-check on the baseline results in Figure 4.2, Figure 4.9 reports results from an

alternative specification of quantile regressions where the impact of vulnerability indicators

is estimated individually.27 We obtain broadly similar results to our baseline model in this

exercise. The medium-term coefficients for house price growth and the current account

change very little, but the magnitude of the coefficient on credit growth increases by

two-thirds.

A.3 Comparing actual GDP outturns with the full predicted GDP growth

distribution

Here we compare actual GDP realisations against the full predicted GDP growth distri-

bution based on our baseline model. The 3-year-ahead forecast horizon is used such that

the actual GDP growth outturn is allocated to a percentile bucket based on the GDP

growth distribution predicted 3 years previously. For example, suppose that in 1994:Q3,

our baseline model had predicted that the 60th percentile for GDP growth over the next

3 years in Country X would average 2.73% and the 70th percentile would average 2.88%.

Then if the actual outturn for GDP growth in that country between 1994:Q3 and 1997:Q3

averaged 2.79%, then the 1997:Q3 growth observation would be allocated to the 60-70th

percentile bucket. This process is repeated for each GDP growth observation for each

country in our sample. Figure 4.10 shows that the proportion of GDP observations across

all countries in our sample falling within each percentile bucket is broadly in line with the

expected proportions. While this is an in-sample exercise with the coefficients coming from

27These regressions with individual vulnerability indicators also include macroeconomic controls.
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Figure 4.8: Baseline results with credit split into household and corporate contributions

(a) Household credit-to-GDP (3 year pp

change)
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(b) Corporate credit-to-GDP (3 year pp

change)
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(c) Current account deficit
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(d) Real house price growth (3 year)
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(e) Volatility
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(f) Capital ratio
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Note: these charts show the impact of a change in the indicator at time t on the 5th percentile of real
GDP growth at each horizon on the x-axis. GDP growth is measured as the average annual growth rate
at each horizon. Confidence intervals represent +−1 standard deviation. Standard errors are generated
using block bootstrapping following Kapetanios (2008).

our baseline model estimated at each quantile using the full data sample, it nevertheless

provides a reassuring check of the overall goodness of fit of our model.
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Figure 4.9: Baseline results and single-indicator model
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Note: this figure shows the impact of a one-standard-deviation increase in a given indicator at time t on
the 5th percentile of real GDP growth after 12 quarters. GDP growth is measured as the average annual
growth rate at the 3-year horizon. Confidence intervals represent +−1 standard deviation and correspond to
the single-indicator model. Standard errors are generated using block bootstrapping following Kapetanios
(2008). The coefficients labelled single indicator estimates are those obtained when each vulnerability
indicator is included individually in the specification, alongside our macroeconomic controls (lagged
GDP growth, inflation, and the annual change in central bank policy rate). The black bars denote the
coefficients obtained from our full baseline model, where all five vulnerabilities indicators are included
jointly (the results from Figure 4.2).
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Figure 4.10: Proportion of actual GDP growth outturns across all countries falling into

each part of the GDP distribution predicted 3 years previously

Note: the red line shows the proportion of actual GDP growth outturns falling into each percentile bucket,
based on the predicted GDP distribution from 3 years earlier. The predicted GDP distribution is based
on our baseline model, estimated over the full sample of countries and the full time series. The grey bars
simply show the expected proportion of observations falling into each bucket (i.e. 10% to fall into each
decile). Ireland’s observations are excluded from the red line given a heavy loading at the extreme right-
hand tail of the distribution. This reflects GDP data reclassifications and does not affect our analysis in
this paper, which is focused on the left tail.
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A.4 Additional charts

Figure 4.11: Correlation between the variables used in the quantile regressions

Corr:

0.039.

Corr:

−0.129***

Corr:
0.307***

Corr:

0.033

Corr:
0.028

Corr:

0.338***

Corr:

0.237***

Corr:
0.205***

Corr:

−0.133***

Corr:

−0.072***

Volatility House Prices Credit CA deficit Capital

V
olatility

H
ouse P

rices
C

redit
C

A
 deficit

C
apital

−7.5 −5.0 −2.5 0.0 −3 −2 −1 0 1 2 3 −2 0 2 −3 −2 −1 0 1 2 3 −2 0 2

0.0

0.2

0.4

0.6

−3

−2

−1

0

1

2

3

−2

0

2

−3

−2

−1

0

1

2

3

−2

0

2

Note: The matrix shows the cross-correlations of each series with the others. The lower triangular part
shows the scatter plots of variables with linear regression lines. Diagonal charts provide the distribution of
the variables and the upper triangular reports the corresponding correlation coefficient with ∗s to indicate
the significance level of the correlation. All variables are standardised so that they are in the form in which
they enter the quantile regressions.

B Data Appendix

B.1 Capital ratios

We construct an annual cross-country measure of the tangible common equity (TCE) ratio

that builds on Brooke et al. (2015). First, for each country, we obtain annual data on

total assets, equity and intangible assets for each banking group operating in a given year

from Thomson Reuters Worldscope. Measures of tangible assets and tangible equity for

each bank are then obtained by subtracting intangible assets from each of total assets and

total equity.

To account for the entry and exit of banks at different points in time within the finan-

cial system, we adopt a “chain-weighting” approach to produce a “spliced” country-level
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measure of tangible assets and tangible equity. For the year 2005, our spliced measure of

tangible assets is simply the raw sum of tangible assets across banks in 2005 as we use 2005

as the base year. For the year 2004, the spliced measure of tangible assets is calculated

as:

Spliced TA in 04 = Spliced TA in 05× Raw 04 sum for banks operating in both 04 & 05

Raw 05 sum for banks operating in both 04 & 05

Similarly for the year 2003, the formula becomes:

Spliced TA in 03 = Spliced TA in 04× Raw 03 sum for banks operating in both 03 & 04

Raw 04 sum for banks operating in both 03 & 04

The process continues back to the initial year. For years after 2005, the calculation is very

similar. For example, for the year 2006:

Spliced TA in 06 = Spliced TA in 05× Raw 06 sum for banks operating in both 05 & 06

Raw 05 sum for banks operating in both 05 & 06

The same construction applies for tangible equity. The TCE ratio is then computed as

spliced tangible assets divided by spliced tangible equity. We apply linear interpolation to

obtain quarterly values from the annual series.

Table 4.2 documents data sources for each variable, Table 4.3 reports summary statistics

on our dataset, and Figure 4.12 plots the median and interquartile range of real GDP

growth, changes in credit-to-GDP, and the TCE ratio across our panel of countries. Ta-

ble 4.4 reports summary statistics on the banks used to construct the capital ratios across

countries, in particular summary statistics on the number of banks, market capitalisation,

bank tangible assets, and total assets across the banking sector. The average number of

banks per year across country-year pairs is 18, although Table 4.4 shows that there is

heterogeneity across countries and over time. The US has the most banks per year with

88.6 banks on average, while Ireland has the least with 3.4 banks on average. Summary

statistics at the bank level on tangible assets (in terms of local currency) and market

capitalisation (in terms of US dollars for publicly-traded banks in our sample) are also

reported. In addition, we report summary statistics on aggregate assets across all banks

in a given country and year. For example, at end-2017, total assets in our data were £5.6

trillion in the UK, which covered 90% of total banking system assets as measured by the

denominator in the Financial Policy Committee’s leverage indicator.
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Figure 4.12: Median and Interquartile range of selected indicators across sample of

countries

(a) Real GDP growth
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Table 4.2: Data sources

Variable Data Source Frequency Notes

Real GDP OECD Quarterly

Credit-to-GDP BIS Quarterly 3 year change in ratio of private non-financial credit to GDP

House prices OECD Quarterly 3 year growth in real house prices

Current Account OECD Quarterly Per cent of GDP

Volatility Datastream Daily Quarterly SD of daily return in national equity market

Capital Ratio Worldscope Annual Ratio of tangible common equity to tangible assets

Inflation OECD Quarterly Annual growth of CPI

Policy Rate BIS Quarterly Annual change in central bank policy rate
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Table 4.3: Summary statistics by country

N Mean Std Dev. Min p25 p75 Max

Australia

Credit-to-GDP (3yr change) 149 10.2 10.9 -13.4 4.4 18.3 29.8

Real House Prices (3yr growth) 149 11.5 13.6 -10.7 0.6 19.5 53.8

Current account (% of GDP) 149 -4.3 1.2 -6.9 -5.1 -3.3 -2.1

Volatility (SDs from Mean) 149 0.0 1.0 -7.5 -0.3 0.6 1.3

Capital Ratio 149 5.0 0.7 3.5 4.4 5.7 6.3

Inflation 149 4.0 3.0 -0.4 1.9 6.1 12.4

Policy Rate (1yr change) 149 -0.4 2.9 -15.0 -1.3 0.5 7.8

Belgium

Credit-to-GDP (3yr change) 149 10.5 11.9 -12.1 2.2 16.7 47.6

Real House Prices (3yr growth) 149 5.6 15.6 -37.9 0.4 15.3 28.7

Current account (% of GDP) 149 1.9 2.2 -3.2 0.2 3.5 5.2

Volatility (SDs from Mean) 149 0.0 1.0 -4.5 -0.4 0.7 1.1

Capital Ratio 149 3.3 0.7 1.2 2.8 3.7 4.5

Inflation 149 2.7 2.1 -1.1 1.3 3.1 9.9

Policy Rate (1yr change) 149 -0.3 1.3 -5.0 -1.3 0.3 3.0

Canada

Credit-to-GDP (3yr change) 149 7.6 10.0 -14.5 0.5 14.9 30.6

Real House Prices (3yr growth) 149 8.5 15.2 -25.5 -1.0 19.0 56.0

Current account (% of GDP) 149 -1.5 2.1 -4.2 -3.3 0.5 3.0

Volatility (SDs from Mean) 149 0.0 1.0 -6.7 -0.3 0.6 1.1

Capital Ratio 149 3.6 0.4 2.6 3.3 3.9 4.3

Inflation 149 3.1 2.6 -0.9 1.5 4.0 12.8

Policy Rate (1yr change) 149 -0.3 2.1 -7.2 -1.3 0.8 8.4

Denmark

Credit-to-GDP (3yr change) 149 9.4 16.6 -13.9 -4.9 20.2 47.8

Real House Prices (3yr growth) 149 5.4 23.5 -48.5 -14.6 21.9 57.6

Current account (% of GDP) 149 1.8 3.7 -5.3 -1.1 3.5 9.3

Volatility (SDs from Mean) 149 0.0 1.0 -6.9 -0.3 0.6 1.4

Capital Ratio 149 5.4 1.4 2.8 4.3 6.6 7.9

Inflation 149 3.0 2.5 0.2 1.7 3.4 12.2

Policy Rate (1yr change) 149 -0.3 1.3 -6.3 -0.9 0.2 3.5

Finland

Credit-to-GDP (3yr change) 149 7.9 15.7 -45.1 3.7 15.5 48.1

Real House Prices (3yr growth) 149 8.5 21.8 -46.7 -0.7 21.6 70.9

Current account (% of GDP) 149 0.8 3.7 -5.8 -1.8 4.0 8.4

Volatility (SDs from Mean) 149 0.0 1.0 -3.9 -0.4 0.7 1.2

Capital Ratio 149 5.1 1.1 2.5 4.1 5.8 7.6

Inflation 149 3.2 2.9 -0.5 1.2 3.9 13.8

Policy Rate (1yr change) 149 -0.2 1.0 -4.0 -0.5 0.0 2.0
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Summary statistics by country

N Mean Std Dev. Min p25 p75 Max

France

Credit-to-GDP (3yr change) 149 7.2 6.4 -7.1 2.0 12.4 18.8

Real House Prices (3yr growth) 149 6.0 16.4 -22.6 -7.7 20.1 44.5

Current account (% of GDP) 149 0.0 1.3 -4.0 -0.8 0.8 3.8

Volatility (SDs from Mean) 149 0.0 1.0 -5.1 -0.4 0.6 1.3

Capital Ratio 149 2.8 0.7 1.4 2.5 3.2 4.1

Inflation 149 3.0 3.1 -0.4 1.4 3.2 14.2

Policy Rate (1yr change) 149 -0.3 1.4 -3.3 -1.2 0.2 5.6

Germany

Credit-to-GDP (3yr change) 149 1.2 6.3 -10.7 -3.1 6.6 11.7

Real House Prices (3yr growth) 149 -0.7 6.8 -12.6 -5.9 3.7 15.2

Current account (% of GDP) 149 2.7 3.4 -2.2 -0.9 5.7 9.1

Volatility (SDs from Mean) 149 0.0 1.0 -5.0 -0.5 0.7 1.3

Capital Ratio 149 2.7 0.7 1.7 2.3 2.8 5.2

Inflation 149 2.0 1.5 -1.1 1.1 2.7 7.2

Policy Rate (1yr change) 149 -0.2 1.1 -3.5 -0.5 0.5 2.5

Ireland

Credit-to-GDP (3yr change) 149 19.4 32.9 -43.1 -0.3 28.2 111.4

Real House Prices (3yr growth) 149 10.4 28.4 -42.0 -10.1 29.8 73.7

Current account (% of GDP) 149 -1.5 3.8 -12.5 -3.7 1.0 8.2

Volatility (SDs from Mean) 149 0.0 1.0 -5.2 -0.4 0.7 1.1

Capital Ratio 149 5.5 1.6 3.2 4.5 6.4 9.7

Inflation 149 3.6 4.6 -2.8 1.5 4.0 23.3

Policy Rate (1yr change) 149 -0.4 1.8 -6.8 -1.3 0.3 4.5

Italy

Credit-to-GDP (3yr change) 149 4.6 8.4 -11.7 -2.7 10.6 22.1

Real House Prices (3yr growth) 149 4.2 24.4 -41.0 -14.5 20.5 66.7

Current account (% of GDP) 149 -0.3 1.8 -3.7 -1.6 1.3 3.3

Volatility (SDs from Mean) 149 0.0 1.0 -4.1 -0.5 0.7 1.5

Capital Ratio 149 4.7 0.7 3.4 4.3 5.0 6.7

Inflation 149 4.6 4.4 -0.3 2.0 5.5 19.6

Policy Rate (1yr change) 149 -0.4 1.5 -6.5 -1.0 0.3 4.0

Netherlands

Credit-to-GDP (3yr change) 149 14.1 9.3 -9.9 7.2 19.4 41.0

Real House Prices (3yr growth) 149 5.2 22.1 -48.1 -8.0 17.8 47.7

Current account (% of GDP) 149 4.8 2.7 -0.4 2.7 6.9 10.8

Volatility (SDs from Mean) 149 0.0 1.0 -5.2 -0.3 0.7 1.1

Capital Ratio 149 3.8 0.8 2.5 3.0 4.5 5.5

Inflation 149 2.1 1.6 -1.2 1.3 2.7 7.3

Policy Rate (1yr change) 149 -0.3 1.2 -5.0 -0.8 0.3 3.0
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Summary statistics by country

N Mean Std Dev. Min p25 p75 Max

Norway

Credit-to-GDP (3yr change) 149 9.5 16.2 -22.5 -1.7 23.4 44.3

Real House Prices (3yr growth) 149 12.1 20.6 -31.6 -0.1 26.8 68.8

Current account (% of GDP) 149 6.8 6.0 -6.6 2.9 12.1 17.3

Volatility (SDs from Mean) 149 0.0 1.0 -6.3 -0.3 0.6 1.3

Capital Ratio 149 4.5 1.1 1.6 3.9 5.4 6.8

Inflation 149 3.7 3.1 -1.4 1.9 4.5 14.7

Policy Rate (1yr change) 149 -0.2 1.8 -6.0 -0.8 0.3 5.5

Spain

Credit-to-GDP (3yr change) 149 7.6 21.1 -35.3 -3.3 23.7 53.8

Real House Prices (3yr growth) 149 11.5 33.8 -43.5 -13.5 34.1 111.7

Current account (% of GDP) 149 -2.4 3.0 -10.2 -3.9 -0.5 2.3

Volatility (SDs from Mean) 149 0.0 1.0 -4.2 -0.4 0.7 1.5

Capital Ratio 149 5.1 0.8 3.1 4.7 5.5 6.9

Inflation 149 4.6 3.8 -1.1 2.3 6.1 16.1

Policy Rate (1yr change) 149 -0.4 2.8 -10.6 -1.5 0.5 11.7

Sweden

Credit-to-GDP (3yr change) 149 10.4 16.7 -26.6 0.4 16.7 63.1

Real House Prices (3yr growth) 149 8.8 21.7 -34.2 -7.0 27.1 42.9

Current account (% of GDP) 149 2.7 3.4 -3.1 -0.2 5.4 8.4

Volatility (SDs from Mean) 149 0.0 1.0 -4.5 -0.5 0.7 1.2

Capital Ratio 149 3.6 0.7 1.8 3.2 3.9 5.0

Inflation 149 3.3 3.5 -1.2 0.8 5.2 14.8

Policy Rate (1yr change) 149 -0.3 3.9 -32.0 -1.0 1.0 30.0

Switzerland

Credit-to-GDP (3yr change) 149 7.1 9.1 -9.7 0.2 13.4 30.0

Real House Prices (3yr growth) 149 3.8 12.9 -26.1 -3.2 11.9 35.0

Current account (% of GDP) 149 7.8 3.7 -0.6 4.5 10.9 15.1

Volatility (SDs from Mean) 149 0.0 1.0 -4.8 -0.3 0.6 1.3

Capital Ratio 149 4.4 1.8 1.7 2.9 6.3 7.0

Inflation 149 1.7 2.0 -1.4 0.4 2.8 7.1

Policy Rate (1yr change) 149 -0.1 1.1 -2.4 -0.9 0.3 3.0

UK

Credit-to-GDP (3yr change) 149 7.0 11.7 -20.2 -0.2 16.5 23.4

Real House Prices (3yr growth) 149 13.4 23.0 -28.2 -6.0 31.1 69.4

Current account (% of GDP) 149 -2.1 1.7 -5.9 -3.5 -0.7 2.3

Volatility (SDs from Mean) 149 0.0 1.0 -5.8 -0.3 0.7 1.2

Capital Ratio 149 4.1 0.9 1.8 3.5 4.7 5.5

Inflation 149 3.4 2.6 0.0 1.6 4.4 15.2

Policy Rate (1yr change) 149 -0.4 1.8 -5.0 -1.3 0.5 4.9

USA

Credit-to-GDP (3yr change) 149 4.1 8.8 -18.2 -1.0 11.6 18.4

Real House Prices (3yr growth) 149 2.7 11.9 -22.3 -5.9 13.6 22.0

Current account (% of GDP) 149 -2.6 1.5 -6.1 -3.3 -1.6 0.3

Volatility (SDs from Mean) 149 0.0 1.0 -6.2 -0.2 0.6 1.2

Capital Ratio 149 5.5 1.1 2.8 4.8 6.0 8.1

Inflation 149 3.1 2.0 -1.6 1.9 3.7 12.5

Policy Rate (1yr change) 149 -0.4 2.0 -8.9 -1.3 0.8 8.2

All Sample

Credit-to-GDP (3yr change) 2384 8.6 15.2 -45.1 -0.2 15.4 111.4

Real House Prices (3yr growth) 2384 7.3 20.9 -48.5 -5.7 19.5 111.7

Current account (% of GDP) 2384 0.9 4.5 -12.5 -2.3 3.5 17.3

Volatility (SDs from Mean) 2384 0.0 1.0 -7.5 -0.3 0.7 1.5

Capital Ratio 2384 4.3 1.4 1.2 3.3 5.1 9.7

Inflation 2384 3.2 3.1 -2.8 1.4 3.9 23.3

Policy Rate (1yr change) 2384 -0.3 2.0 -32.0 -1.0 0.5 30.0
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Table 4.4: Banking system data: summary statistics by country

N Mean Std Dev. Min p25 p75 Max

Australia

Number of banks per year 38 9.3 3.1 4 8 12 13

Market capitalisation ($m) 308 15449 25048 8.2 419 17133 123289

Tangible assets (bn. AUD) 353 150.5 243.4 0.08 4.9 148.6 965.4

Aggregate total assets (bn. AUD) 38 1414 1303 48.0 378 2564 3913

Belgium

Number of banks per year 38 4.0 2.1 2 2 6 8

Market capitalisation ($m) 148 5740 9197 21.4 238 6386 47703

Tangible assets (ebn) 153 113.5 144.9 0.008 5.7 212.7 644.8

Aggregate total assets (ebn) 38 459 301 66.3 160 695 1000

Canada

Number of banks per year 38 10.0 2.2 6 9 12 14

Market capitalisation ($m) 333 15089 23892 12.8 1015 16252 113668

Tangible assets (bn. CAD) 380 178.0 259.1 0.0001 6.5 253.1 1317

Aggregate total assets (bn. CAD) 38 1798 1474 312 558 2718 5368

Denmark

Number of banks per year 38 27.3 13.4 4 20 38 44

Market capitalisation ($m) 1009 583 2870 2.5 19.4 159 34810

Tangible assets (bn. DKK) 1039 69.4 380.2 0.3 1.4 11.4 3532

Aggregate total assets (bn. DKK) 38 1904 1417 80.6 845 3606 4089

Finland

Number of banks per year 38 3.9 1.3 2 3 5 6

Market capitalisation ($m) 122 820 1145 6.7 161 961 6417

Tangible assets (ebn) 147 11.2 13.0 0.04 1.7 14.8 62.2

Aggregate total assets (ebn) 38 43.6 23.5 10.5 18.7 63.9 77.6

France

Number of banks per year 38 23.1 9.4 7 18 30 42

Market capitalisation ($m) 745 4991 13710 6.3 215 1915 98706

Tangible assets (ebn) 879 120.6 329.9 0.07 3.1 46.5 2059

Aggregate total assets (ebn) 38 2807 2085 265 1118 5518 6012

Germany

Number of banks per year 38 17.3 6.9 8 11 25 29

Market capitalisation ($m) 530 5213 10171 2.3 360 4228 66666

Tangible assets (ebn) 659 118.9 270.5 0.003 8.4 108.5 2184

Aggregate total assets (ebn) 38 2071 1176 360 842 3009 4020

Ireland

Number of banks per year 38 3.4 1.3 1 3 4 6

Market capitalisation ($m) 93 3603 4701 1.7 392 4759 20628

Tangible assets (ebn) 131 50.8 54.6 0.1 7.0 80.4 196.4

Aggregate total assets (ebn) 38 176 162 5.7 38.0 281 554

Italy

Number of banks per year 38 26.7 10.0 9 19 35 43

Market capitalisation ($m) 904 3896 9686 0.1 339 3061 110084

Tangible assets (ebn) 1015 48.1 122.8 0.004 3.4 38.0 1009

Aggregate total assets (ebn) 38 1301 878 93.6 420 2264 2459

Netherlands

Number of banks per year 38 7.3 2.7 2 6 10 11

Market capitalisation ($m) 121 9205 16446 35.4 232 9301 99754

Tangible assets (ebn) 279 162.9 277.9 0.2 6.0 141.4 1311

Aggregate total assets (ebn) 38 1198 984 142 365 1733 3451
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Banking system data: summary statistics by country

N Mean Std Dev. Min p25 p75 Max

Norway

Number of banks per year 38 17.4 8.0 4 13 23 29

Market capitalisation ($m) 613 767 3144 3.8 20.0 253 30175

Tangible assets (bn. NOK) 660 85.8 300.2 0.2 5.1 48.5 2692

Aggregate total assets (bn. NOK) 38 1494 1359 63.8 559 2791 4316

Spain

Number of banks per year 38 14.4 5.6 6 9 19 23

Market capitalisation ($m) 501 8239 19225 5.3 424 6115 136121

Tangible assets (ebn) 546 84.6 197.7 0.04 2.9 62.6 1392

Aggregate total assets (ebn) 38 1232 1216 46.3 182 2385 3386

Sweden

Number of banks per year 38 4.4 1.2 3 4 5 7

Market capitalisation ($m) 136 12873 12886 22.2 2528 20170 54071

Tangible assets (bn. SEK) 168 1217 1453 1.8 140.3 2037 6368

Aggregate total assets (bn. SEK) 38 5413 4958 229 1000 11265 13886

Switzerland

Number of banks per year 38 19.4 6.4 4 20 23 26

Market capitalisation ($m) 585 5926 15539 6.1 140 2282 117800

Tangible assets (bn. CHF) 738 92.1 281.8 0.9 5.3 25.2 2378

Aggregate total assets (bn. CHF) 38 1800 1130 233 621 2589 3954

UK

Number of banks per year 38 12.0 1.9 8 11 13 15

Market capitalisation ($m) 343 26813 42647 4.0 1784 40748 210836

Tangible assets (£bn) 456 226.5 399.1 0.003 23.6 206.9 2375

Aggregate total assets (£bn) 38 2741 2487 123 645 5621 8186

USA

Number of banks per year 38 88.6 44.3 38 45 132 162

Market capitalisation ($m) 3308 7905 28444 0.001 240 3599 366302

Tangible assets ($bn) 3365 61.8 236.1 0.003 3.7 31.7 2517

Aggregate total assets ($bn) 38 5616 3686 1041 2427 9810 12111

Note: This table provides summary statistics across countries on the banks used to construct the capital
ratio series in Sections 2 and B.1. “Number of banks per year” shows summary statistics on the number of
annual bank observations available for a given country. “Market capitalisation” shows summary statistics
on the market capitalisation at the bank level for those banks in our sample that are publicly traded, and
is expressed in terms of US dollars. “Tangible assets” shows summary statistics on total tangible assets
at the bank level, where tangible assets are calculated as total assets minus intangible assets and are
expressed in terms of the local currency. “Aggregate total assets” gives the sum of total assets across the
banks in a given country and year, and is expressed in terms of the local currency.
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