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Abstract

This dissertation studies three key drivers of economic inequality and mobility.

Chapter I shows that scale bias, the extent to which technical change increases the
productivity of large relative to small firms, is important for inequality. I develop a
tractable framework where people choose to work for wages or earn profits as entrepreneurs
and where entrepreneurs choose from a set of available production technologies that
differ in their fixed and marginal cost. Large-scale-biased technical change lowers en-
trepreneurship rates and increases top income inequality, primarily by concentrating
business income. Small-scale-biased technical change does the opposite. I show the em-
pirical relevance of scale bias by identifying the causal effects of adoption of two general
purpose technologies that vary in scale bias, but are otherwise similar: steam engines
(large-scale-biased) and electric motors (small-scale-biased). Using newly collected data
from the United States and the Netherlands and a range of identification strategies, I
show that these two technologies had the effects predicted by the theory: steam engines
increased firm sizes and inequality, while electric motors decreased both.

In Chapter II, we study the long-run effects of slavery and restrictive Jim Crow in-
stitutions on Black Americans’ economic outcomes. We track individual-level census
records of each Black family from 1850 to 1940, and extend our analysis to neighbor-
hood-level outcomes in 2000 and surname-based outcomes in 2023. We show that Black
families whose ancestors were enslaved until the Civil War have considerably lower
education, income, and wealth than Black families whose ancestors were free before the
Civil War. The disparities between the two groups have persisted, not because of slavery
per se, but because most families enslaved until the Civil War lived in states with strict
Jim Crow regimes after slavery ended. In a regression discontinuity design based on
ancestors’ enslavement locations, we show that Jim Crow institutions sharply reduced

Black families” economic progress in the long run.

Chapter III studies the role of women in historical intergenerational mobility in the
US. Previous research has focused on father-son income correlations. We build a new
linked census panel to include daughters (1850-1940). To also incorporate the role of
mothers, we propose a mobility measure that considers parental human capital along-
side income (R?) and a semi-parametric latent variable method to estimate this measure
from historical data. Our approach reveals increasing mobility, overturning conclusions
based on income alone. Mothers” human capital was more predictive than fathers” and
accounted for the increase in mobility. Aligning with their historical role in homeschool-

ing, mothers were especially important when school access was limited.
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I Scale-Biased Technical Change and Inequality
Hugo Reichardt (LSE)

1 Introduction

Income and wealth inequality have significantly increased in many countries in recent
decades. Between 1980 and 2014, top-decile incomes in the United States rose more than

twice as fast as below-median incomes (Piketty et al., 2018).

Skill-biased technical change is a frequently cited explanation for increases in wage
inequality: if new technologies more strongly complement high-skilled labor—or tend to
automate low-skilled jobs—, this can increase wage inequality (Katz and Murphy, 1992;
Krusell et al., 2000; Violante, 2008; Acemoglu and Autor, 2011; Acemoglu and Restrepo,
2018, 2022). But wages are not the only source of income. For those at the top of the
distribution, business income is the dominant source of income and most of it accrues
to entrepreneurs that own large shares of their own business (e.g. Smith et al., 2019;
Kopczuk and Zwick, 2020).!

Can technical change affect the concentration of business income too and, if so, how
and when? The answer I provide is: yes, with the direction of the effect depending
on the scale bias in technical change. I define scale bias as the extent to which technical
change differentially affects the productivity of large versus small firms. Large-scale-
biased technical change skews productive resources and profits towards larger firms.
Given that firm ownership tends to be concentrated, this shift in profits across firms
implies a redistribution of income across households. In other words, I argue that the
firm size distribution constitutes a channel through which technical change can affect
income inequality.

First, to formalize the theory of scale-biased technical change and inequality, I de-
velop a simple and tractable model where households that are heterogeneous in en-
trepreneurial productivity can choose to either work for wages or be an entrepreneur.
Entrepreneurs have access to a set of available technologies—defined by a marginal and
a fixed cost—and adopt the one that maximizes profits. I show that technical change is
large-scale-biased if it increases fixed costs relative to previously adopted technologies.
If technical change is large-scale-biased, it lowers entrepreneurship rates and leads to
larger firms on average. With fewer and larger firms, top entrepreneurs are capturing a
larger share of the profits which increases top income inequality. If technical change is

small-scale-biased, it has the opposite effects.

Second, to empirically test the theory, I estimate and compare the causal effects of
the adoption of steam engines and electric motors. Steam engines became the dominant
power source in manufacturing in the second half of the 19! century. Electric motors
began to be widely used around 1900, and in the first half of the 20t century purchased

1See also Atkeson and Irie (2022) that argue for the importance of undiversified business ownership in
accounting for wealth mobility and changes in wealth inequality.
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electricity and steam engines were each other’s substitute in providing power to the
factory. These two general purpose technologies provide an appropriate and useful
comparison because i) their adoption was sufficiently widespread and transformative
to have a meaningful impact on the overall economy ii) they were similar in their capa-
bility and purpose—converting energy into rotary motion in manufacturing—, iii) their

cost structure induced technical change with strongly different scale bias.

Steam engines entailed much higher fixed costs of purchase and operation than elec-
tric motors. The annualized cost, exclusive of fuel, of a 50 horsepower (hp) steam engine
was equal to the yearly wage of around 3 to 4 unskilled workers.? For an electric mo-
tor run by purchased electricity with the same capacity, these costs were only around 2
percent of a yearly wage, two hundred times lower than for steam engines.® Also, for
reasons of technological efficiency, steam engines came in much larger sizes than elec-
tric motors.* As a result, the adoption rates of the two technologies across the firm size
distribution were different. Large establishments were more likely to adopt steam en-
gines than small establishments (see also Atack et al., 2008). I show that, in contrast,
electric motors driven by purchased electricity were adopted uniformly across the firm
size distribution. Some electric motors in manufacturing were not driven by purchased
electricity, but by electricity generated in the plant using steam engines. As this required
incurring the high fixed cost of steam engine operation, such systems were skewed to
large firms too.

To measure the effect of scale-biased technical change, I construct a rich data set on
steam engine and electric motor adoption, firm sizes, and inequality through digitization
of various archival sources from the Netherlands and the United States. For the United
States, I draw on the Census of Manufactures that provides information such as the
number of establishments, employment, value added, and power adoption by state and
industry. I digitize and compile these data for each decade year between 1850 and 1940
and 1947. The industry classification in the Census of Manufactures was highly granular,
yielding over 50 thousand state-industry observations. Using these data, I investigate
the role of steam engines and electric motors in shaping the firm size distribution in

manufacturing in the United States.

The first theoretical prediction is on establishment sizes: large-scale-biased techni-
cal change increases the average number of workers per establishments and small-scale
bias decreases it. In line with these predictions, I find that steam engines increased es-
tablishment sizes while electric motors decreased them. To identify these effects, I use
variation in natural resources across the United States that affected the costs of using
the technologies. Specifically, I use access to historical coal resources and hydropower
potential as instruments for steam engine and electric motor adoption, respectively.” I

estimate how this natural variation affected within-industry firm size differences over

2Computations based on the United States in 1874. The total annualized cost was $1404 (see Table IV.11 in
Appendix 1.5) and the yearly wage of an unskilled worker was around $400 Abbott (1905).

3Computations based on the United Kingdom, around 1925. Total annualized cost of an electric motor of
50 hp in 1925 was £2.46 (see Table IV.11 in Appendix 1.5) and the weekly wage was around £2.00 (Bank of
England, 2017).

*In the United States in 1910, the average steam engine had a capacity of 93.4 horsepower, more than 10
times that of the average electric motor (8.5 hp).

SVarious other authors have used hydropower potential as an instrument for electricity adoption (e.g.
Leknes and Modalsli, 2020; Gaggl et al., 2021). Data to construct the instruments are from the Coal Resources
Data System (coal resources) and Young (1964) (hydropower potential).
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time across states. I find that high-coal access states experienced a growth in establish-
ment sizes relative to 1850, when steam engines started to be adopted. In contrast, after
the introduction of electric motors around 1900, high-hydropower states experienced a
decrease in establishment sizes. Using this variation, I estimate the effect of a 1% increase
in steam engine capacity in horsepower to be a 1.1% increase in firm size. For electric

motors, I estimate this elasticity to be -0.4.

The second prediction is that large-scale-biased technical change increases the ratio
between average profits and average wages, while technical change has the opposite
effect if it is small-scale-biased. The profit-wage ratio is a measure of inequality between
workers and entrepreneurs in the model, where each entrepreneurs owns exactly one
firm. I compute profits in the Census of Manufactures using data on output, cost of raw
materials, cost of labor, the capital stock, and other expenses. I test this second prediction
of the theory using the same geographic instruments and econometric specification with
which I test the first prediction. I show that steam engines and electric motors indeed
had opposite effects on profit-wage ratios in the direction predicted by the theory.

Is the profit-wage ratio a good measure of inequality between workers and entrepreneurs
in practice? And, more generally, does the profit distribution across firms affect the dis-
tribution of income across people? The answers to these question depend on the de-
gree of firm ownership concentration. The stronger firm ownership concentration is, the
more the distribution of profits are reflected in the personal income distribution. Em-
pirically, firm ownership is highly concentrated, both in the past and the present, even
for large publicly traded firms. For example, Goldsmith et al. (1940) reports that in 1940
only 13 families held over 8 percent of the equity in the largest 200 corporations and
that each family “has shown a strong tendency to keep its holding concentrated in the
enterprise in which the family fortune originated”. Similarly, Anderson and Reeb (2003)
finds that in the 1990s founding families accounted for 18 percent of outstanding equity
in Fortune 500 firms, the largest US firms by revenue. Unsurprisingly, firm ownership
concentration is even stronger—and almost perfect—in non-publicly traded firms (e.g.
Smith et al., 2019). I show using US census data on wealth from 1860 and 1870, that, as a
consequence of ownership concentration, profit-wage ratios are strongly correlated with
inequality across people by state and industry (o = 0.67).

The verification of the theoretical predictions on the effects of scale-biased technical
change on profit-wage ratio, coupled with the strong correlation between profit-wage
ratios and wealth inequality, already offers suggestive evidence that scale-biased tech-
nical change affects income and wealth inequality across people, too. However, gran-
ular data on income or wealth in the United States during steam engine and electric
motor adoption is not available after 1870. To study the two technologies’ effects on in-
equality, I therefore turn to the Netherlands, for which I collect unique data on income
and wealth inequality over the course of industrialization. The dataset I build includes
micro-level information on names, demographics, occupation, and, importantly, wealth
of each decedent between 1878 and 1927 in five major provinces in the Netherlands, cov-
ering over a million decedents and more than half of the national population. It is, to
the best of my knowledge, the largest dataset on inequality in any country during the
period of steam engine and electric motor adoption.
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Using the Dutch dataset, I verify the third prediction of the theory: that the effect of
technical change on inequality depends on its scale bias. Using municipality-by-industry
level data from the Dutch Census of Companies in 1930, I compute the share of employ-
ees that work in establishments with steam engines, with electric motors, and without
power for each municipality. I then show how wealth inequality evolved in municipal-
ities that saw strong steam-engine adoption, controlling for municipality fixed effects.
I find that municipalities that adopted engines became significantly more unequal over
time, especially from around 1910 onward. In contrast, municipalities with high electric
motor adoption saw a slight decrease in inequality after 1900. Furthermore, I use an
industrial census from 1816—long before industrialization—to create an industry-based
measure of “exposure” to steam engines and electric motors. Municipalities whose in-
dustrial composition in 1816 exposed them to steam engines showed a strong increase
in inequality between 1880 and 1930, while those exposed to electric motors experienced
a slight decrease in wealth inequality. The effects on inequality are primarily driven by

the very top of the distribution, while the rest of the distribution was not much affected.

Lastly, I show that the effects of scale-biased technical change on top wealth inequal-
ity manifests themselves through entrepreneurs that adopt the technology. To test this
prediction, I zoom into the major industrializing city of Enschede, in the east of the
Netherlands. The pre-existing textile industry made this city particularly exposed to the
introduction of the steam engine. Even though wealth inequality decreased in most ar-
eas, it increased sharply in Enschede. I find that the rise in top inequality was driven
by the textile entrepreneurs that adopted the technology. I do not find any meaningful
increase in inequality after excluding the textile entrepreneurs and their spouses from
the sample. This finding shows that the rise in inequality was driven by entrepreneurial
income—not wages—so that it can not be explained by skill-biased technical change.
The proposed theory of scale-biased technical change does offer an explanation: the
large-scale-biased technical change in textile manufacturing meant that firm concen-
tration increased strongly, which concentrated business income in the hands of a few

entrepreneurs.

Related literature. First and foremost, this paper contributes to our understanding
of the effect of technical change on income and wealth inequality. Scale-biased technical
change offers a view on the distributional effects of technology that complements exist-
ing theories on skill bias (e.g., Katz and Murphy, 1992; Acemoglu and Autor, 2011). The

case of electricity illustrates the differences.

First, the two theories highlight different features of electric motors as relevant for
inequality. Goldin and Katz (1998) argue that electric motor adoption increased the rel-
ative demand for skilled workers by facilitating a shift to continuous process and batch
methods. Electric motors enabled this shift mostly because they improved the efficiency
of “unit drive” systems.® I argue that electric motor adoption constituted small-scale-
biased technical change because it allowed to “separate the place of generation from the
place of use” (Helpman, 1998), reducing the fixed costs of power usage. This shows that
technical change can be skill- and scale-biased simultaneously. To nonetheless distin-
guish scale from skill, I study the role of the primary source of power—generated or

5Unit drive refers to a power distribution method where each machine is run by its own electric motors.
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purchased—not the system that delivers the power. Importantly, the technological ad-
vantages of electric motors in batch and continuous processes (the source of skill bias)

exist regardless of whether the electricity is purchased or generated in the plant.

Second, skill and scale bias may imply opposing distributional effects. Because the
adoption of electric motors was biased to skilled workers, it exerted upward pressure
on wage inequality Goldin and Katz (1998).” I claim that its adoption was biased to
small firms and therefore pushed inequality between entrepreneurs and workers down.
Of course, these statements do not contradict each other. Since the top of the distribu-
tion tends to be dominated by entrepreneurs, top income inequality may be particularly
strongly affected by scale-biased technical change. During the first half of the twentieth
century, the time of electric motor adoption, almost every industrialized country wit-
nessed a large decline in the income shares of the top 1 percent (Lindert and Williamson,
2016, p. 194). The findings in this paper suggest that electrification contributed to that
trend.

Another large literature relates increased firm concentration to technical change, es-
pecially a move toward high fixed cost technologies (e.g. Poschke, 2018; Autor et al,,
2020; Hsieh and Rossi-Hansberg, 2023; Kwon et al., 2023). Intangible inputs such as soft-
ware have been posited as an example of this (Brynjolfsson et al., 2008; Lashkari et al.,
2023; De Ridder, 2023). So far, it has been hard to establish credible causal evidence of
the effect of technical change on the firm size distribution. Furthermore, because most
modern technologies vary on many dimensions other than their cost structure, it is dif-
ficult to isolate the role of specific characteristics in driving their concentrating effect. A
contribution of this paper is that it studies two technologies that were similar except for
their cost structure, allowing to single out the role of fixed costs in shaping the firm size
distribution. The theory of scale-biased technical change also provides an additional
motive to study business patterns: their implications for economic inequality.®

This paper also relates to studies highlighting the role of entrepreneurship in shaping
income and wealth inequality (Quadrini, 2000; Cagetti and De Nardi, 2006; Buera and
Shin, 2013; Atkeson and Irie, 2022; Albuquerque and Ifergane, 2023). Accounting for
entrepreneurship in models of wealth accumulation allows to match the high concen-
tration of wealth observed in the data. In contrast to previous work, I focus on the role
of the production technology in shaping inequality and the entrepreneurship decision.
For this purpose, I provide a simple and tractable framework in which entrepreneurs
face a technology adoption decision. The tractability of the model allows to characterize
in closed form how entrepreneurship and the income distribution depend on the set of
technologies available in the economy.

Lastly, this paper speaks to the patterns of inequality during industrialization. Kuznets
(1955) hypothesized that inequality rises in the early stage of industrialization and later
decreases, because of a shift away from the agricultural sector to the more productive,
but potentially more unequal, manufacturing sector. Interestingly, he explicitly related
inequality to scale: “inequalities [in manufacturing] might be assumed to be far wider

than those for the agricultural population which was organized in relatively small in-

’Goldin and Katz (1998) argue, however, that an increase in the supply of high-school graduates kept the
skill premium in check.
8See De Loecker et al. (2022) for other reasons to study the firm size distribution.
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dividual enterprises.” This paper provides a theoretical foundation and empirical evi-
dence for that argument.

The remainder of the paper is organized as follows. Section 3 lays out the theory of
scale-biased technical change and inequality formally. Section 3 describes the historical
background of, and differing scale bias between, steam engines and electric motors. In
Section 2, I discuss how the data is constructed. The methodology and results on the
effect of technology on scale and inequality are shown in Sections 5 and 6, respectively.
Section 7 shows evidence that inequality between workers and entrepreneurs was the
main channel through which steam engines increased inequality. Section 7 concludes.

2 Model

There is a continuum of households with unit measure that differ in their entrepreneurial
productivity 1. I assume that i has a probability density function f(-) with semi-infinite
support on R, i.e., { | f() > 0} = ¢y, o) for some ¢, > 0.7 In a first stage, before
observing their entrepreneurial productivity ¢, each household decides whether to be
a worker or to be an entrepreneur (Lucas, 1978). A household knows that by choosing

entrepreneurship, it is foregoing the wage w.

Once this opportunity cost is sunk, in the second stage, entrepreneurs observe their

productivity ¢ and choose whether to enter business or not.

An entrant chooses, in a third stage, chooses from an exogenous set of available pro-
duction technologies T = {t1,.., t;}. Each technology t; € T is a tuple {«;, x;} where «;
is a parameter that affects marginal labor cost and «; > 0 is its fixed cost in terms of the
final good.!” T assume that T does not contain trivially dominated technologies. That is,
iftj, tp € Tand aj < oy, then x; > kx.'! Technologies are arranged in order of increasing

fixed costs (17 < .. < xj).

Finally, in stage four, after adopting technology j, entrepreneurs maximize profits
given their productivity ¢, yielding 77;(¢). Figure I.1 visualizes the decision process and
pay-offs. I characterize optimal behavior and derive equilibrium conditions by back-

ward induction.

Stage 4: Profit maximization

Each entrepreneur produces a differentiated good. Given technology t; and entrepreneurial

productivity ¢, their production function is

Pl
(p) = & (L1)
y](¢) %

where [ is labor and «; is the marginal labor cost for technology ;. The total cost to
produce y given t; and ¢ is C;(y | ¢) = %y + x; where «; is the fixed cost in terms

9To derive a closed-form solution of the equilibrium, I will later assume that  ~ Pareto (i, ).
10This can be seen as a generalization of the binary technology choice in (Yeaple, 2005; Bustos, 2011), who
are concerned with the connection between trade and technology adoption.
1 This assumption does not affect any equilibrium outcome as such trivially dominated technologies would
not be adopted.
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FIGURE I.1: Pay-off tree

Stage 1: Occupational choice
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Productivity draw
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of the final good. Each household’s utility is characterized by a constant elasticity of
substitution ¢ over a continuum of these differentiated goods indexed by w (Dixit and
Stiglitz, 1977; Melitz, 2003):

a

u=sy-= [/weny(w)avldw} . (L2)

The demand for good w is thus y(w) =Y <%‘U)) 7 where p(w) is the price of good w

N
and P = ([ _qp(w)"7dw] 7. Hereafter, I use the normalization that P = 1. Profit
maximization conditional on technology and productivity then yields the pricing rule

_ ucjw

13
oy 9

pi(y)
where p = anl This pricing rule is standard (e.g., Melitz, 2003, eq. (3)), except that the
production technology may vary across producers. In equilibrium, this yields (condi-
tional) profits 7;(¢) equal to

-1
77.'](1/)) = X <P¢> — K. (1.4)

o DC]‘ZU

Stage 3: Technology adoption

An entrepreneur that chooses to produce can use any of the | available technologies in
the set T. She therefore adopts the technology j that yields largest profits, so the profits

of an entrepreneur with productivity ¢ are:

() = jeggi”{ﬂj(lp)}- (L5)

An important implication of this profit function is that more productive entrepreneurs
choose higher fixed costs technologies. To see this, note that for an entrepreneur with
productivity i, the difference in profits between technologies ¢; and f; are:

o—1
At () = m(y) — m(p) = g (%) (“}70 - 06;17”) — (% — x)- (L6)
Recall that since j > k, x; > x; and a; < ay. It then follows from the expression that
A7ty () is strictly increasing in . That is, the more productive an entrepreneur is, the
larger their profits under technology j (higher fixed, lower marginal cost) relative to tech-
nology k (lower fixed, higher marginal cost). A corollary of this result is that prices are
strictly decreasing in ¢ (see equation (I.3)), such that entrepreneurs with higher produc-

tivity face more demand and, hence, produce more.
y
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FIGURE 1.2: Profit 7r(1) and productivity i in case of three adopted technologies

()

m3(¥)
m2()
71'1(1/1)
/ ,l/jafl
Exit Enter
O S
1 2 3

Notes: The braces indicate the optimal action in Stage 2 and 3 given productivity . The elasticity of substitu-
tion ¢ is larger than one so that " ! is increasing in .

Stage 2: Entry decision

After observing their entrepreneurial productivity ¢, each entrepreneur decides whether
or not to exit or enter. Since the opportunity cost is zero (as the opportunity cost of not
working is already sunk), they decide to enter if and only if 77(¢) > 0.

There is a unique ¢ > 0 such that an entrepreneur enters if and only if ¢y > . To
see this, note that equation (1.4) implies that 7r;(¢) is strictly increasing in ¢ for each
j €{1,2,.,]}. Therefore, 7t(¢) is the maximum of | strictly increasing functions and is
thus also strictly increasing. Finally, 771(0) = —«; < 0 and 7t(¢) — oo as i — oo. It thus
follows that there is a unique ¥ implicitly defined by

() = 0. (L7)

To solve for this threshold, note that profits under each technology are strictly increasing
in 77;(¢). Therefore, each technology j has itself a zero profit cut-off §; above which
profits are positive. From equation (I.4), this threshold is defined by

Fi = T (E)%Q
] ]7 Y P.

Since an entrepreneur enters if and only if at least one technology yields positive profits,
the entry decision is governed by the technology for which the entry threshold ¢; is
lowest. Combining equations (I.4), (L5), (1.7) gives a solution for ¢ > 0:

_ - 1 ONFT W
- mi —  mi 40T — —. 1.8
P= v je%?,f{“f’(f }(Y) 0 (18

Figure 1.2 shows the profit function 77(¢) and the optimal decision in Stage 2 and 3. It
illustrates that the entry cut-off ¢ is the productivity level for which the technology with

17



the lowest entry threshold gives positive profits.

Stage 1: Occupational choice

Free entry into entrepreneurship (and risk-neutrality) implies that in equilibrium the
expected profits of entering must be equal to the wage. That is,

/1,; 7 ()dF(p) = w. (19)
Defining average profits of producing entrepreneurs as 7 = ﬁ(@ J 1/?0 n(p)dF(¢), equa-
tion (1.9) can be written as
(1-F(p)) T =w.

The probability of entry times the average profits after entry should equate the wage.
Were the wage lower (higher) than the expected profits, no one would decide to work

(be an entrepreneur).

2.1 Which technologies are adopted?

Answering this question requires defining some notation. First, it follows from optimal
behaviour in Stages 2 and 3 that a technology is adopted in equilibrium if there is a set of
entrepreneurs that both i) decides to enter and ii) finds it profit-maximizing to produce
with that technology. I define the adopting set for technology j as the set of productivity
levels for which both conditions are satisfied:

¥y = (| (y) = 00 {w | () = maxec ym(y) = 7($) ) (1.10)

A technology j is adopted if the probability measure of the adopting set ¥; is strictly
positive. Let T* C T be the set of adopted technologies, so that

tie T" <= Pr(p€¥;) >0foranyj=1,2,.].
Proposition 1 shows which technologies are adopted in equilibrium.

Proposition 1 (Adopted technologies). Let t7 = {a7,x; } be the technology in T* with the
jth-lowest fixed cost K]’-‘ and let J* = |T*|. Then, the set of technologies adopted in equilibrium,

T = {£, .85, }, is such that

(a) the adopted technology with the highest marginal (lowest fixed) cost t7 = (a7, «]) is such
that

N . 71
af (k7)1 = min < &k’ and;
1 ( 1) ],61/2’“,] { ] ]

—_ %

1 1
— 3 . D : o—1
R ! {“] g™ = 1elon] {“ZKI }}
(b) the adopted technology with the lowest marginal (highest fixed) cost t}. = (oc}‘*,x}‘*) is
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such that
K= min <x;|a; = min {«
A { jlag= min { l}}

(c) any technology with fixed cost k7 < xj < «j. is adopted if and only if for any k €
{1,.,j—1}andl € {j+1,., ]}

KI—K]'

1

]
a T —al K=Ky
Proof of Proposition 1. See Appendix 1.3. O

Proposition 1(a) indicates which technology is the adopted technology with highest
marginal cost (and thus lowest fixed cost). Since the profit gain of a marginal cost reduc-
tion is increasing in productivity ¢, this is the technology that is adopted by the marginal
entrepreneur (i = ). Also, the marginal entrepreneur must use the technology j with
the lowest entry threshold ; (in Figure 1.2, the technology with the leftmost intersection
with the zero-profit axis). The first condition in Proposition 1(a) then follows from equa-
tion (I.8). The second condition in Proposition 1(a) states that—in knife-edge cases where
there is more than one technology that minimizes the entry threshold—only the technol-
ogy with the lowest marginal cost among those that minimize the entry threshold are

adopted because all but the marginal entrepreneur would strictly prefer that technology.

Proposition 1(b) shows that the technology with the lowest marginal cost is always
adopted, regardless of its fixed cost. The result follows from the unbounded support of
the productivity distribution. Since the gains from lowering marginal cost are strictly in-
creasing in productivity, the gains from lowering marginal cost are unbounded. There-
fore, no matter how high the fixed cost, there is always a strictly positive measure of
entrepreneurs willing to incur it to reduce marginal cost. Of course, if there are mul-
tiple technologies that minimize marginal cost, only the technology with lowest fixed
cost among them is adopted. It follows from combining Propositions 1(a) and 1(b) that
only one technology is adopted in equilibrium if and only if the technology in T with
the lowest marginal cost also comes with the lowest entry threshold. Th

Lastly, Proposition 1(c) covers all remaining adopted technologies, if any. Intuitively,
for a technology to be adopted by an entrepreneur, their productivity must be high enough
to make the technology more profitable than any other technology with higher marginal
cost (and lower fixed cost), but also low enough to make the technology more profitable
than adopting any other technology with lower marginal cost (and higher fixed cost).
Proposition 1(c) sets out the conditions under which the set of productivities that satisfy
these conditions has a strictly positive probability measure. To illustrate the condition,
consider Figure 1.2: there is an intermediate set of productivity levels, for which tech-
nology t, yields higher profits than both t; and ¢3. For such a set of productivity levels
to exist, the lower bound above which t, higher profits than #; must be smaller than the
upper bound below which it yields higher profits than 3.
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2.2 Equilibrium

Definition (Competitive equilibrium). Given an exogenous technology set T = {t1, .., t]},
a competitive equilibrium consists of a price w, profits {7t(y)}, output Y, productivity
threshold ¢, adopting sets {‘I’j}jj-zl, and a share of entrants L such that

profits 77(1) are as defined in (1.4) and (L5);

the adopting set of technology j, ¥}, is as defined in (1.10);

the free entry condition in (1.9) holds;

the labor and goods markets clear, so that

L=(1-1L)Y (%)‘7 ) oc}"’/ W ldE(y), (L11)

]:1 lIJET]

] J
Y=Lo+(1-L) (Y x / dE(p) + / @)dFy) |;  @12)
<]§ ! Ppey; ]; Pey;
— the pricing by entrepreneurs is consistent with a price index equal to 1, so that

_ w = d 1-0 oc—1
1=(1-1) (p) ];oc]. /Ipaljlp dE (). (L13)

Having defined the equilibrium in general, in order to get more concrete results, form
now on I assume that the distribution of productivity ¢ is Pareto. With this assumption,
the model has closed-form analytical solutions reported in Appendix 1.3.

Proposition 2 (Closed-form equilibrium). Suppose that the distribution of productivity  is
Pareto with shape parameter ¢ and a minimum productivity level of ¢, > 0 such that ¢ > 1 and
¢ > o — 1. Then, the closed-form solutions to the competitive equilibrium for L, ¢, Y, w, and 7
are given by equations (IV.2), (IV.3), (IV.4), (IV.5), and (IV.6) in Appendix 1.3.

Proof of Proposition 2. See Appendix 1.3. O

Proposition 1 and 2 together fully characterize the equilibrium in closed form. In the
next subsection, I use these results to study the effect of scale-biased technical change on

entrepreneurship, firm concentration, wages, output, profits, and inequality.

2.3 Scale bias and testable implications

To formalize scale-biased technical change, I first define the total factor productivity of a
firm as the idiosyncratic productivity of the entrepreneur i divided by the marginal cost
parameter of the technology in T that it adopts:

o Y= 9(T)

0 otherwise

TFP<¢|T>:{
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where ¢ (T) and a(yp | T) are the entry threshold (derived in closed-form in Proposition
2) and the marginal cost parameter of the optimally adopted technology given technol-
ogy set T. I set total factor productivity to zero for entrepreneurs that do not produce to
ensure that changes on the extensive margin (in and out of production) are reflected in
TFP changes.

Technical change is an addition of a new technology, say t,ew, to the technology set
Toiq such that Tyew = Typ19 U {tnew - From there, I define scale-biased technical change

formally.

Definition (Scale-biased technical change). Technical change is large-scale-biased if and
only if there exists some k > min {(Tyew), P(T,14) } such that it increases TFP for ¢ > k

and does not increase it for ¢ < k:

TFP (¢ | Tyew) > TFP (¢ | Tyq) V4 > k and;

o B (I.14)
TFP (¢ | Tuew) < TFP ( | Torg) V¢ € (min {(Tyew), P(Toia) }, k) -
It is small-scale-biased if and only if
TEP (¢ | Thew) < TFP (¢ | Toq) Vi > k and; (L15)

TFP (¢ | Tpew) > TFP (¢ | Tora) Yp € (min {¢(Tnew), P(Tora) } k) -

In other words, technical change is large-scale-biased if it increases the productivity
of firms above some level of entrepreneurial productivity, while it does not increase the
productivity of other firms. I do not consider cut-off levels k below min {((Tyew), P(Tor4) }
because for those levels of productivity people do not choose to be entrepreneurs under
either technology set.

The definition is similar to that of skill-biased technical change as increasing skilled
workers’ productivity relative to unskilled labor (Katz and Murphy, 1992; Violante, 2008).
Krusell et al. (2000) provide a micro-foundation for skill-biased technical change by con-
sidering that the relative productivity changes could be caused by capital-skill comple-
mentary. In the same vein, I provide an explicit mechanism for relative productivity
increases of large firms in terms of the available technologies. That is, I derive the condi-
tions on the technological parameters under which technical change is large-scale-biased

in equilibrium. Proposition 3 lays out these conditions.

Proposition 3 (Scale-biased technical change). Suppose that the assumptions in Proposition
2 (Pareto distribution) hold, that ¢ > 2, and that Ty;,,, = T7, U {tuew } (the new technology is
adopted alongside the previously adopted technologies). Then,

(a) the technical change is large-scale-biased if and only if

Kpew > ~Max  Kj;
*
{aj i eToy

(b) and the technical change is small-scale-biased if and only if

Knpew <  min Kj.
*
{aj i }eTsy
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Proof. See Appendix 1.3. O

Proposition 3 shows that the addition of a technology constitutes large-scale-biased
technical change if and only if the new technology comes with highest fixed cost. Con-
versely, it is small-scale-biased if the new technology has lowest fixed cost. Since no tech-
nology can strictly dominate another adopted technology, the result implies that techni-
cal change is large-scale-biased if and only if the new technology has lowest marginal
cost.

The intuition behind the “if” is that a technology on the extreme end of the tech-
nology set would be adopted by the most productive or least productive entrepreneurs.
Also, under the assumptions in Proposition 3, if a new technology is adopted, it reduces
profits when using the other technologies. Therefore, entrepreneurs that do not adopt
the new technology do not reduce marginal cost through a change to a third technol-
ogy. If anything, some may find it optimal to use a technology with higher marginal
and lower fixed costs than before in response to other entrepreneurs using the new tech-
nology. Thus, if a new technology has largest fixed cost, it increases the productivity of
the top entrepreneurs, but not the rest. Vice versa, if it comes with lowest fixed cost, it
increases the relative productivity of small entrepreneurs.

If a technology is adopted that has neither the highest nor the lowest fixed cost, it
will be used by a set of intermediate entrepreneurs. This means that both the largest and
the smallest firms do not adopt this technology. Hence, by the same reasoning as above,
this type of technical change does not increase the productivity of either small or large
firms and is thus neither large- nor small-scale-biased.

The condition that ¢ > 2 is the empirically relevant case for at least three reasons.
First, it is consistent with estimates of o around 6 for US manufacturing data (Bernard
et al., 2003) and with the calibration of ¢ = 4 by Melitz and Redding (2015). Second,
o < 2 implies a labor share of a half or lower, while the labor share has been consistently
larger than a half in the US and other countries. Third, if o < 2, the implied mark-up

(i.e., the ratio of price to marginal cost) is larger than 2.

Proposition 3 covers all cases where the new technology is adopted, but does not
make any existing technologies “obsolete”. It is however possible that a (subset of)
previously adopted technologies are no longer adopted after a new technology is in-
troduced. In Proposition 3A (in Appendix 1.3), I derive the technological conditions for
large- and small-scale-biased technical change in such cases.

Using Propositions 2 and 3, I generate three main predictions of the theory. First,
large-scale biased technical change increases average firm sizes, while small-scale-biased
technical change decreases them. Second, large-scale biased technical change increases
income inequality between workers and entrepreneurs. Third, large-scale biased techni-
cal change increases top income inequality.

Proposition 4 (Theoretical implications of scale-biased technical change). Suppose the
assumptions in Proposition 3 hold. Then, large-scale-biased technical change

(a) increases the average firm size as measured by employment;

(b) increases income inequality between active entrepreneurs and workers;
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(c) increases the income share of the top k% income earners for any k below some k € (0,100).

Small-scale-biased technical change has the opposite effects.
Proof of Proposition 4. See Appendix 1.3. O

The remainder of the paper is devoted to testing the theoretical predictions above.
I will use the case of steam engines and electric motors. In the next section, I show
that steam engine adoption is large-scale-biased and electric motor adoption small-scale-
biased technical change.

3 Scale bias in steam engines and electric motors

To test the theory of scale-biased technical change, I compare the effects of steam engine
and electric motor adoption. I argue that the comparison of these two technologies is
uniquely appropriate to test the theory for three main reasons. First, the steam engine
and the electric motor are two of the most important general purpose technologies in
human history (Bresnahan and Trajtenberg, 1995). Second, they served a similar pur-
pose: the conversion of energy into rotary motion in manufacturing. Third, as I will
argue in this section, they varied crucially on scale bias: steam engine adoption con-
stituted large-scale-biased technical change, while electric motor adoption constituted
small-scale-biased technical change.

I first briefly describe the history of steam engine and electric motor adoption. Figure
1.3 illustrates the timing and degree of adoption of each type of primary power. Three
main patterns jump out. First, the waterwheel was slowly replaced by the steam engine
in the second half of the 19th century. Second, steam engines, and later the electric motor,
were the dominant power source from around 1870 onward. Third, electric motors were
adopted from around 1900 and their superiority meant that internal combustion engines
were never adopted on a large scale (Du Boff, 1967). Fourth, electric motors driven by
purchased electricity started to become dominant around the 1930s, but steam engines
remained an important source of primary power until at least 1939. Figure IV.1 shows
the same patterns for the Netherlands.'? Below, I lay out the features of the technologies
that make steam engine adoption large-scale-biased and electric motor adoption small-
scale-biased.

First, steam engines come with much higher fixed costs of purchase, renewal, and
operation than electric motors. The price of a steam engine (including boiler) of average
capacity was around $5331 in 1874, more than 13 times the yearly wage of an unskilled
manufacturing worker (Emery, 1883; Abbott, 1905).!> On top of that, it required an

127 distinction can be made between the primary source of power (from the perspective of the plant)
and the system to deliver that power. Many electric motors in manufacturing were not driven by purchased
electricity, but by electricity generated in the plant. Such “secondary movers” are excluded from Figure 1.3 to
avoid double counting of capacity. The share of non-electric primary power, such as steam engines, that served
to generate electricity for intra-plant use grew strongly over time: from 14.8% percent in 1909 to 65.8% in 1939
(Du Boff, 1979, Table 15). Hence, electricity as a system of power delivery was more dominant than suggested
by considering only the primary source of power. In this paper I focus on the primary source of power as the
key distinction between “steam engines” and “electric motors”.

13The average steam engine in the United States in 1889 had a capacity of 50.1 horsepower (Du Boff, 1979).
The daily wage of an unskilled worker was $1.29 Abbott (1905), which I multiplied by 309 days as in (Emery,
1883).
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FIGURE 1.3: Capacity of primary power by type in horsepower per 100 employees in
manufacturing in the United States
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Notes: Electric motors refer to primary electric motors, i.e., electric motors driven by purchased electricity, only.
Electric motors driven by energy generated in the plant are covered under steam engines. Sources: (Atack, 1979,
Table 1) for the number of steam engines and waterwheels in 1850 and 1860; (Atack et al., 1980, p. 285) for their
average size (21 and 15 hp, respectively); Census of Manufactures 1860 for the total number of employees in
1850 and 1860; Census of Manufactures 1939, Power equipment and energy consumption, Table 3 for all years
after 1860.

engineer and a firemen, supplies, oil, and repairs. In total, I estimate the annualized
cost of purchase, renewal, maintenance, and operation of a 50 horsepower steam engine
to be around $1378, about 3 to 4 times the yearly unskilled wage. In other words, for the
cost of operating an average-sized steam engine excluding fuel, one could hire around
3 to 4 unskilled workers. In comparison, the equivalent annualized fixed costs of an
electric motor of that size were negligible: the fixed cost amounted to only 2 percent of
the yearly wage of an unskilled worker (Bolton, 1926). In Appendix 1.5, I provide more

details on computations and sources.

Second, larger steam engines were considerably more efficient in converting energy
into motion than small ones (Atack, 1979; Devine, 1983). In contrast, electric motors’
efficiency does not vary nearly as much with size. In the words of the contemporaneous
engineer Bell (1891): “With the electric motor the case is very, very different [from steam
engines]; an eight horse-power motor may be as completely worked out in detail as
one of a hundred times its power, and may be only slightly less efficient.” Figure IV.2
illustrates the efficiency of steam engines and electric motors for different sizes (horse-
power capacity) relative to a 100 hp equivalent based on estimates by Emery (1883) and
Bolton (1926). A steam engine of 10 hp required more than twice as much coal per horse-
power of energy output than a 100 hp steam engine. Coal-efficiency was an important
consideration given that coal accounted for between a half and two-thirds of the total

operating costs for the larger engines.

The marginal and fixed costs of steam engines and electric motors can be combined
to estimate an average cost curve by rated capacity for the electric motor and the steam
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engine. Figure 1.4 shows the results.!* Clearly, steam engines were much more cost-
efficient on a large scale. For electric motors, scale was close to irrelevant as almost all
costs were marginal, coming from the purchase of electricity, and the efficiency loss of
small motors was minor.

FIGURE I.4: Average cost per horsepower per year of steam engines and electric motors
of different capacities relative to its 100-horse power equivalent
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Average cost per hp (100 hp
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Capacity in horsepower

—— Steam engines
—— Electric motors

Notes: Author’s computation based on contemporaneous price and efficiency data. Sources: (Emery, 1883) for
steam engines and coal; (Bolton, 1926; Hannah, 1979) for electric motors and electricity. See Appendix 1.5 for
further details.

Lastly, there were reasons for steam engine adoption to be skewed to large establish-
ments that are less easily quantified. A steam engine occupied a large amount of space
and fuel storage, water supply, and mitigation of fire hazard further increased the fixed
costs of operating steam engines (Hunter and Bryant, 1991, p. 56). Also, the “notoriously
wasteful” steam engine had to be run at full capacity even if only small doses of power
were required, a feature likely to be specifically uneconomical for small establishments
(Du Boff, 1967).

The adoption rates by plant size reflect the considerations above. Figure 1.5(A) shows
that large plants are much more likely to adopt steam engines, as documented before by
Atack et al. (2008). In contrast, Figure 1.5(B) indicates that electric motors were almost
uniformly adopted across the establishment size distribution. However, small firms
tended to rely solely on purchased electricity while large firms were more likely to use
self-generated electricity. This further confirms that, for the purpose of studying scale
bias, the relevant distinction is the primary source of power, not the system of delivery.

4T have assumed an interest rate of 5 percent, depreciation rates as estimated by Emery (1883); Bolton (1926)
and a price of electricity as reported by Hannah (1979) and of coal as Emery (1883). In Appendix 1.5, I explain
the assumptions and computations underlying Figure 1.4 in further detail. Consistent with my estimates based
on Emery (1883), (Kapp, 1894, p. 234) reports that the cost per horsepower hour of a “small” steam engine was
about four times the cost of that of a “large” engine.
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FIGURE 1.5: Adoption rates by establishment size
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Notes: This figure indicates the share of establishments using steam engines in 1880 (panel A) and electric
motors driven only by purchased electricity vs. generated electricity in 1929 (panel B) by establishment size as
computed from micro-samples of the Census of Manufactures. Sources: for 1880, the national random sample
of the Census of Manufactures (Atack and Bateman, 1999); for 1929, the Census of Manufactures for selected
industries (Vickers and Ziebarth, 2018). I left out the concrete industry as data on electric motors driven by
generated electricity is not available for that industry.

4 Data construction

This paper uses newly collected and digitized data from the United States as well as the
Netherlands. In this section, I discuss the sources and construction of the data for both

countries.

4.1 United States

For the United States, I most heavily rely on the tabulations of the decennial Census
of Manufactures by state and industry. I digitized and compiled these data for each
decade year between 1850 and 1940 and 1947. The information in the Census of Man-
ufactures varied somewhat from year to year, but key variables such as the number of
establishments, employment, and value added are always available. Furthermore, from
1870 onward, the tabulations reported the adoption of power technologies such as water
wheels, steam engines, and, later, electric motors. The industry classification is detailed;
in the average year, there are around three to four hundred different manufacturing in-
dustries. In total, the data comprise of 51,263 state-industry-year observations.

Since industry classifications changed over time, I created two crosswalks that al-
low to compare industries over time. The first covers all industries between 1860 and
1900, the period of most rapid steam engine adoption, and consists of 182 industries.
This crosswalk is an extension of the 1860 to 1880 crosswalk published by Hornbeck and
Rotemberg (2021). The second crosswalks consists of 206 harmonized industries across
the six censuses between 1890 and 1940. To create this second crosswalk, I used tab-
ulations by industries over time published in the Census of Manufactures.® The final
crosswalks can be found in Appendix 1.4.2. I also coded each Census of Manufactures
industry to the 1950 Census Bureau industrial classification system to allow matching

151 particular, I mostly used “comparative summaries” and descriptions of industry classifications in the
appendices in the Census of Manufactures.
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with the IPUMS USA population censuses between 1850 and 1940.

To construct instrumental variables for technology adoption, I use data on coal re-
sources and hydropower potential by state. Data on historical coal resources by county
are taken from the National Coal Resources Data System from the United States Geo-
logical Survey (USGS).!® The dataset contains information on the “rank” (i.e., type) of
coal, the estimated tonnage available, the thickness of the field, and the “overburden”
(i.e. the depth of the material that lies above the coalfield). Using this information, I
compute the total coal resources in British thermal units (Btu) for each county.!” Rec-
ognizing that coal was traded across counties, I compute a measure of “coal access” by
county similar to the measure of market access used by Donaldson and Hornbeck (2016).

That is, for destination county c in state s, coal access is given by

COAL; =Y 7,./BTU, (1.16)
[

where 7, > 1 is the “iceberg cost” of transporting coal between counties 0 and ¢ in
1830, 0 is the trade elasticity, and BTU, is the total amount of coal resources in county
0 measured in Btu.'® Intuitively, the coal resources in county o more strongly count
towards county c’s coal access if the transportation costs between these counties is low.
Importantly, I use transportation costs before the introduction of the railroads to avoid
capturing infrastructure investments. I similarly use estimates of coal resources prior
to mining to avoid contamination by selective mining. Figure IV.3 shows the spatial
distribution of coal access on the county-level.

Hydropower potential is defined as the total horsepower of energy that can be fea-
sibly generated by waterpower given the topographic characteristics of the area. Im-
portantly, it covers both developed and undeveloped sites. Estimates of hydropower
potential of each state were published by USGS at various points in time. I use the esti-
mates of hydropower potential published in (Young, 1964, Table 10).! Figure IV.4 shows
a map of hydropower potential across the United States.

4.2 Netherlands

For the Netherlands, I assemble a large micro-database that contains the names, occupa-
tion, residence, birth place, and wealth at death for all individuals who died in selected
provinces between 1879 and 1927. The provinces cover around a half to two-thirds of the
national population. Furthermore, I collected data on manufacturing on the local level
for selected years. In all data, each municipality is coded to their “Amsterdamse code”,

16The source file can be downloaded from https://www.usgs.gov/media/files/uscoal.

7Following Averitt (1975), I convert the tonnage of coal of different ranks to Btu using the following ratios:
Anthracite, 12,700 Btu per pound; bituminous coal, 13,100 Btu per pound; subbituminous coal, 9,500 Btu per
pound; lignite, 6,700 Btu per pound. I include the coal resource only if the overburden is less than 3,000 feet
and the thickness is more than 14 inches for anthracite and (sub)bituminous coal or more than 28 inches for
lignite (Averitt, 1975).

18Specifically, as in (Donaldson and Hornbeck, 2016; Hornbeck and Rotemberg, 2021), Toe = 1 + toc/ Peoar- 1
set Py, = 6.08 to the average dollar per ton anthracite coal price in 1830, Philadelphia (Chandler, 1972, Table
2). toc is the transportation cost per ton-mile between counties 0 and ¢ in 1830 as estimated by Donaldson and
Hornbeck (2016). The trade elasticity 6 is set to 8.22 as estimated by (Donaldson and Hornbeck, 2016).

19Since water flow can vary seasonally, hydropower potential may not be constant within a year. I use
estimates of hydropower potential available 50 percent or more of the time.
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an identifier for each historical Dutch municipality.”’

4.2.1 Wealth

The data on wealth derive from the inheritance tax administration. The tax was levied
nationally since 1818. All source data up to 1927 is publicly available in regional archives
in the Netherlands. Before 1878, the inheritances were only subject to tax if not all re-
cipients were descendants in the direct line. After 1878, all inheritances above f1000 (a
thousand Dutch guilders) were taxed. However, the value of many estates worth less
than 1000 were assessed and recorded. The source files are printed tables that were
filled in by hand indicating decedent’s name, occupation, place of residence, marital sta-
tus, date of death, and importantly, the value of their estate. The tables were referred
to contemporaneously as “Tafels V-bis”. Figure IV.14 is an example of a source image.
It also contains decedents whose inheritance were not subject to taxation. De Vicq and
Peeters (2020) have digitized the Tafels V-bis for decedents who were subject to taxation

in 1921. For more information on the source, I refer to their paper.

I cover the entire period between 1879 and 1927. I included all areas for which
the source files were available online as scanned images, namely the provinces Noord-
Holland, Zuid-Holland, Noord-Brabant, Gelderland, and OVGI‘ijSSQl.21 In 1900, these
five provinces contained 70 percent of the population.?? For Zuid-Holland, scanned im-
ages were only available up to around 1900. The source files are printed tables that were
filled in by hand indicating decedent’s name, occupation, place of residence, marital sta-
tus, date of death, and importantly, the value of their estate. Figure IV.14 is an example
of a source image. The tables were digitized using Transkribus, an Al-powered plat-
form specialized in digitization of historical records.?® In total, I digitized more than 130
thousand images.

I mitigate noise coming from automatic digitization of the data in two ways. First,
the wealth of all observations with wealth recognized to be larger than 100,000 (19,178
observations) were checked by hand. Second, I link the digitized dataset to existing
high-quality hand-collected information from the civil death registry by (fuzzy) match-
ing based on name, place and date of death, and age.”* Around 80 percent of the obser-

vations can be linked to a record in the civil death registry.

Using the data, I create a panel data on the local wealth distribution. I use the smallest
geographical unit, the municipality, as the unit of analysis. To ensure a sufficient amount
of observations per time period, I compute the distributional statistics by decade.”® As
reported above, all estates worth more than the taxable threshold of 1000 were assessed
and taxed, but many estates were assessed to be below the threshold. Which estates were
assessed may have varied somewhat across tax offices and over time: the exact criteria

20See Huijsmans (2020) for a database of all historical municipalities.

2lThe archival sources are: Noord Hollands Archief, record group 178 (for Noord-Holland); Nationaal
Archief, record group (i.e. “inventarisnummer”) 3.06.05 (for Zuid-Holland); Brabants Historisch Informatie
Centrum, record group 82 (for Noord-Brabant); Gelders Archief, various record groups (for Gelderland); Col-
lectie Overijssel, record group 136.4 (for Overijssel).

22See http://www.volkstelling.nl for data on population by province. The four provinces for which the
entire period is covered contained 47 percent of the population in 1900.

ZFor more information, see https://readcoop.eu/transkribus/.

24The civil registry data can be downloaded in bulk at https://wwu.openarch.nl/exports/csv/.

ZSince the dataset starts in 1879, I assign that year to the 1880s too.
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under which an estate was assessed are to my knowledge unknown. The need to avoid
that variations in assessments affect the measures of inequality, would suggest to only
include decedents with an assessed wealth above 1000 (as they should always have
been assessed). However, including as many people as possible reduces variance in the
measures of inequality. I balance these interests by including every decedent with an
assessed wealth above £300 in the sample on which measures of the wealth distribution
are computed.

The resulting dataset on wealth over the period of industrialization is unique in its
size and geographic scope. The existing literature has focused on documenting national
trends in the wealth distribution. For instance, Lindert (1986) (UK) samples 12,581 es-
tates across four regions and five dates between 1670 and 1875, Piketty et al. (2006)
(France) cover a random sample of Parisian estates in selected years in the 19t cen-
tury, and Bengtsson et al. (2018) (Sweden) collect information on samples of around 5000
probate inventories between 1750 and 1900. This dataset is an illustration of the value
of using newly available technologies for scalable digitization of handwritten histori-
cal records. With more than 1.5 million decedents—of which 550,966 had their wealth
assessed and recorded—and coverage across the country, it allows for a detailed look
on the wealth distribution. Furthermore, and importantly for the purpose of this pa-
per, it provides complete coverage between 1879 and 1927, the period where first steam
engines and then electric motors were adopted in the Netherlands.

I assess the reliability of the data by comparing the measures of inequality with data
from two other sources that I have digitized. First, I uncovered a parliamentary docu-
ment that recorded in large detail the distribution of income by municipality in 1883 for
79 municipalities.’® These data were derived from local income tax administrations. I
also collected data on income distributions of 8 additional cities with a local income tax
whose distribution was not included in the parliamentary study.”” The second source
of the data are income and wealth distributions derived from national taxation for the
largest 45 municipalities for 1926 in (Centraal Bureau voor de Statistiek, 1928). Table 1.1
shows that the correlations are strong, and importantly, they are strongest for the rele-
vant time period. For instance, the top decile share of income in 1883 correlates strongly
with the top decile wealth share in 1880, but much less strongly with that in 1920. These
correlations provide evidence that the data provide accurate measures of inequality both
in the cross-section and over time. Furthermore, Table 1.1 shows that wealth inequality
among decedents (as measured by the inheritance data) correlates strongly with wealth

(and income) inequality among the living population.

Lastly, I use newly digitized data on the income distribution in every municipality
in 1946, the first year for which this is available (Statistics Netherlands, 1952).28 Since
over 85 percent of households were subject to income tax, I treat the taxed units as the
target population for which I estimate the distribution of income. To estimate the distri-
bution of income from the tabulations, I use the generalized Pareto interpolation method

26Tweede Kamer (House of Representatives) 1883-1884 kamerstuknummer (document number) 172.13. The
source file can be found on https://zoek.officielebekendmakingen.nl/0000397139.

27The cities are: Breda (1880), Vlissingen (1883), Enschede (1880), Utrecht (1888), Delft (1893), Eindhoven
(1885), Hilversum (1880), Nijmegen (1880). The sources for these extra cities are documented in Appendix
1.4.5.

2See Figure IV.15 for an image of the original source file.
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TABLE I.1: Correlations between top decile shares based on inheritance data and
alternative data sources

Wealth, inheritance data
1880 1890 1900 1910 1920

Income, 1883 0.86 0.77 073 0.62 0.54
Income, 1926 038 033 054 060 0.71
Wealth, 1926 048 056 0.66 0.72 0.76

Notes: This table shows the correlations between the measures of municipality-level top wealth inequality
for each decade derived from the inheritance data and measures of income and wealth inequality from other
sources. Observations are weighted by the number of individuals on which the inheritance wealth inequality
measure is based. Sources: local income tax data for income inequality in 1883; national income (wealth) tax
data for income (wealth) inequality in 1926.

(Blanchet et al., 2022).2°

4.2.2 Manufacturing

I use newly digitized data on manufacturing by municipality for the years 1816-1819 and
1930. The first official Census of Companies (“Bedrijfstelling”) in the Netherlands was
performed in 1930. It offers a high-quality snapshot of manufacturing by industry by
municipality.®’ This source provides information on the number of establishments and
workers by size class by industry by municipality and the adoption of motive power (in
horsepower).?! Importantly, it breaks down motive power by electric motors driven by
purchased energy and other motive power (i.e., steam engines or electric motors driven
by steam engines in the plant). Figure IV.16 provides an example of a source page. In
total, the data consists of 33,134 municipality-by-industry observations.

The data for the years 1816-1819 derive from two government surveys from which
the results are compiled and published in print by (Brugmans, 1956; Damsma et al.,
1979).3% 1 digitized the data from that source and coded the establishment types to a
2-digit ISIC industry code.®® Where data is available for both 1816 and 1819, I use the
data for 1819. Furthermore, I added the results for the municipality of Rotterdam and
neighbouring municipalities—which were excluded by (Brugmans, 1956; Damsma et al.,
1979)—from (Korteweg, 1926). The inquiry contains, by municipality, information on
the number of establishments for each type of establishment (e.g. tannery or cotton
factory) and the number of workers. Brugmans (1956); Damsma et al. (1979) were not
able to retrieve the survey results of all municipalities in three out of eleven provinces
(Zuid-Holland, Overijssel, and Groningen). The final data contain 3,658 municipality-
by-industry observations in 539 distinct municipalities.>* The data includes nearly all

2The R-package gpinter implements the method.

30Wnhile it also provides information on non-manufacturing firms, I have digitized the data only for manu-
facturing firms. Source images can be downloaded from https://doi.org/10.17026/dans-xqs-5q6e.

31The establishments are broken down by those employing none or one person, 2 to 5 persons, 6 to 10
persons, or 11 or more persons.

32The source images can be downloaded from https://resources.huygens.knaw.nl/nijverheid.

3Specifically, I coded the establishment types to the International Standard Industrial Classification of All
Economic Activities, Rev. 4.

34 Around 1200 municipalities existed at the time. For eight out of eleven provinces, (Brugmans, 1956;
Damsma et al., 1979) retrieved the complete returns of the surveys so that any “missing” municipalities are
likely to not have had any significant manufacturing presence. For the remaining three provinces, some mu-
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large cities and other places with a strong manufacturing presence.

For comparability across years, I coded each industry or establishment type to its
relevant 2-digit ISIC industry code.

5 The effect of scale-biased technical change on firm size

This section documents the impact of the adoption of steam engines—large-scale-biased
technical change—and the adoption of electric motors—small-scale-biased technical change—
on establishment sizes. The first prediction of the theory is that steam engine adoption
causes an increase in the average establishment size, while electric motor adoption de-
creases it. I verify the prediction using exogenous geographical variation within the
United States in the costs of the two technologies. Specifically, I use differences in access

to natural coal reserves and hydropower potential across the United States as instrumen-

tal variables to identify the causal effects of adoption.

First stage. Figure IV.5 shows that “coal access” strongly affected coal prices (0 =
—0.58 on the state-level). I test the hypothesis that, as a result, coal access affected the
adoption of steam engines. In 1890, the Census of Manufactures reported steam engine
and other power use for each state-industry combination. For that year, I estimate

STEAM;,; = 6; + 61n (COALy) + €5 (1.17)

where the subscripts i, s, and t refer to industry, state, and year, respectively. STEAM;;;
refers to measures of steam engine adoption, i.e., steam engines” horsepower per em-
ployee and the share of steam engines in total horsepower. COAL; is the measure of
state s’s coal access, computed as the average coal access of the counties in state s as
given by equation (I.16). Standard errors are clustered at the state-level and the regres-
sion is weighted by the total number of establishments in industry i, state s, and year
t. Table 1.2 shows that coal resources strongly predicted steam engine adoption, both
relative to employment and relative to other power sources (mostly water wheels), even
within narrow industries. This relationship is robust to—and if anything strengthened

by—controlling for hydropower potential and market access in state s.

nicipalities may be missing despite some manufacturing industry.
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TABLE 1.2: The effect of coal access on steam engine adoption (1890)

Steam hp per worker (asinh) Steam as share of total hp

Coal access (logs) 0.022%**  0.022***  0.023***  0.031***  0.031*** 0.035***
(0.004)  (0.004)  (0.004)  (0.007)  (0.007)  (0.007)
Hydro-potential (logs) -0.006**  -0.006* -0.007 -0.006
(0.003)  (0.003) (0.007)  (0.005)
Market access (logs) X X
Observations 4237 4237 4237 3395 3395 3395

Notes: This table shows the estimated effect of coal access (in logs) on horsepower of adopted steam engines
per employee and as fraction of total horsepower. Standard errors in parentheses are clustered at the state-
level. Industry fixed-effects included. * p < 0.10,** p < 0.05, *** p < 0.01.

The price of electricity depended strongly on the “hydropower potential” that a state
had to offer. Figure IV.6 shows the correlation between hydropower potential and elec-
tricity prices in 1929 on the state-level (0 = —0.56). Coal access and hydropower po-
tential are not correlated (Figure IV.7, p = 0.03). I estimate the effect of the instrument
(hydropower potential) on the use of purchased electric energy, first reported in 1939.
That is, I estimate for the year 1939:

ELECTRICITY;; = 6; + 61In (HYDRO;) + A’ Xjg + €615 (L.18)

ELECTRICITY;g; refers to two measures of electric motor adoption: the total megawatt
hour of purchased electric energy per employee and the cost of purchased electric energy
as a share of total fuel costs.’® In (HYDRO;) refers to the logarithm of the hydropower
potential of state s. Table 1.3 shows the results. Hydropower potential caused firms to
use more electric energy, relative to employment and relative to other fuels.

%5For simplicity, I chose notation identical to (I.17). Of course, the parameters in (I.17) and (I.18) are different.

36The megawatt hour of purchased electric energy per employee is obtained by dividing the cost of pur-
chased electricity by the average price of electricity per MWh for manufacturers in the state in 1939. The aver-
age price was, in turn, computed by dividing the total cost of purchased electric energy in the state (Census of
Manufactures 1939, Volume 1, Ch. VII, Table 3) by the quantity purchased in MWh. (Census of Manufactures
1939, Volume 1, Ch. VI, Table 6).
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TABLE 1.3: The effect of hydropower potential on purchased electric energy use (1939)

MWh per worker (asinh) Electricity as share of fuel
Hydro-potential 0.110***  0.116** 0.120***  0.020*** 0.018*** 0.017***
(0.029) (0.024) (0.021) (0.004) (0.003) (0.003)
Coal access 0.022 0.015 -0.007**  -0.005*
(0.017) (0.017) (0.003) (0.002)
Market access (logs) X X
Observations 5031 5031 5031 5010 5010 5010

Notes: This table shows the estimated effect of hydropower potential (in logs) on megawatt hour of purchased
electricty per employee of adopted steam engines per employee and as fraction of total horsepower. Standard
errors in parentheses are clustered at the state-level. Industry fixed-effects included. * p < 0.10, ** p < 0.05, ***
p < 0.01.

Results. I estimate the reduced form effects of coal access and hydropower potential
on the firm size using the following regression equation:

In (yist) = as + 13 + Z [Bi In (COALs) Dy + yi In (HYDROg) D] + A' Xt + €5 (1.19)
keT

where the subscripts 7, s, and ¢ refer to industry, state, and year, respectively. Dy is
a dummy that is 1 if + = k and 0 otherwise and T contains all but one reference census
year. y; is the average firm size (in terms of employment). Standard errors are clustered
at the state-level and the regression is weighted by the total number of establishments
in industry i, state s, and year f. Xj; is a vector of controls on the state-year level: it
contains the density of the population in state s at time ¢ and interactions between time
and “market access” in state s.>” Controlling for market access ensures that the estimated
effect of access to coal does not reflect low-cost access to consumer markets.

Figure 1.6 shows the estimates and 95% confidence intervals for the effects of coal ac-
cess and hydropower potential across years. I find that firm sizes in states with high coal
access—adopting more steam engines—grew from 1850 onward relative to other states.
In contrast, states with high hydropower potential—adopting more electric motors—
experienced relative reductions in average firm sizes. Importantly, as depicted in Figure
1.6(B), there were no differential trends in firm size based on hydropower potential prior
to the electric motor’s introduction between 1890 and 1900, providing evidence for the

validity of the instrument.

Consistent with the exclusion restriction that coal access affects firm sizes only through
steam engine adoption, I show that firm sizes in industries that used little power nation-
ally in 1890 were barely affected by coal (see Figure IV.8). Specifically, I estimate equation
(L.19) for the years between 1860 and 1900, now including state x industry fixed effects
using the 1860 to 1900 industry crosswalk in Appendix 1.4.3. I estimate this equation
separately for a set of “placebo” industries—industries in the bottom quartile of power
usage in 1890—and the remaining “treated” industries.*® Similarly, hydropower poten-

371 compute market access by county for the year 1830 (before railroads) as in (Donaldson and Hornbeck,
2016) and average it to the state-level.
3BPower usage is defined as the share of establishments reporting any power use.
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FIGURE 1.6: Effects of coal access and hydropower potential on firm sizes
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Notes: Panel (A) and (B) of this figure show estimates of the reduced form effects of coal access and hydropower
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Panel (A) and (B) are jointly estimated in one specification (see equation (1.19) for the econometric specifi-
cation), the only difference being the base year relative to which the estimates are estimated. Shaded areas
represent 95% confidence intervals. Standard errors are clustered at the state-level.



tial only affected firm sizes in industries that used electric motors (see Figure IV.9). To
test this, I run the same procedure for the years between 1890 and 1939 using the cross-
walks in Appendix 1.4.4. For electric motors, I define placebo industries as those in the
bottom quartile of the share of purchased electricity in overall fuel costs.

I estimate the effect of steam engine and electric motor adoption on the firm size
using IV in two . Specifically, I regress state-by-industry firm size growth on adoption,
instrumented by hydropower potential and coal access. That is, I estimate

In (yisp890) — In (Vispse0) = @1 + P1STEAM; 1890 + A1 Xiis + €3 (1.20)
In (¥is1939) — In (Yisp900) = &2 + B2ELECTRICITY s 1900 + A3 Xiis + 7is 1.21)

where STEAM;; 1399 and ELECTRICITY ;1939 are steam engine horsepower per worker
in 1890 and megawatt hour of purchased electricity per worker in 1939. Both are trans-
formed using the inverse hyperbolic sine function.

Table 1.4 shows the results of the instrumental variable regressions in equations (1.20)
and (L.21). The estimate in the first column suggest that a 1% percent increase in steam
engine use led to an increase in average firm size of about 1.1%. The second and third
columns explore the sensitivity of the estimates to changes in the set of controls. While
steam engines increased firm size, column four to six show that electric motor adoption

decreased it with an elasticity around -0.4.

TABLE 1.4: The effect of steam engine and electric motor adoption on firm sizes

Aln(firm size;,)
1860-1890 1900-1940

STEAMjq 1590 1.058"  1.152** 1.089**
(0.450)  (0.465)  (0.483)

ELECTRICITY; 1039 -0.386"**  -0.383"**  -0.353"**
0.094)  (0.104)  (0.113)

Aln(population density) X X X X
Aln(income/wealth p.c.,) X X
Observations 1900 1900 1900 2117 2117 2117
Kleibergen-Paap F-stat. 429 33.4 247 16.8 14.1 13.3

Notes: This table shows the estimated effects of steam engine and electric motor adoption on the change in
log firm size in a given state and industry. The explanatory variables are the inverse hyperbolic sine of steam
engine horse power in 1890 and megawatt-hour of purchased electricity per worker in 1939. The adoption vari-
ables are instrumented with coal access (first three columns) and hydropower potential (last three columns).
Observations are weighted by the number of establishments in the base year. Standard errors in parentheses
are clustered at the state-level.* p < 0.10,** p < 0.05, *** p < 0.01.
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6 The effect of scale-biased technical change on inequal-
ity

The previous section’s results demonstrated that large-scale-biased technical change in-
creases establishment sizes, while small-scale-biased technical change does the opposite.
In this section, I study the second and third prediction of the theory.

The second prediction is that large-scale biased technical change increases the profit-
wage ratio, a measure of income inequality between workers and entrepreneurs. I use
data from the Census of Manufactures in the United States—and the same geographic
variation as in the previous section—to show that steam engines increased the profit-
wage ratio, while electric motors decreased it. Furthermore, I find that profit-wage ratios
are, as suggested by the theory, a good proxy for economic inequality between house-
holds. Using data from the 1860 and 1870 US Census of Population, I find a remarkably

strong correlation between profit-wage ratios and top wealth inequality (o = 0.67).

The third prediction of the theory is that steam engines and electric motors had op-
posite effects on income inequality. I use the Dutch panel data on local wealth inequality
for this purpose. Local wealth inequality, besides being a measure of economic inequal-
ity in its own right, was strongly correlated with local income inequality (see Section 2).
I show that wealth inequality rose in municipalities with high steam engine adoption,
while it did not in those with high electric motor adoption. For identification of causal
effects, I exploit that some municipalities were more exposed to the use of these tech-
nologies given their industry composition within manufacturing in 1816, long before
the widespread adoption of either technology.

6.1 Profit-wage ratio

In the model in Section 3—where each entrepreneur owns one firm—the ratio between
the average profits and the wage is a perfect measure of income inequality between
workers and entrepreneurs. The free entry condition in equation (1.9) suggests that this
ratio is proportional to the average firm size. Specifically, it implies

In (nls> = constant + In (firm size;, ) . (1.22)
is
That is, the larger is the average firm size, the larger is the average profit of an establish-

ment relative to the wage.

To test whether the free entry condition holds empirically, I estimate average profits
and wages from the Census of Manufactures. Atack and Bateman (2008) estimate prof-
its in the 1890 Census of Manufactures using information on output, wage costs, raw
materials, the capital stock, and other expenses. Unfortunately, such detailed informa-
tion is not available for all years. In particular, estimates of the capital stock were only
reported up to 1919 and “miscellaneous expenses” only between 1890 and 1909. I there-
fore approximate average profits as output minus cost of raw materials and labor costs
per establishment, which can be computed for all years. The correlation between this
measure of average profits and the measure used by Atack and Bateman (2008) is high:
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0.75 in levels and 0.96 in logs.* 1 estimate the wage as the total wage bill divided by
the total number of workers. For 1940, this measure of wage income corresponds closely
with the average reported wage income by state and industry in the population census,

with a correlation of 0.93 in levels and 0.94 in logs.

Figure IV.10 shows that the relation between firm sizes and profit-wage ratios in
equation (I.22) holds strongly in the data (o0 = 0.87). Because the previous section
showed that firm sizes were affected by steam engine and electric motor adoption, it
is natural to test whether profit-wage ratios were too. I do this by re-estimating the
reduced-form effect of coal access and hydropower potential on the profit-wage ratio.
Specifically, I estimate equation (I.19) where the outcome variable y;s; is now the profit-

wage ratio in industry i, state s, and year ¢.

FIGURE 1.7: Effects of coal access and hydropower potential on the profit-wage ratio
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Notes: Panel (A) and (B) of this figure show estimates of the reduced form effects of coal access and hydropower
potential on the ratio between average profits and average wages relative to the base year, accounting for
industry and state fixed effects. Estimates in Panel (A) and (B) are jointly estimated in one specification (see
equation (I.19) for the econometric specification), the only difference being the base year relative to which the
estimates are estimated. Shaded areas represent 95% confidence intervals. Standard errors are clustered at the
state-level.

I find that the reduced form effects of coal access and hydropower potential on profit-
wage ratio are qualitatively and quantitatively similar to the effects on firm size (Figure
L.7). Steam engines increased the profit-wage ratio, while electric motors decreased it.
Table IV.2 shows the IV estimates of the elasticity of the profit-wage ratio to steam and
electric motor adoption. The point estimates are very similar to those found for the firm

size in Section 5.

Under the model’s assumptions, this finding is sufficient to conclude that large-scale-
biased technical change—in the form of steam engine adoption—increases income in-
equality between workers and entrepreneurs. When technical change is large-scale-
biased, fewer entrepreneurs operate in equilibrium, and the surviving entrepreneurs
capture a larger share of profits than they did before. Of course, in practice, firm own-
ership is less concentrated than it is in the model. People may own shares in one or
multiple firms, diluting the relation between the profit distribution across firms and in-

equality between households quantitatively.

% Specifically, for manufacturing censuses between 1890 and 1909, I compute profits as output minus cost
of raw materials, labor costs, capital costs, and miscellaneous expenses per establishment. I compute capital
costs as 4.33 percent of the capital stock. Atack and Bateman (2008) assumed a different capital cost rates for
plants (2%) than for equipment (6.67%); I choose 4.33 percent as the average of these two rates.
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Using data on wealth from the Census of Population in 1860 and 1870, I show that
profit-wage ratios strongly correlate with measures of wealth inequality. That is, I com-
pute top wealth inequality by year, state and 1950 industry in the Census of Population.
I compute profit-wage ratios in the Census of Manufactures by the same industry clas-
sification using newly created crosswalks. Figure 1.8 illustrates the strong relationship
between wealth inequality (as measured by the share of wealth held by the top 1 per-
cent) and the profit-wage ratio. This shows that the profit-wage ratio is a good proxy for

inequality.
FIGURE 1.8: The profit-wage ratio correlates strongly with wealth inequality
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Notes: This figure shows a bin scatter visualizing the correlation of wealth inequality and the profit-wage ratio
by state and industry. Each dot is an industry-state-year combination in 1860 and 1870. Wealth inequality is
computed from the Census of Population. Average profits are approximated by dividing total output minus
cost of raw materials and labor costs by the number of establishments. The wage rate is approximated by
dividing total wage costs by employment.

The finding that steam engines increased profit-wage ratios and electric motors de-
creased them, coupled with the strong correlation between profit-wage ratios and in-
equality, suggests that steam engines increased inequality, while electric motors de-
creased it. Direct evidence on income or wealth is, however, not available for the United
States after 1870. Therefore, to test whether scale-biased technical change affects inequal-
ity in the personal income and wealth distribution, I use data from the Netherlands for
which detailed information on wealth and income over a long horizon is available.

6.2 Wealth and income inequality

Iuse the digitized Dutch inheritance tax data to create various measures of local inequal-
ity for the period between 1879 and 1927. With this dataset, I first study how wealth in-
equality evolved across municipalities with varying rates of adoption of steam engines
and electric motors. I use wealth inequality, rather than income inequality, primarily for
reasons of data availability. Table 1.1 shows, however, that income and wealth inequality
are strongly correlated. Furthermore, I also estimate the effects on income inequality for

a subset of municipalities for which data is available.

As a measure of adoption, I use the share of local manufacturing employment that
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works in establishments using the technologies. I measure this using the newly digitized
1930 Census of Dutch Companies. Particularly, I divide establishments in three groups:
1) those using prime movers run by energy generated in the plant (steam engines), 2)
those only using prime movers run by purchased electricity (electric motors), and 3)
those not using any prime movers at all. The measure of local steam engine adoption is
the share of workers in the first type of establishments. Similarly, electric motor adoption
is measured as the share of workers in the second group of establishments, so that:

Employment in plants using prime movers run by generated energy in m

STEAM1930,n = (1.23)

Total employment in m
Employment in plants using prime movers run by purchased electricity in m

ELECTR1930,n = . (1.24)

Total employment in m

The main specifications are as follows:

INEQUALITY = a1 +1¢+ ), Puk (STEAMugz0,m X Dyg) +e1me  (1.25)
keT\ {1880}

INEQUALITY p = aop + 11+ ), Bok (ELECTRy930,n X D) + €2, (1.26)
keT\ {1880}

where the subscript t € T = {1880,1890,1900,1910, 1920} refers to the decade, m to the
municipality and Dy, is a dummy that 1 if t = k and 0 otherwise. INEQUALITY,,; is the
share of wealth held by the top 1% of decedents with wealth. The coefficients 1, and
Box capture the association between steam engine and electric motor adoption and the
change in wealth inequality from 1880, the reference year, to year k.

Figure IV.11(a) plots the coefficients of 5; for each decade relative to 1880. The coef-
ficient suggest that a 1 percentage point increase in the share of employment exposed to
steam engines leads to an increase in the top 1% wealth share of about 0.2 percentage
points. This effect is statistically and economically significant. Local steam engine adop-
tion varied strongly: around 10 percent of municipalities adopted no steam engines at
all, while in some municipalities more than 90 percent of manufacturing employment
was in steam-powered establishments. A one standard deviation increase in steam en-
gine adoption (0.19) increases the top 1% wealth share by around 4 percentage points in
1920. The average top 1% wealth share across municipalities was 21 percent.

The estimated effects of electric motor adoption on wealth inequality are shown in
Figure IV.11(b). The figure shows that electric motor adoption did not increase wealth
inequality. If anything, it decreased it. However, the size of the estimated effect is smaller

than for steam engines and not statistically significant on the 95% confidence level.

The coefficients in Figure IV.11 reflect the different evolution of wealth inequality in
municipalities along one dimension of power usage (steam engine adoption or electric
motor adoption). When electric motor adoption is low, this could be because mostly
steam engines were used or because there was little use of power of any sort. To di-
rectly compare the effect of steam engine adoption and electric motor adoption, I also
estimate equation (I.25) while controlling for the share of employment in establishments
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that do not use any power in 1930 (similarly interacted with time dummies).*’ Since
STEAM;930,;n, ELEC1930,,n, and NOPOWER 939 ,, sum to one by construction, the coef-
ficient of interest in this regression reflects the increase in wealth inequality associated
with a 1 percentage point increase in steam engine adoption and a 1 percentage point
decrease in electric motor adoption. The results are shown in Figure IV.12. It shows that
holding total power usage constant, when more steam engines were used—and thus less
electric motors—wealth inequality increased relative to 1880.

Instrumental variable analysis. The municipality-fixed effects specifications in equa-
tions (1.25) and (1.26) control for any time-invariant unobserved heterogeneity across
municipalities. Time-varying heterogeneity is a potential remaining threat to causal in-
terpretation of the coefficients in Figure IV.11. For instance, it is a priori conceivable
that changes in local inequality between 1880 and 1920 also affected technology adop-
tion, leading to reverse causality. To assess the quantitative importance of such threats
to identification, I employ an instrumental variable strategy.

The identification strategy uses that the local industry composition in manufactur-
ing in 1816 (see Section 4.2.2 for details on the data) is predictive of the local adoption
rates of steam engines and electric motors. I assign 2-digit ISIC industry codes to each
industry in the manufacturing data in 1930 and 1816. Then, using the 1930 data, I com-
pute industry i’s adoption of steam engines and electric motor adoption. The adoption
rates are computed analogously to STEAM;g39 ,, and ELECTR93 , in equations (1.23)
and (L.24), only changing the unit of analysis from municipality m to industry .

Table IV.3 shows the adoption rates for each manufacturing industry. The textile
industry, together with the much smaller beverage industry, was the largest adopter of
steam engines, with half of employment in establishments using steam. On the other
hand, the leather, apparel, tobacco, and printing industries almost did not use any steam
engines at all. Using these adoption rates in 1930, I then compute the exposure to steam
engines and electric motors in municipality m in 1816 as:

Employment in industry i in m in 1816
Total employment in m in 1816

STEAM EXP1g16m = )

iel

Z Employment in industry 7 in m in 1816
Total employment in m in 1816

X STEAM]g\goli (127)

ELECTR,EXPlglg,/m = X ELECTR1930,1'~

i€l
(1.28)

The exposure measure is a strong predictor of actual adoption in 1930 (see Table IV.4 for
the correlation).

I estimate the “reduced form” of the instrumental variable analysis equivalently to
equations (I1.25) and (1.26) except that the actual adoption rates are changed for the pre-
dicted rates in equations (.27) and (1.28). That is, I estimate how wealth inequality
evolved between 1880 and 1927 across municipalities that were more or less exposed
to the two technologies.

40That is, I estimate:

INEQUALITY ;yy = a4+ 73t + 3 [Bsk (STEAMug30,m X Di) + v3x (NOPOWER1930, 5 X Dyi)] + €3,ms-
keT\ {1880}
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FIGURE 1.9: Steam engine adoption increased wealth inequality, electric motors did not

(A) Effect of steam engines (B) Effect of electric motors
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Notes: This figure shows the estimated effects in percentage points of pre-industrial exposure to steam engine
(in panel A) and electric motor adoption (in panel B) on within-municipality top wealth inequality (top 1%
share) for each decade relative to 1880. The instrumental variable is exposure to the respective technology
which is computed on the basis of the local industry composition in 1816 and adoption rates by industry in
1930. Observations are weighted by the number of individuals on which the inequality measure is based.
Shaded areas represent 95% confidence intervals.

Figure 1.9 shows that places more exposed to steam engines became more unequal,
while places more exposed to electric motors became more equal, providing further ev-
idence that steam engines and electric motors had a causal effect on inequality as pre-
dicted by the theory.

Further evidence using income data. The model of scale-biased technical change
proposed in this paper relates technical change to income inequality. Since wealth in-
equality is strongly correlated with income inequality (see Table I.1) and consistent time-
series data are available for local wealth inequality (but not for income inequality), I use
wealth inequality as the dependent variable for the main analysis. I nonetheless assess

the robustness of the results to using income inequality as the outcome variable.

As described in Section 4.2.1, I uncovered and digitized data on the income distri-
bution in 1883 for 87 (mostly large) municipalities and for all municipalities in 1946.
From there, I compute the percentage point change in income inequality (as measured
by the income share of the top percentile) between 1946 and 1883. I regress the growth
in income inequality on STEAMj930 ,, and ELECTR 93 ,, defined in equations (I.23) and
(L.24), using ordinary least squares as well as using the respective instrumental variables.
Table IV.5 shows the results. It verifies the results obtained using wealth inequality as the
dependent variable: steam engine adoption increased inequality, while electric motors

had a marginal negative effect.

7 Who gains from large-scale-biased technical change?

Section 6 showed that steam engine adoption led to increased inequality, while electric
motor adoption did not. The last question is then: how did steam engines increase in-
equality? In this section, I zoom in to Enschede—the major Dutch textile city—to under-
stand who was capturing the rents from large-scale-biased technical change. I find that
the increased inequality was predominantly due to the textile factory owners amassing
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wealth at a much higher rate than other households. This finding confirms the prediction
of the theory of scale-biased technical change that the concentration of business income,
not of wages, was the key driver of increased inequality.

I selected Enschede for this case study because, being a major textile producer, it
heavily depended on steam engines and witnessed a strong increase in wealth inequality.
Figure IV.13 charts the wealth share of the top 1% over time. Another advantage of
studying Enschede is that the history of its textile industry is well documented and the
identities of the factory owners are known.

The foundations of the textile industry in Twente, the region around Enschede, al-
ready had been laid in the 16" century. At the time, many Flemish entrepreneurs had
their linen woven in Twente, due to its attractive position between Amsterdam and
North Germany (Schot et al., 2003). In 1728, Enschede had acquired the right to pro-
duce bombazijn, a textile woven from a combination of linen and cotton threads, and it
became the largest producer of this textile halfway into the 18" century (Stroink, 1962).
By 1750, 40% of the labor force was occupied in the textile industry. Since textile man-
ufacturing was the industry most exposed to steam engines (see Table IV.3), Enschede’s
rate of steam engine adoption was among the highest in the country.

The theory predicts that large-scale-biased technical change impacts inequality through
the profits accrued by entrepreneurs. Therefore, one should expect the see that wealth
inequality is driven mostly by them. To test this prediction, I compute the evolution of
average wealth in different parts of the wealth distribution on samples including and
excluding textile owners. Specifically, I exclude people from the sample if they belong to
one of 22 families that are considered the “core” and “inner circle” of textile owners by
Willink (2015). T use the last name as a proxy for family membership.*!

FIGURE 1.10: Wealth inequality is driven by entrepreneurs adopting steam engines
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Notes: This figure shows the evolution of the top 1 percent wealth share in Enschede when this measure is
estimated on the full population (in panel A) and when measured on the sample excluding textile owners (in
panel B). For each year, wealth inequality is computed from the sample of decedents in a 10-year window
around it.

Figure I1.10(A) shows the mean wealth at death for different percentile groups. It il-
lustrates that wealth inequality increased through a divergence of the top 1 percent from

4The last names are: Blijdenstein, Ten Cate, Van Heek, Jannink, Ter Kuile, Scholten, Stork, Van Delden,
Elderink, Van Gelderen, Gelderman, Hofkes, Ter Horst, Jordaan, Ledeboer, Menko, De Monchy, Palthe, Sa-
lomonson, Spanjaard, Stroink, Willink Cromhoff, Jannink, Gelderman, Heek, Ledeboer, Kuile, and Scholten.
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the rest of the distribution. However, panel (B) indicates that wealth inequality among
everyone except the textile families Figure 1.10(B) did not go up. These pattern indicate
the importance of studying inequality in the overall population, not only among wage
earners. Scale-biased technical change primarily affects the concentration of business
income. Therefore, it most strongly affects the income of top business owners relative to
the rest of the distribution.

8 Conclusion

In this paper, I highlight a new channel through which technical change can affect in-
equality: scale bias, the degree to which technical changes increases the relative pro-
ductivity of large firms. I show that technical change is large-scale-biased if it increases
fixed costs. When fixed costs of a new technology are sufficiently high, only the largest
firms opt to incur the fixed cost to reduce marginal cost, while smaller firms keep using
the existing technology or even go out of business. As a result, profits concentrate into
a smaller set of firms. With fewer and larger firms, top entrepreneurs are capturing a
larger share of the profits, pushing top income inequality up.

I'showed that the adoption of steam engines and electric motors offer a unique oppor-
tunity to test the theory: while the two technologies are otherwise similar, the fixed costs
of steam engines were an order of magnitude larger. I then tested the theoretical pre-
dictions on the effects of steam engine adoption (large-scale-biased) and electric motor
adoption (small-scale-biased). I found that the effects of these technologies were in line
with the theory’s prediction: steam engine adoption increased firm sizes and inequality

while electric motor adoption reduced it.

While this research shows that entrepreneurs and their incomes are key for shaping
and understanding inequality, existing work primarily focuses on the impact of techni-
cal change on wage inequality, not overall income inequality.*> The effect of technical
change on the distribution of business income and inequality between workers and en-
trepreneurs has, to the best of my knowledge, so far not been studied. This is an impor-
tant omission, because business income is a large source of income, especially at the top
of the distribution. In the US, more than half of total income for the top 0.1 percentile
is business income (Smith et al., 2019). Similarly, 81 percent of individuals in the top 1
percent of the wealth distribution was a business owner or self-employed (Cagetti and
De Nardi, 2006).

Even today, the concentration of firm ownership is high, so that the distribution of
profits across firms matters for the distribution of income across people. In the US,
“pass-through” businesses account for 51 percent of all business income in 2013 (Nel-
son, 2016).*3 The typical such business is owned by one to three people (Smith et al.,
2019) and 69% of its income accrues to the top 1% (Cooper et al., 2016). The great bulk
of the remaining income is earned by a small share of publicly traded firms (Clarke and

42 As a notable exception, Moll et al. (2022) recently expanded the scope beyond wage inequality by study-
ing automation’s effect on income (and wealth) derived from both wages and capital: by raising the returns to
capital, automation increases income and wealth inequality.

43Pass-through businesses are businesses that are not subject to corporate tax and whose income instead
“pass through” to their owners to be taxed under individual income tax. Specifically, they comprise S-
corporations, sole proprietorships, and partnerships.
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Kopczuk, 2017). While ownership of publicly traded firms is less concentrated, it is not
as diffuse as commonly thought.** Even for firms in the Fortune 500, the 500 largest
US firms by revenue, founding families alone accounted for 18 percent of outstanding
equity between 1992 and 1999 (Anderson and Reeb, 2003).*°

Trends in the last three decades are consistent with the implications of large-scale-
biased technical change. First, firm sizes and concentration are increasing and entrepreneur-
ship is in decline (Autor et al., 2017, 2020; Salgado, 2020; Jiang and Sohail, 2023; Kwon
etal., 2023). A large and growing theoretical literature relates these patterns to technical
change, specifically the growing importance of scale advantages arising from intangible
capital and information technology (Brynjolfsson et al., 2008; De Ridder, 2023; Hsieh and
Rossi-Hansberg, 2023; Kwon et al., 2023; Lashkari et al., 2023). Unger (2022) shows that
specifically customized software (large fixed adoption cost) is highly skewed to large
firms, while pre-packaged software (low fixed adoption cost) is used by small and large
firms alike. Second, top income and wealth inequality has increased sharply. For exam-
ple, between 1980 and 2014, the United States experienced 21% growth in the incomes
of the bottom half of the distribution, while the top 10 percent saw their incomes more
than double during the same period (Piketty et al., 2018). Third, since the 1990s, business
income—not wage income—accounts for the largest part of the rise of top incomes in the
United States (Smith et al., 2019, Figure IX). This paper provides a unified framework to
understand all these trends.

This paper leaves several important questions for future research. First, in the styl-
ized model presented, technical change and its direction is exogenous. While this as-
sumption is reasonable in the case of steam engine and electric motor adoption in the
US and the Netherlands, modelling technical change as the outcome of a directed re-
search effort could provide further useful insights. A concentrated firm size distribution
may further incentivize large-scale-biased technical change, similar to how the skill dis-
tribution may induce innovation in technologies that complement the more abundant
factor (Acemoglu, 2002). Another important simplification of the model is that while
technology adoption matters for inequality, inequality does not matter for technology
adoption . A useful, more quantitative, model could include risk aversion or liquid-
ity constraints. In such models, entrepreneurship is skewed towards high wealth in-
dividuals because they are more equipped to take risk and can afford larger up-front
investments (Quadrini, 2000; Cagetti and De Nardi, 2006; Buera and Shin, 2013). High
fixed cost technologies may further reduce entry of low-wealth individuals and can thus
worsen aggregate productivity (Buera et al., 2011). Lastly, the on-going development
of artificial intelligence technologies raises important questions on its distributional ef-
fects. Research shows that large firms tended to be the early adopters of the technology
(McElheran et al., 2023). More research into the cost structure of these technologies is
necessary to understand whether this will remain the case as the technologies mature.

44For instance, among a random sample of US publicly traded firms, 96 percent had shareholders that own
at least 5% of the stock, and in 53 percent of firms, the largest shareholder is a family (Holderness, 2009).
45Peter (2021) shows evidence on concentrated ownership of European firms.
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II  Jim Crow and Black Economic Progress After Slavery
Lukas Althoff (Stanford) & Hugo Reichardt (LSE)

1 Introduction

Black Americans have faced a long history of economic oppression in the United States.
Throughout the country’s early history, slavery was legal—until around 1800 in the
Northern states and until the end of the Civil War (1861-1865) in the South. Soon after
slavery ended, Southern states created racially oppressive regimes that limited the eco-
nomic progress of newly freed Black families—a set of institutions collectively known
as Jim Crow. States’ Jim Crow regimes instituted racial segregation, Black voter disen-
franchisement, and restrictions to Black Americans’ economic and geographic mobility.'
The Jim Crow era persisted for almost 100 years and only ended with the passage of the
Civil Rights legislation in the 1960s, which outlawed racial discrimination.

This paper studies the extent to which Black Americans’ economic status continues to
be shaped by their ancestors” historical exposure to racial oppression. Our results reveal
that such exposure continues to impact Black families, primarily because it increased
their likelihood of facing continued oppression under subsequent regimes. Specifically,
we find that Black families whose ancestors were enslaved until the Civil War still have
far lower economic status than those who were free before the Civil War. However, the
importance of differential exposure to slavery per se in contributing to these dispari-
ties dissipated over the early 20th century.” Instead, the gap faced by families formerly
enslaved until the Civil War persists due to their disproportionate exposure to contin-
ued oppression under Jim Crow. The rapid southern expansion of the US plantation
economy meant that the longer a family was enslaved, the more likely they were to be
concentrated in the southernmost states—Ilater the epicenter of Jim Crow. The severe
and long-lasting impact of Jim Crow institutions thus perpetuated the economic disad-
vantage faced by formerly enslaved families to the 215 century.

We develop new methods to overcome the challenge of measuring families” historical
exposure to slavery and Jim Crow. First, we infer if a family was free before the Civil War
based on their ancestors’ presence in the 1850 or 1860 census, which only enumerated
free Black people. We then trace enslavement status across generations using 1) auto-
mated record-linkage (Abramitzky et al., 2021) and 2) a new surname-based approach
(Ager et al., 2021). Second, we measure a family’s exposure to Jim Crow by combining
their ancestors’ location, traced through automated record-linkage, with proxies for each
state’s Jim Crow intensity. Finally, we relate our exposure measures to the outcomes of
Black prime-age men. Our linking-based approach uses individual-level census data

(1850-1940) and neighborhood-level proxies for the late-life economic status of individ-

IThroughout this paper, we use the term “Jim Crow” to refer to state-level institutions that limited Black
Americans’ civil rights. Examples include school segregation, vagrancy laws, and poll taxes.

2To quantify differences in exposure to slavery, we estimate that the average free Black family was free 50
years before the Civil War—around 1815. We do so by using aggregate counts of the Black population starting
in 1790 and assuming that free Black families’ fertility equaled that of white families.
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uals who experienced both the Jim Crow era and its aftermath, derived from mortality
records (1988-2007) linked to the 1940 census. The surname-based approach extends the
coverage from the linked sample to the entire historical census population and real-time
credit bureau data (2023).3

Our first result is that today, Black families enslaved until the Civil War continue
to have lower education, income, and wealth than Black families freed before the Civil
War. These Free-Enslaved gaps are almost half as large as the corresponding Black-white
gaps. While the Free-Enslaved gaps were even larger immediately after slavery, their
narrowing has been much slower than one would expect under standard rates of inter-
generational mobility. We demonstrate the robustness of our results to measurement
error in ancestors’ enslavement status by combining our surname- and linking-based

measures in an instrumental variable strategy.

Second, we find that the Free-Enslaved gap persisted because families enslaved un-
til the Civil War were disproportionately concentrated in states that harmed Black eco-
nomic progress after slavery. We use plausibly exogenous variation from enslavement
locations to estimate each Southern state’s effect on the descendants of those freed from
slavery there. We find that these effects were large and drive the Free-Enslaved gap’s
persistence. Conditional on their ancestor’s location, the economic status of Black Amer-
icans ceased to depend on their ancestor’s enslavement status by 1940. Importantly, our
results capture only the additional disadvantage faced by those enslaved until the Civil
War, not the broader impact of slavery on all Black Americans regardless of when they
gained freedom.

Our third result is that Jim Crow institutions underlie the severely limiting effects of
certain states on Black economic progress. To isolate the impact of these state institu-
tions from other factors, such as economic activity, culture, or climate, we use a regres-
sion discontinuity design that compares the outcomes of Black families freed across state
borders. We find that with the onset of the Jim Crow era, Black economic progress began
to diverge sharply across state borders. For example, families freed in Louisiana attained
1.2 fewer years of education by 1940 compared to families freed just a few miles away in
Texas. Notably, the long-run border discontinuity estimates, which capture the effects of
institutions, are nearly identical in magnitude to the overall long-run state effects, which
encompass both institutional and non-institutional factors. Moreover, these border dif-
ferences increase with the difference in the intensity of states” Jim Crow regimes. These
findings implicate state-level Jim Crow institutions as a central factor shaping the geog-
raphy of Black economic progress and perpetuating the disadvantages faced by families
enslaved until the Civil War.

We extensively validate our empirical strategy. For the border discontinuity design,
we show that 1) gaps in the economic status of formerly enslaved people only arise
with the beginning of Jim Crow (circa 1880), 2) those gaps only exist for borders where
states” Jim Crow regimes differ and increase with those differences, 3) before Jim Crow
there are no border gaps in counties’ economic, agricultural, political, or demographic
characteristics, 4) with the beginning of Jim Crow, large border gaps emerge in key
county-level outcomes targeted by those regimes, including votes cast per adult male

3Due to data-sharing agreements, we cannot disclose the name of the credit bureau.
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and Black school quality, and 5) Jim Crow regimes did not harm white families” eco-
nomic outcomes. Basing our design on ancestor location before 1865—rather than the
current location—leaves little room for selection, given that enslaved people had no say
in their place of residence. Both historical and new empirical evidence support our main
identifying assumption that an enslaved person’s birthplace is exogenous to future gen-
erations’ potential economic outcomes. Because of high migration costs, partly due to
Jim Crow’s institutional barriers to mobility, a family’s enslavement location is a strong
indicator of their exposure to Jim Crow. However, as many families did migrate despite
those barriers, we assess the role of migration in shaping place effects using a standard

framework of random assignment with imperfect compliance.

We explore potential mechanisms of how Jim Crow regimes slowed Black economic
progress using a newly compiled dataset on state-level Jim Crow laws. We first classify
Jim Crow laws by topic and find that the largest number pertains to education. Edu-
cation is the target of 283 laws—one-third of all Jim Crow laws passed throughout the
South. Those laws racially segregated schools, reduced educational resources allocated
to Black children, shortened term lengths for Black schools, and prevented Black Amer-
icans from participating in the local bodies that governed education. Indeed, we find
that the quality of Black schools drops sharply across borders with states that have more
oppressive Jim Crow regimes. In addition, our main regression discontinuity estimates
are similar when using educational Jim Crow laws or Black school quality, rather than
more comprehensive measures of Jim Crow intensity. Statements from leading histori-
ans confirm that educational restrictions were likely a key factor in Jim Crow’s negative

impact on Black economic progress.

This paper makes several contributions. First, leveraging new methods to link fam-
ilies” data across generations (Abramitzky et al., 2020), we generate new evidence on
the mechanisms behind institutions’ persistent effects (Acemoglu et al., 2002; Dell, 2010;
Donaldson, 2018; Dell and Olken, 2019). Second, we design methods to identify de-
scendants of enslaved people, uncovering important economic differences among Black
Americans based on ancestral enslavement status. Third, by analyzing exposure to
Jim Crow, we find that systemic discrimination—the higher exposure to ongoing dis-
crimination because of past discrimination (Bohren et al., 2022)—is central to the enduring
legacy of racial oppression in the US. We find that Black economic progress was rapid
where conditions allowed, consistent with seminal works (Du Bois, 1935; Woodward,
1955; Ransom and Sutch, 2001; Aaronson and Mazumder, 2011; Naidu, 2012; Wright,
2013). Last, despite the recognized impact of location on upward mobility, its underly-
ing causal mechanisms remain unclear (Olivetti and Paserman, 2015; Chetty et al., 2014;
Chetty and Hendren, 2018). Our results show that institutions can play a key role in
shaping upward mobility.

2 Historical Context

This section provides historical context for the evolution of anti-Black institutions in the
US—from slavery to Jim Crow and beyond.

53



2.1 Free Black Americans before 1865

In 1860, just before the Civil War (1861-1865) that led to the abolition of slavery, 4 mil-
lion enslaved and 0.4 million free Black people lived in America. Enslaved people had
existed on American soil since the country’s colonial origins (Sowell, 1978). The roots of
the free Black population may trace back to 1619 when settlers in Virginia purchased the
first 20 Black people. Little is known about their fate, but it is likely that some of them
were treated as servants who had to work for a fixed term and gained freedom afterward
(Frazier, 1949). Around 1660, both law and practice had changed, implying that virtu-
ally all Black individuals who arrived in the colonies were enslaved for life (Galenson,
1981). From 1662 onwards, the law also mandated that a child would inherit their legal
(i.e., free or enslaved) status from their mother regardless of race.

For some enslaved people, the Revolutionary War (1775-1783) provided a road to
freedom. Responding to a need for troops and laborers, both the British and American
leadership promised freedom to enslaved people willing and able to serve. It is esti-
mated that up to 100,000 enslaved people ran away from plantations to do so (Schama,
2006). After the war, many remained in the US as free persons. As a result, the free Black

population in some states increased dramatically.

The Revolutionary War also spread a spirit of egalitarianism, challenging the institu-
tion of slavery in some regions. In the North, the abolitionist movement grew quickly
after the war. While only a few Black people lived free of slavery before the Revolution-
ary War, most Northern states adopted gradual emancipation laws after the war. New
Jersey was the last Northern state to do so in 1804.

In the South, the path to freedom was narrow, especially in the Lower South.* All
Southern states except North Carolina allowed masters to free (“manumit”) their en-
slaved people by 1790, but the practice was employed to different degrees across re-
gions. In the Upper South, the first wave of manumissions occurred between 1783 and
1793, the first decade after the Revolutionary War. Motivated by anti-slavery beliefs,
most manumitters freed all their enslaved people at once. However, manumission grad-
ually became more selective and turned into a reward system designed to uphold slavery
(Wolf, 2006). By 1860, 0.2 million of the 1.8 million Black Americans in the Upper South
were free (11.1 percent). The Lower South did not see a similar manumission wave af-
ter the war, as manumissions there were usually limited to masters” “illicit offspring,
special favorites, or least productive slaves” (Berlin, 1974). The free Black population of
the Lower South mainly originated from refugees who fled from Saint-Domingue (now
Haiti) and the purchase of Louisiana from France, which had a sizable free Black popu-
lation. By 1860, 40,000 of the 2.5 million Black Americans in the Lower South were free
(1.6 percent).

4The Lower South comprises Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, South Car-
olina, and Texas. The Upper South comprises Delaware, Washington, DC, Kentucky, Maryland, Missouri,
North Carolina, Tennessee, Virginia, and West Virginia. The North comprises all other states.
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FIGURE 1II.1: Population by County in 1860
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Notes: This figure shows the population sizes of enslaved Black Americans (panel A) and free Black Americans
(panel B) in the 1860 census. The maps are truncated to omit the western half of the country, which at the time
was only sparsely populated. Appendix Figure IV.38 shows the maps for 1790.

The legal and economic status of free Black Americans varied greatly across locations
and over time before 1865 (Sowell, 1978). In most states, free Black Americans were de-
prived of the right to vote and to hold political office. However, their legally protected
property rights were respected in most cases. With the limited freedom they enjoyed,
some free Black families could accumulate modest wealth and social status. Most of
them, however, lived in poverty “under conditions barely distinguishable from those of
the mass of slaves” (Berlin, 1974). Their economic status varied considerably across the
country and, perhaps surprisingly, tended to be better further South (Berlin, 1976). In the
North, free Black families were concentrated in cities where they suffered from compe-
tition with and hostility from white laborers (Frazier, 1949). Most free Black families in
the South lived in rural areas, working as farmhands and casual laborers (Berlin, 1974).

By the beginning of the Civil War (1861-1865), the enslaved population was concen-
trated in the Lower South (see Figure I1.1). The free Black population, in contrast, was
concentrated in the North and the Upper South. These differences in geographic location
exposed them to different institutional regimes after slavery.

2.2 Freedom of All Black Americans after 1865

The Civil War led to the emancipation of enslaved families, giving all Black Americans
the same legal status. The average free Black family had likely already been free for
around 50 years. For the first 12 years after the Civil War—the Reconstruction era (1865—
1877)—the Union Army occupied the South. Black Americans experienced unprece-
dented economic progress under Reconstruction (Foner, 2014; Frieden et al., 2023). New
schools and colleges were built to educate Black Americans throughout the South. Black
men participated politically, casting their votes in high numbers and serving in public
office (Logan, 2020). Throughout Reconstruction, Black economic and political progress
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was met with violent opposition from white Southerners (Du Bois, 1935; Foner, 1963;
Blackmon, 2009).

In 1877, the Union Army left the South, abandoning the project of Reconstruction.
The disenfranchisement of Black people through legal and extra-legal means led to mas-
sive declines in Black political participation (Kousser, 1974; Wright, 1986; Perman, 2001;
Naidu, 2012). Many free Black Americans lost their higher social status and some left
the South (Woodson, 1918).

Black Americans who remained in the South after Reconstruction faced increasing
oppression through the rise of Jim Crow (1877-1964). Jim Crow regimes governed al-
most every aspect of Black life. Schools, workplaces, public transport, medical facilities,
and parks were racially segregated (Murray, 1950). Poll taxes, literacy tests, and other
rules limited Black suffrage (Naidu, 2012; Walton et al., 2012). Enticement laws, contract
enforcement laws, and emigrant-agent laws prevented Black workers from seeking eco-
nomic opportunities with new employers or in states outside the South (Roback, 1984;
Naidu, 2010). Vagrancy laws criminalized the unemployment of Black people (Black-
mon, 2009). In addition to legal factors, various extra-legal means of excluding Black

Americans spread through the South and beyond.

From 1910 to 1940, many Black Americans started to leave the (Upper) South in the
first wave of the Great Migration. Black families from the Lower South participated less
in this first wave, both because Jim Crow limited their geographic mobility and because

migration was more costly for them (Roback, 1984; Naidu, 2010; Carrington et al., 1996).

After almost 100 years, the Civil Rights Movement successfully fought oppression
starting in the mid-1950s and eventually ended Jim Crow—"one of the most significant
legislative achievements in American history” (U.S. Senate, 2019). The Great Migration
continued until the end of the movement in the late 1960s. By then, six million Black
Americans had left the South (Boustan, 2016). However, many Black families still faced
challenges in capitalizing on available opportunities in the North (Collins, 1997; Akbar
et al., 2020; Derenoncourt, 2022). In addition, even after the achievements of the 1960s,
old forms of racial oppression persisted, and new forms—such as mass incarceration
and “color-blind” voter suppression—have arisen since (Western, 2006; Alexander, 2010;
Bonilla-Silva, 2015; Darity et al., 2016). The narrowing of racial disparities has slowed
substantially since the 1960s (Bayer and Charles, 2018; Althoff, 2021; Derenoncourt et al.,
2022).

3 Data and New Methods to Measure a Family’s Exposure

to Slavery and Jim Crow

A major empirical challenge we overcome in this paper is to measure a Black family’s
exposure to slavery and Jim Crow. We construct family histories for Black Americans in
the historical censuses and develop new methods to measure two critical components
of a family’s historical exposure to institutionalized oppression: how long a family was
enslaved and where they were freed, determining the intensity of the Jim Crow regime

under which they likely lived.
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3.1 Measuring How Long a Family Was Enslaved

To measure how long a family was enslaved, we leverage that the pre-Civil War censuses
of 1850 and 1860 did not record enslaved people.

Main method based on census linking. We identify Black Americans free before
1865 (“the Free”) as those who were 1) recorded in the 1850 or 1860 census or 2) born
in a state that had already abolished slavery; Black Americans who were born in slave
states before 1865 and cannot be traced back to ancestors in the 1850 or 1860 census
are classified as enslaved until 1865 (“the Enslaved”).” We then carry this information
forward to their descendants. To do so, we build family trees using the census’s infor-
mation on family interrelationships for members of the same household and by linking
individuals’ records across time.

This classification strategy accurately identifies whether a Black family’s ancestor
was enslaved until 1865. In principle, if a family cannot be linked back to the 1850 or 1860
census, this could either mean that they were enslaved until 1865 or that they could not
be linked using automated methods—for example, because their name was misspelled
in one census. Hence, in the South, we inevitably misclassify some Black families who
were free before 1865. However, census records show that only 6 percent of the Southern
Black population were free in 1860. Therefore, our comparison involves a group almost
certainly free in 1860 against a group where at least 94 percent were enslaved until the
Civil War, minimizing the potential for attenuation bias due to imperfect linking rates
(see also Appendix 2.1.1). Record linkage helped us identify around 20 percent of free
Black Americans in the 1870 census, 10 percent of whom we trace to descendants in 1940.

Our classification method has two critical advantages over previous research, which
typically relied on birthplaces to identify how long a family was likely enslaved. First,
because the census only provides information on birthplaces for a person and their par-
ents, the effects of slavery cannot be studied beyond the second generation in the census
cross-section. Our panel allows us to follow individual Black families’ records until
2000. Second and most importantly, relying on a person’s birthplace can only identify
free Black families born in the North. However, 50 percent of all Black families free be-
fore 1865 lived in the South. Our method identifies a large number of those families.
Measuring how long a family was enslaved and where it was freed is crucial to deter-
mining what role slavery, Jim Crow, and their interaction play in shaping the persistent

effects of institutionalized racial oppression.®

The Free-Enslaved gap quantifies disparities based on a family’s male ancestry. Due
to women’s surname changes upon marriage, accurately linking female ancestry is chal-
lenging. Focusing on the male lineage minimizes bias that could arise from selective
marriage patterns, allowing us to accurately estimate the Free-Enslaved gap as we de-
fine it. However, this approach limits our ability to estimate another important measure:
the variation in economic status based on the proportion of Free vs. Enslaved ancestors

5We refer to Black families free before 1865 as “the Free” even though they or their ancestors may have
been enslaved in previous decades. We refer to those enslaved until 1865 as “the (formerly) Enslaved.” We
choose this terminology to avoid confusion engendered by the sometimes-used terms “Freemen” (Free) and
“Freedmen” (formerly Enslaved). We avoid the term “slave” and capitalize “Free” and “Enslaved” when used
as nouns to be respectful of the people we study.

6See Appendix Figure IV.30 for average socioeconomic outcomes among descendants of the Enslaved and
the Free by region of origin.
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across both maternal and paternal lines. Given the vast geographic and socioeconomic
divides between Free and Enslaved families, intermarriage between these groups was
likely limited by 1940. This is corroborated by quantitative evidence and historical nar-
ratives (see Appendix 2.1.2). However, we show that in the presence of intermarriage,
even if limited, the Free-Enslaved gap serves as a lower bound for the disparities be-

tween families with exclusively versus no enslaved ancestors.”

Alternative method based on surnames. We develop a second strategy to identify
descendants of the Free and Enslaved based solely on surnames, without requiring cen-
sus linkage. We use the change in the distribution over surnames from before 1865 (pool-
ing the 1850 and 1860 censuses), when the census included only free Black Americans, to
after 1865 (pooling the 1870 and 1880 censuses), when it included all Black Americans.®

While some surnames were common among the Free and the Enslaved, others were
characteristic of one group (see Appendix Table IV.18). For example, the surname “Du
Bois” was relatively frequent among free Black families in the 1860 census. However,
with the inclusion of the families newly freed in 1865 in the 1870 census, Du Bois became
ten times less frequent—an indication that having this surname meant a person likely
descended from the Free. In contrast, the surname “Freedman” did not exist in the 1860
census but appeared in the 1870 census after many newly freed families chose it as their

new surname. Thus, Black families called Freedman were likely enslaved until 1865.

This surname-based approach allows us to measure the likelihood that one’s ances-
tors were enslaved until the Civil War in any dataset that includes surnames, such as the
full (not only the linked) sample of Black Americans in the historical censuses as well
as real-time credit bureau data. The linking-based and the surname-based approaches
yield highly correlated Free-Enslaved classifications (see Appendix Figure IV.31).

3.2 Measuring the Exposure to State-Led Oppression During Jim Crow

Black families” exposure to slavery and Jim Crow is highly correlated. Families enslaved
until 1865 were also geographically concentrated in states that would become the epi-
center of Jim Crow. In contrast, families freed earlier were concentrated in states that
would adopt less intensive Jim Crow regimes. These different geographic distributions
result from the rapid southern expansion of the US plantation economy. The longer a
family was enslaved, the more likely they were to be freed in the Lower South.

To measure a family’s likely exposure to Jim Crow, we use that record linkage allows
us to observe the birthplace of their formerly enslaved ancestors. A family’s enslavement
location is generally a strong indicator of their exposure to Jim Crow over the subsequent
75 years. Black Americans whose ancestors were enslaved in the Lower South were
likely exposed to the strict Jim Crow regimes in the region for decades. Appendix Fig-
ure V.32 shows that prior to 1930, the share of Black families originating from the Lower
South who migrated out of the region was less than 10 percent—significantly lower than
the mobility rates experienced by Black families from the Upper South. Among families

"In Appendix 2.1.2, we derive this result theoretically. We estimate that for the first generation born after
1865, the gaps between Black Americans whose ancestors only descend from Enslaved vs. free Black ancestors
could be 15 percent larger than the Free-Enslaved gap.

8Census pooling reduces the impact of imperfect coverage in any given decade.
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enslaved until the Civil War, the propensity to migrate North was especially low com-
pared to Black families free earlier. However, it is worth noting that many families mi-
grated despite Jim Crow’s institutional barriers to mobility (Roback, 1984; Wright, 1997;
Naidu, 2010) and high migration costs (Carrington et al., 1996). We formally account for
migration in our econometric analysis.

Our primary measure of the intensity of states” anti-Black institutions, including their
Jim Crow regime, is a composite index of persistent state-level racial oppression—the
Historical Racial Regime (HRR) index (Baker, 2022). This index is derived from four key
components: a state’s population share enslaved in 1860; its share of sharecroppers who
were Black in 1930; its number of Jim Crow disfranchisement devices; and its share of
congressional delegates that signed the Southern Manifesto.

To complement our analysis and validate our main findings, we consider alternative
Jim Crow intensity measures. First, we create a new composite index that, in contrast
to the HRR index, focuses on institutional factors and the Jim Crow era specifically. We
derive this new “Jim Crow index” from five factors frequently referred to in the his-
torical literature as reflections of Jim Crow regimes: 1) the anti-Black discriminatory
share of a state’s laws specific to race; 2) a state’s number of disfranchisement devices;
3) the share of congressional delegates who signed the Southern Manifesto; 4) the Black-
white disparity in schools’ term lengths; and 5) the year minimum pay for teachers was
introduced—Ilegislation central to narrowing the large wage penalty historically suffered
by Black teachers (Card et al., 2022; Cascio and Lewis, 2022). This Jim Crow index is
highly correlated with the HRR index (p = 0.99).

Additionally, we consider a state’s total number of Jim Crow laws. We analyzed over
800 laws from multiple sources, including newly digitized data from “States” Laws on
Race and Color,” which aimed to document all race-related state laws in 1950 (Murray,
1950). We categorized each law as discriminatory (Jim Crow) or not based on its content
and context provided by the authors. We also incorporated additional laws on employ-
ment and suffrage not covered in the primary source (Roback, 1984; Cohen, 1991; Walton
et al., 2012). The number of Jim Crow laws correlates with the HRR index (o = 0.74).

Another measure we consider is a new composite index of Black school quality, de-
rived from three factors: teacher salaries, student-to-teacher ratios, and term lengths for
Black children in 1940—sourced from (Card and Krueger, 1992). Black school quality
negatively correlates with the HRR index (p = —0.94).

We acknowledge the challenge in quantifying the severity of Jim Crow regimes,
which employed both legal methods (e.g., literacy tests) and extra-legal methods (e.g.,
voter intimidation) to marginalize Black Americans. As Woodward noted, “[t]here [was]
more Jim Crowism practiced in the South than there [were] Jim Crow laws on the books”
(p. 102 Woodward, 1955). While no single measure can fully capture this complexity, all
of our different proxies are highly correlated (see Appendix Figure IV.33). We argue that
a collective analysis of our proposed measures offers valuable insights into the nature

and extent of Jim Crow institutions in different states.
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3.3 Linked Data

We use full-count census data for all available decades between 1850 and 1940 (Ruggles
etal., 2020) and link observations across adjacent and non-adjacent decades using the au-
tomated linking methodology provided by Abramitzky et al. (2020). A person is linked
from one census to another if their name, year of birth, and state of birth match and if
the match is unique conditional on race. We use a method that allows for misspellings
by matching names based on their phonetic sound (NYSIIS). Allowing for misspellings
tends to be a more conservative approach because it treats phonetically similar names
as equivalent, yet maintains the requirement for uniqueness in establishing a match. Be-
cause women tend to change their surname upon marriage, only men can be linked over
time (Althoff et al., 2024).

The census also contains information on the relationship between individuals in the
same household. By observing a person in their parents” household during child- or
adulthood, we can build family trees based on this information. We transfer parental
data, such as Free-Enslaved status and county of residence, to subsequent census records
of the individual and their descendants. These family trees allow us to study the evo-
lution of a family’s social, economic, and geographic mobility across generations. We
study individuals’ outcomes in census records between 1870 and 1940 (from the first cen-
sus to include all Black Americans to the most recent full-count census available). Our
primary outcomes include education, income, and wealth (Appendix 2.2.1 describes all
outcome variables in detail). Over time, the census data provide increasingly rich infor-

mation on those outcomes. Therefore, we focus particular attention on the 1940 census.

To extend our analysis to the 21st century, we link the 1940 census to administrative
mortality records from the Social Security Administration (Goldstein et al., 2021).” Ef-
fectively, this sample contains individuals born before 1940 and deceased between 1988
and 2007. The mortality records contain a person’s last neighborhood of residence (nine-
digit ZIP code) at the time of death. We use National Historical Geographic Information
System (NHGIS) data on each neighborhood’s distribution of education, income, and

wealth by race to proxy for a person’s economic status (see Appendix 2.2.2 for details).

To extend our results to the present day, we combine our surname-based Free-Enslaved
classification with real-time data from one of the primary US credit bureaus. The credit
bureau merged our probabilistic classification with their universe of credit reports before
removing personally identifying information. The main outcomes include predicted to-
tal income, predicted disposable income, and credit score. Because those predictions are
based on data and models proprietary to the credit bureau, our ability to validate the
accuracy of these predictions is limited. However, recent work using similar credit bu-
reau data validate the accuracy of these predictions using payroll records (Mello, 2023).
We subset the data to focus on Black prime-age men. The credit bureau does not ob-
serve a person’s race directly and instead predicts it based on the person’s first and last
name as well as their neighborhood (nine-digit ZIP code).!” We access a snapshot of

this anonymous data from March 2023 through a secure server (see Appendix 2.2.3 for

9The linkage from 1940 to 2000 leverages automated methods based on a person’s name, year of birth, and
state of birth (Abramitzky et al., 2020), analogous to the linkage between 1850 and 1940.
10Using a separate dataset—our Social Security mortality records—we find that surnames and nine-digit
ZIP codes combined capture 90 percent of the variation in whether a person is Black or not.
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further details).

3.4 Sample

For our analysis, we focus on Black men aged 20 to 54 and limit our linked sample to
individuals who can be traced back to their ancestors in 1880 or earlier. The latter restric-
tion serves two purposes. First, our method for identifying families who gained freedom
before 1865 requires linking them to their ancestors in 1850 or 1860. This requirement
may introduce bias in the Free-Enslaved gap resulting from comparing families who can
be linked back in time with those who cannot. By restricting the sample to Black Amer-
icans linkable to 1880 or earlier, we minimize this potential bias. Second, this restriction
excludes families who immigrated to the US after 1880, as they may have experienced
significantly different institutional contexts prior to their arrival, which could confound
our analysis. Our results are not sensitive to this restriction.

For 1940, our sample of Black prime-age men consists of 155,813 descendants of fam-
ilies enslaved until 1865 and 9,325 descendants of families freed before 1865. Linking
a large number of descendants in 1940 to their Civil War-era ancestors is feasible for
several reasons. First, to track an individual over time, we use links between both ad-
jacent and non-adjacent census years. Second, we establish links between fathers and
sons through their cohabitation. Third, the likelihood of establishing at least one link to
a male descendant increases if an ancestor has multiple male descendants. On average,
we make 3.7 links across different census decades to establish a 1870-1940 family tree.
We link 10 percent of families in 1870 to at least one ancestor in 1940 (see Appendix Table
IV.19). This statistic is essential because those links allow us to observe the state in which
ancestors were freed from slavery via their birthplace in the 1870 census. Our data show
a marginally higher match rate for free Black men compared to formerly enslaved men
(18.5 vs. 17.1 percent, respectively, from 1870 to 1880).!! From the 1940 census to admin-
istrative records in 2000, we link 21,059 descendants of enslaved and 1,591 descendants
of free Black families.

Our sample is highly balanced on observable characteristics (see Appendix Table
IV.12). For example, the literacy rate (20.4 percent) of those who we classify as formerly
enslaved in our linked sample of 1870 matches the literacy rate of the 1870 Black census
population—the vast majority of whom were enslaved until the Civil War. For free Black
families in our linked sample of 1860, the literacy rate (65.1 percent) is also close to that of
the 1860 Black census population (66.8 percent)—all of whom were free by definition of
who was included in the census prior to 1865. The sample of individuals in 1940 linked
to ancestors between 1850 and 1880 is also highly balanced compared to all Black men
with US-born parents in 1940.

Potential Linking Bias. One may be concerned that linking procedures introduce me-
chanical differences between families enslaved until 1865 and those freed earlier. The
most plausible concern is that a person’s economic status depends on how many gener-

ations or decades they can be linked backward.

1o evaluate linking rates by Free-Enslaved status, we contrast Black Americans born in the North (Free)
with those from the South (mostly Enslaved), rather than basing the Free-Enslaved status on linkability in
earlier decades. The relatively lower linking rates for Southern-born Black Americans may stem partly from
their larger population sizes, which decrease the likelihood of having unique names within their birth states.
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FIGURE II.2: Average Outcomes in 1940
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Notes: This figure shows the average outcomes of Black Americans in 1940 by the earliest year to which we
can link them back to one of their ancestors. The dark blue line (left y-axis) shows the years of education; the
light blue line (right y-axis) shows the total predicted income. The lines suggest no trend in outcomes outside
of the break from 1860 to 1870. See Data Appendix 2.2 for details on the sample and data.

To examine the quantitative importance of this concern, we group Black Americans in
1940 by the earliest decade in which we can link them back to one of their ancestors and
plot their average outcomes by group (see Figure I1.2). In 1870, Black families enslaved
until 1865 were included in the census for the first time. Consistent with that change
in sample composition, we observe a significant drop in average income and education
for people who can be linked to ancestors in 1870 but not 1860 or 1850. Aside from this
drop, there are no trends in income or education, suggesting that individuals who can
be linked further do not have a mechanically higher economic status. To err on the side
of caution, we limit our sample to individuals who can be linked back to 1880 or earlier

throughout this paper.

4 A Simple Model of Black Economic Progress After Slav-
ery

We propose a simple econometric model of Black economic progress to guide our in-
terpretation of the forces that shape the Free-Enslaved gap’s long-run persistence. Our
framework incorporates intergenerational mobility, the effects of exposure to location-
specific factors, (selective) migration, and the effect of delayed freedom. We use this
model to answer the following questions: What factors determine the gap’s long-run
persistence? How important was the differential exposure to location-specific factors
among the Enslaved and the Free in shaping the gap? Is the persisting disadvantage
faced by descendants of the Enslaved a causal effect of slavery or Jim Crow?

4.1 Model setup

Let y; ; denote the human capital—or any other outcome of interest—for person i at time
t. For simplicity, let there be two time periods, t € {0,1}; the model is easily extendable
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to more time periods. We think of t = 0 as reflecting 1865, the year of Emancipation, and
t = 1 as reflecting 1940, the last census year to which we can link families. We model y; ;
to be determined by

Vit = Qi Vg T OYir-1 e (IL1)

such that it depends on four factors: a factor capturing innate “ability” «;, with c.d.f.
F(-), the family’s previous human capital y;;_1, their location (i, t) € £, and a random
error term ¢;, that satisfies E[e;; | s, iy, (i, )] = 0. Last, we define -y} as the effect of
being exposed to location £ at time t. We model y; o (the starting condition) as

Vi0 = @io + Vi(0) — 05i +€ig, (IL2)

where s; is an indicator for whether the family was enslaved until 1865. That is, in
1865, the outcomes depend on “ability,” location, and whether a person had been free
before the Civil War. The parameter 6 > 0 captures any direct advantage that free Black
Americans had relative to the Enslaved, such as access to education during slavery.12

4.2 The Intergenerational Effect of Being Enslaved Until the Civil War

We define the effect of descending from ancestors who were enslaved until the Civil War
(s; = 1) as the expected difference between the two groups in the absence of differences
in “ability” («;0). That is, we define the average treatment effect as

ATE = /(IE[%‘,1 |'si =1a;0] —Elyi1 | si = 0,a;0]) dF(a;p). (I1.4)

Throughout the paper, this definition will guide the interpretation of our estimates.

In conceptual contrast to prior work (e.g., Sacerdote, 2005), we argue that one should
not think of slavery’s average treatment effect merely as an effect conditional on location.
Descending from an enslaved person made a person much more likely to come from
(and still live in) environments that were relatively harmful to their economic progress.
Their enslavement status directly caused the location of enslavement, and the treatment
effect should include its impact. From an econometric perspective, geographic location
can be interpreted as a bad control since it is a mediating variable through which slave
status affects future descendants (Angrist and Pischke, 2008).

12 At time t = 1, the outcomes then become
Yir = (A+p)aio+ P'Yg(i,o) + 'Y}(i,l) —Sipd + peig + €in, (IL.3)

where ;1 = Aw;( allows for transmission of “ability” over multiple generations. Thus, outcomes are de-
termined by the “ability” of the initial generation through direct transmission of “ability” (1) and through
intergenerational advantage derived from “ability” in previous generations (p). The current location ('y}U 1))

shifts the level of a person’s human capital. Through intergenerational transmission, human capital is also af-
fected by 1) how previous generations were impacted by where they lived ('y?,(l. 0) ), 2) whether their ancestors

were enslaved until 1865 (J), and 3) their ancestors’ idiosyncratic human capital shocks (g; ).
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5 Economic Gaps between Descendants of Free and En-

slaved Families

This section documents the gaps in education, income, and wealth from 1870 to 2023
between descendants of families enslaved until the Civil War and those freed earlier. We
find that these gaps are large and persist until today.

5.1 Evolution of the Free-Enslaved Gap until 1940

We estimate the Free-Enslaved gap () in economic outcomes (y; ;) separately for each
decade t in our linked sample from 1870 to 1940:

Vie = ar+Pisi+ ¢ Xip+eiy, (IL5)

where s; is equal to one if person i is classified as a descendant of the Enslaved and is
zero otherwise. X;, is a vector of controls that includes a quadratic term of age in our
baseline specification. We cluster standard errors at the family level.'?

FIGURE I1.3: Free-Enslaved Gap (1870-1940)
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Notes: This figure shows the gaps in literacy and occupation skill among prime-age (20-54) male descendants
of enslaved vs. free Black Americans in each census decade. The sample includes both the South and North
of the US. In the 1940 census, instead of literacy, we observe the highest year of school or degree completed.
We classify individuals who have completed at least two grades of school as literate; others we classify as illit-
erate. We assign “skilled” to occupations classified as “medium skilled workers” or above by the HISCLASS
scheme (Leeuwen and Maas, 2011); and “unskilled” to others. We restrict the sample to observations linked
to ancestors in 1850, 1860, 1870, or 1880. We control for a quadratic function in age and include 95 percent
confidence bands clustered at the family level. See Data Appendix 2.2 for details on the sample and data.

We find that the economic differences between descendants of the Free and Enslaved
are large and persistent. In 1870, the formerly Enslaved were 2 times (over 40 percentage
points) more likely to be illiterate than free Black Americans (see Figure I1.3). By 1940, the
gap was still 1.8 times (5 percentage points). Descendants of the Enslaved worked in less
skill-intensive occupations than descendants of the Free from 1870 to 1940. Consistent

1BWe define a family as a group of individuals with a common 1870 ancestor. In 1940, our linked sample
comprises 49,876 families with an average of 1.6 prime-age male descendants each.
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with this skill gap, descendants of the Enslaved earn lower incomes and are significantly
less likely to own their homes (see Appendix Figure IV.42). Overall, we estimate the Free-
Enslaved gap to be smaller than the gap between Black Americans born in the North vs.
South before 1865—a comparison that Sacerdote (2005) uses as a proxy for the Free-
Enslaved gap (see Appendix Figure IV.43). Our estimates capture the important fact that
free Black Americans fared far worse in the South than in the North after slavery.

The rich information on education, income, and wealth provided by the 1940 census
allows us to get a detailed picture of the Free-Enslaved gap 75 years after slavery ended.
Using those outcomes, we find that descendants of the Enslaved are less educated, earn
lower incomes, and have accumulated less wealth than descendants of free Black Amer-
icans in 1940 (see Table I1.1).!* The gap in education amounts to 1.6 years—more than
one-quarter of the average years of education among Black men in 1940. The likelihood
that a descendant of the Enslaved earned a high school or college degree was only half
compared to descendants of the Free (see Appendix Table IV.23).

TABLE II.1: Free-Enslaved Gap (1940)

Education (Years) Wage Income (USD) Homeownership (%) House Value (USD)

Mean: 5.99 Mean: 381.20 Mean: 29.25 Mean: 1,371.95

Ancestor Enslaved -1.59*** -145.92*** -7.247%%* -694.69***
until Civil War (0.05) (6.13) (0.62) (65.85)
Controls (age, age?) Y Y Y Y
% of Black-white gap 42 29 36 37
Adjusted R? 0.04 0.05 0.01 0.01
Observations 163,549 154,463 164,357 46,971

Ancestor Free 9,078 8,551 9,070 3,227

Notes: This table shows the gap in years of education, wage income, homeownership, and house value (con-
ditional on ownership) among prime-age (20-54) male descendants of enslaved vs. free Black Americans in
1940. The sample includes both the South and North of the US. Only observations that can be linked to the
1850, 1860, 1870, or 1880 census are included. Sample means are computed for the combined sample of the
Free and Enslaved. See Data Appendix 2.2 for details on the sample and data. Standard errors are clustered at
the family level and are shown in parentheses. *** p < 0.01, ** p < 0.05,* p < 0.1.

The narrowing of the Free-Enslaved gap from 1870 to 1940 is slow relative to bench-
mark rates of intergenerational mobility among white Americans. To compare the con-
vergence speed, we estimate economic gaps from 1870 to 1940 between white families
whose ancestors had no measurable physical or human capital in 1870 and all other
white families (see Appendix Figure IV.17). In only 30 years, the gap in literacy between
those two groups of white Americans rapidly shrunk from over 90 percentage points to
less than 10 (from twice the Free-Enslaved gap in 1870 to half the Free-Enslaved gap in
1900). The homeownership gap for the two groups was similar to the respective Free-
Enslaved gap in 1870 but closed by 1900—while the Free-Enslaved gap changed very
little until then.

Robustness. We re-estimate the Free-Enslaved gap based on the full population (rather
than the linked sample) of Black Americans in 1940 using our surname-based approach,
yielding results very similar to our preferred approach based on record linking (see Ap-

14 Appendix Table IV.22 compares the Free-Enslaved gap across different income measures.
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pendix Table IV.13). The gaps between Black families with surnames that convey high vs.
low likelihoods of having been enslaved until the Civil War are —1.40*** (0.09) in years
of education, —113.15*** (25.50) in wage income, —2.31** (1.05) in homeownership, and
—1,098.68"** (282.83) in house values.

Next, to mitigate misclassification bias, we use our surname-based measure as an
instrumental variable (IV) for the linking-based measure. The resulting IV estimates of-
fer an unbiased assessment of the Free-Enslaved gap if the errors in the linking-based
measure are uncorrelated with the errors in the surname-based measure (Ashenfelter
and Krueger, 1994; Angrist and Pischke, 2008). This assumption is supported by the
surname-based measure’s independence from census-linking methods. These IV esti-
mates suggest that measurement error reduces our initial estimates of the Free-Enslaved
gap by an average of 9 percent across various outcomes (see Appendix 2.1.1). For ex-
ample, based on our IV estimates, descendants of the Enslaved attained 1.67*** (0.15)
years less in education in 1940 than descendants of the Free, compared to 1.59*** (0.05)
via OLS.

We also conduct an array of placebo exercises to validate our empirical strategy (see
Appendix 2.1.3). First, we use 1875 as a placebo year of Emancipation. Specifically, we
classify Black families as descending from the Free or the Enslaved based on whether or
not we can link them back to ancestors in 1870 (rather than 1860). This placebo exercise
yields no economically significant gaps. For example, a small gap of less than 1 percent
in education emerges (compared to 25 percent in our baseline). Second, we use white
Americans as a placebo group. Specifically, we divide white families into two groups de-
pending on whether or not we can link them back to ancestors in the 1860 census, similar
to our Free-Enslaved classification. Again, this placebo exercise yields no economically
significant gaps (at most 1.7 percent across all outcomes, most of them not statistically
significant).

5.2 The Free-Enslaved Gap in the 21st Century

The Civil Rights Movement (1954-1968) ended Jim Crow, thereby instigating institu-
tional change that held the promise to accelerate Black economic progress. Existing ev-
idence indeed suggests that Black Americans’ economic mobility temporarily surged
around 1970 (Wright, 2013; Clark, 2014; Margo, 2016). How has the Free-Enslaved gap

evolved since the end of Jim Crow?

We extend our analysis past 1940 using two methods. First, we merge data from a
major US credit bureau with our surname-based probabilities of descending from ances-
tors enslaved until the Civil War. This approach lets us estimate the Free-Enslaved gap
in real-time without needing record linkage. We use a snapshot of this data from March
2023, limiting the main sample to Black Americans as identified by the credit bureau
through names and nine-digit ZIP codes. Second, we link 1940 census records for Black
Americans to administrative mortality data, covering birth cohorts from 1910 to 1940.
These records include a person’s last residential nine-digit ZIP code, allowing us to infer
neighborhood proxies for their income, wealth, and education circa 2000.
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TABLE I1.2: Free-Enslaved Gap (2023)

Total income  Disposable income  Credit Score ~ Hourly Job

(USD) (USD) (from 300 to 850)
Mean: 92,068.48 Mean: 52,773.74 Mean: 630.41 Mean: 0.72

Ancestor Enslaved -12,487.72%** -11,623.44*** -33.15%** 0.05***
until Civil War (1,147.08) (920.12) (2.07) (0.01)
Controls (age group-FE) Y Y Y Y

% of Black-white gap 23 26 40 69
Adjusted R2 0.001 0.001 0.003 0.000
Observations 547,189 547,189 547,189 459,889

Notes: This table shows the Free-Enslaved gap in predicted total income, predicted disposable income, credit
score, and hourly-wage employment among Americans as of March 2023. We estimate a person’s likelihood to
descend from free Black Americans via their surname, not requiring record linkage. We re-weight the sample
to hold the distribution of surnames constant at the 1870 level. The sample’s average likelihood of a person’s
ancestor to be free before the Civil War based on their surname is 9.6 percent—very close to the factual fraction.
The sample includes both the South and North of the US. Credit scores (VantageScore® 3.0) reflect a person’s
credit health, ranging from 300 to 850 (scores above 700 are considered “good” and scores below 550 “very
poor”). See Data Appendix 2.2 for details on the sample and data. Standard errors are clustered at the family
level and are shown in parentheses. *** p < 0.01,** p < 0.05,* p < 0.1.

Using US credit bureau data from 2023, we find that descendants of the Enslaved
have vastly lower predicted incomes and worse credit health than descendants of free
Black Americans (see Table I11.2). The Free-Enslaved gap in predicted disposable in-
comes is $11,620 (22 percent of Black Americans” average). The Free-Enslaved gap in
credit scores is 33 points (one-fifth of the difference between “good” and “very poor”
credit). Descendants of the Enslaved are also more likely to work in hourly-wage jobs,
presumably leading to higher uncertainty in earnings compared to salaried jobs. These
Free-Enslaved gaps amount to 23 to 69 percent of the corresponding Black-white gaps.

Using neighborhood-level data from mortality records linked to the 1940 census, we
find that around 2000, descendants of the Enslaved resided in neighborhoods with lower
education, income, and wealth than those of the Free descendants (see Appendix Table
1V.24). Descendants of the Enslaved lived in neighborhoods where Black residents were
3.9 percentage points less likely to hold a high school degree and 2.6 percentage points
less likely to hold a college degree. Black residents” expected incomes in those neighbor-
hoods were $5,100 lower (17 percent of the median). Owner-occupied houses in those
neighborhoods were worth $17,500 less (19 percent of the median).

In sum, our two strategies suggest that the present-day Free-Enslaved gaps in var-
ious economic outcomes amount to at least one-fifth of the corresponding Black-white
gaps. This finding highlights the enduring impact of historical oppression on present
racial disparities. Importantly, the Free-Enslaved gap only quantifies the additional dis-
advantage faced by those whose ancestors were enslaved until 1865 compared to those
who gained freedom earlier. Most Black families, even those who were free before the
Civil War, were enslaved in earlier periods, and all Black Americans faced discrimina-
tion due to slavery and Jim Crow, regardless of their specific family history. The sheer
difference in intensity of their experiences yields economic gaps of such enormous mag-
nitude. Next, we turn to the drivers of this persistence.
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5.3 Interpreting the Free-Enslaved Gap

Using our model from Section 4, the Free-Enslaved gap measured as ,31940 in equation

(IL.5), is a consistent estimator of

Elyii|si=1Xit] —E[yi1|si =0,Xi] =
(A+p) (E[aio | si =1, Xi4] —E [aio | 5i = 0, X;]) +

E [P’Y?(i,o) + 7}@({/1) |si =1, Xi,t} —E {m?(,-,o) + ’Y%(i,l) |si =0, Xi,t} —po.

Intuitively, the Free-Enslaved gap therefore reflects 1) any potential differences in “abil-
ity” between the two groups transmitted over generations, 2) different exposure to lo-
cations over time (as a result of slavery and potential selection), and 3) the inherited
disadvantage of descending from an enslaved person conditional on environment and
“ability.” In the next section, we show that the two groups’ differential exposure to loca-
tions due to slavery—not selection—accounts for virtually all of the Free-Enslaved gap.

6 The Importance of Geography in Shaping Black Eco-

nomic Progress After Slavery

In this section, we use ancestors’ enslavement locations as plausibly exogenous variation
in where Black families lived to identify what fraction of the Free-Enslaved gap is caused
by differential exposure to place-specific factors. We limit our sample to Black Americans
whose ancestors were enslaved until the Civil War. We find that state-specific factors are

the leading cause of the Free-Enslaved gap’s persistence after 1940.

6.1 States” Effect on Black Economic Progress After Slavery

We estimate each state’s causal effect on the long-run economic progress of Black families
freed there in 1865 (excluding free Black Americans and their descendants). Our empir-
ical strategy to identify the importance of exposure to location-specific factors builds on

the following assumption, which we discuss in detail in Section 6.3.

Assumption 1 (Exogeneity of enslavement location). The enslaved population was not
selected into location. That is,

&0 ail E(l, 0) if S; = 1

where s; is a dummy variable equal to 1 if one’s ancestor was enslaved up to 1865, £(i,0)
is the birthplace of one’s enslaved ancestor, and «; is the innate “ability” of one’s en-
slaved ancestor.

We limit our sample to families whose ancestors were enslaved until the Civil War
and estimate the causal effect that the geographic distribution of formerly enslaved an-
cestors had on the Black economic progress of their descendants:

Yi = "y(i1865) T ¢'Xi+ei, (IL.6)
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where y; are economic outcomes in 1940 and X; is a vector of controls as defined in
equation (IL5). In the context of the model introduced in Section 4,

ne=p7)+ ]E[’Y%(m) |si=1,£(i,0) = £, Xi], (IL.7)

where 72 and ')/}; are the effects that location ¢ had on Black families during and after
slavery respectively. Thus, 7, reflects both the (inherited) effect the state of birth ¢ had
on the ancestor during slavery and the expected effects of future locations of their de-
scendants given the 1865 location. One can interpret #, as an intent-to-treat (ITT) effect
of living in location ! from before the Civil War to 1940, where the initial location is
plausibly randomly assigned, but the post-1865 location is a result of endogenous (and
potentially selective) migration decisions.

The effect of being freed in each state in 1865. We find a distinct geography of Black
economic progress after slavery (see Appendix Figure 1V.44). Gaining freedom in a state
further south negatively affected Black families’ economic outcomes in the long run.
For example, a family freed in Louisiana would attain over two years more education
had they instead been freed in Kentucky.!” States affect other outcomes, such as liter-
acy and income, with similarly large magnitudes. States’ effects are substantial even in
2000 when, for example, families freed in Louisiana live in neighborhoods with aver-
age incomes lower by over one-quarter of the average income among Black Americans

compared to those rooted in the Upper South.

Accounting for migration: the effect of living in each state between 1865 and 1940.
Our estimates of the effect of being freed in each state in 1865 may partly reflect dif-
ferences in migration opportunities. We formally assess the importance of post-slavery
migration and recover the effect of living in each location ¢ between 1865 and 1940 on
Black economic progress absent migration (’y}). We do so based on Assumption 1 and
the additional assumption that place-specific experiences during slavery ceased to affect
descendants in 1940 directly (079 = 0); we formalize this decomposition in Appendix
2.1.4. This problem is a standard case of multiple instruments (location assignment) and
imperfect compliance (migration). Specifically, the intent-to-treat effect of initial location
¢, 11y, is the average of all potential future locations’ treatment effects, 'y%,, weighted by
the probability of migrating from ¢ to ¢":

=3 Py Vi
el
We invert the migration probability matrix to recover the effect of living in each state
until 1940, which is unaffected by selective migration under the assumption that the
average innate “ability” of Black Americans in 1865 did not differ across enslavement
locations.

Our results indicate that the effect of being freed in location ¢ closely approximates
the treatment effect of living in £ from 1865 to 1940. The recovered treatment effects are
almost identical to the intent-to-treat effects estimated using equation (IL.6), except for

15Being freed in Louisiana has the strongest negative impact on education by 1940 (—0.84 years less than the
average across Southern Black Americans)—followed by Georgia and South Carolina (—0.47 years). Missouri
has the strongest positive impact (2.28 years), followed by Kentucky (1.66 years).
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the border states of the Upper South. The effect of living in the border states is more
negative than the effect of being freed there, suggesting that the relatively better condi-
tions for Black Americans were partly due to greater migration opportunities. For those
freed in the Lower South, benefits from Northern opportunities were more limited due
to lower migration rates and a reduced likelihood of the North being their destination

conditional on migration.

Early Black migration mostly consisted of movement within the South, often be-
tween states offering similarly limited opportunities for economic advancement. North-
South migration was rare due to the isolation of the Southern labor market, particu-
larly in the Deep South, which experienced “nearly complete isolation [...] before 1916”
(Wright, 1997). Within the South, migration flowed mainly from the low-wage Southeast
to the high-wage Southwest. Southwestern states such as Mississippi, Louisiana, and
Arkansas attracted many Black migrants in the early post-slavery era, as they offered
the potential for landownership and political participation. However, the intensification

of Jim Crow around 1890 ultimately reversed the fortunes of these migrants.

With Black families freed in the Lower South faring so much worse than those freed
elsewhere, it may seem puzzling why the region did not experience a larger exodus
than the Upper South. For example, 75 percent of Black families enslaved in Louisiana
still lived there in 1940; less than 10 percent reached the North (see Appendix Figures
1V.34 and IV.35). Lower Southern white families were almost 30% more likely to migrate.
Institutional and economic factors partly resolve this puzzle.

First, Jim Crow directly targeted the geographic mobility of Black people (Roback,
1984; Cohen, 1991; Naidu, 2010): enticement laws and contract enforcement laws limited
Black workers” ability to terminate their employment contracts; vagrancy laws criminal-
ized being out of employment; emigrant-agent laws prevented employers from seeking
workers from other states; criminal surety laws created the possibility of involuntary
servitude upon arrests for minor charges (see also Blackmon, 2009). These laws began

emerging immediately after slavery (see Figure I1.4).

FIGURE I1.4: Number of Jim Crow Laws Across the South
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Notes: This figure shows the number of new Jim Crow laws passed across all Southern states each year (panel
A) and the cumulative number of laws pertaining to the geographic mobility or employment of Black Ameri-
cans by type (panel B). See Data Appendix 2.2 for details on the data.
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Second, moving to the North was costly, especially from the Lower South. Among
families enslaved until the Civil War, the propensity to migrate North was especially low
compared to Black families free earlier—some of whom may have used the resources
they had accumulated by the end of the Civil War to leave the South. The region’s geo-
graphic distance to the North limited the potential of social networks to lower the cost
of migration (Carrington et al., 1996). Moreover, despite successful migration to the
North, many Black families still faced challenges in capitalizing on available opportuni-
ties (Collins, 1997; Akbar et al., 2020; Derenoncourt, 2022).

6.2 The Free-Enslaved Gap is Driven by Geography

To explore the importance of differential exposure to state-specific factors, we first com-
pute the Free-Enslaved gap conditional on ancestor location. To do so, we add fixed
effects for the state of birth ¢ of a family’s ancestor before 1865 to our baseline specifica-
tion in equation (IL.5). This exercise provides a back-of-the-envelope assessment of how
important geography was in shaping the Free-Enslaved gap’s long-run persistence. It
does not account for free Black Americans’ potential selection into states before 1865.

FIGURE IL.5: Free-Enslaved Gap Conditional on Ancestor State (1870-1940)

(A) Literacy (B) Occupational skill
0 )
$ o o 0
8 o
o -107 ° ) o ° ° ©
£ ° E s
2 g 51 °
& -20 &
£ £
= =
< 15
g g
2 30 & 10
-40 © Within 1870-Ancestor Birthplace © Within 1870-Ancestor Birthplace
Across 1870-Ancestor Birthplaces -15 Across 1870-Ancestor Birthplaces
T T T T T T T T T T T T T T T T
1870 1880 1890 1900 1910 1920 1930 1940 1870 1880 1890 1900 1910 1920 1930 1940

Notes: This figure shows the gaps in literacy and occupational skill before (light) and after (dark) including
fixed effects for 1870 ancestor state of birth. The sample includes both the South and North of the US. The
comparison is made between prime-age (20-54 years) male descendants of enslaved vs. free Black Americans
in each census decade. In the 1940 census, instead of literacy, we observe the highest year of school or degree
completed. We classify individuals who have completed at least two grades of school as literate; others we
classify as illiterate. We assign “skilled” to occupations classified as “medium skilled workers” or above by
the HISCLASS scheme (Leeuwen and Maas, 2011); and “unskilled” to others. Both panels control for age and
include 95 percent confidence bands clustered at the family level. See Data Appendix 2.2 for details on the
sample and data.

We find that in contrast to the unconditional Free-Enslaved gap, the conditional gap
was large in 1870 but shrunk to virtually zero after 1940 (see Figure I1.5).!° The 1940 gap
in literacy, for example, fully closes after accounting for variation across ancestor states.
Similarly, the conditional Free-Enslaved gap in 2000 is insignificant for all outcomes (see

16The 1940 gaps in almost any other outcome also shrink to zero after conditioning on the 1870 state of
origin (see Appendix Figure IV.45 and Appendix Table 1V.25).
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Appendix Table IV.26). These results suggest that the Free-Enslaved gap persists mainly
because the two groups were exposed to different state-specific factors after slavery.

We also assess the causal importance of state-specific factors (robust to free Black
Americans’ potential selection into states before 1865). Two counterfactual analyses (see
Appendix 2.4) show that 1) had the Enslaved ancestors been distributed as the Free
within the South, the Free-Enslaved gap would have been at least 67 percent smaller
(lower bound),'” and 2) had the Enslaved ancestors been distributed as the Free within
both the South and North, the gap would have closed entirely by 1940 (see Appendix Ta-
ble IV.28). Overall, our results show that group differences in initial location were the
primary driver of the persistent Free-Enslaved gap.

In addition, we show that it is ancestor states that explain the Free-Enslaved gap, not
other levels of ancestor geography (see Appendix Figure IV.46). The gap conditional
on ancestor region is still large after 1940, suggesting that the Free-Enslaved gap is not
merely a result of North-South differences. Adding ancestor county fixed effects does not
further explain the Free-Enslaved gap, suggesting that it is not geographic granularity
that makes states an important explanation.

With the ancestor state accounting for the vast majority of the Free-Enslaved gap,
there is little room for other factors—such as differences in “ability” or the advantage
of being free earlier—to drive the gap after 1940. State-specific factors compressed the
economic status of Black Americans within states irrespective of their ancestors’ enslave-
ment status (see Appendix Figure IV.47). Their exposure to states that slowed Black eco-
nomic progress after slavery placed descendants of the Enslaved at a disproportionate

disadvantage.

Two exercises provide additional evidence in support of this interpretation. First, we
consider free Black Americans who had no measured physical or human capital by the
end of slavery. We find that even this group of free Black Americans had higher socioe-
conomic status than descendants of the Enslaved by 1940 (see Appendix Table IV.27).
This result further supports the conclusion that the Free-Enslaved gap’s persistence is
unlikely to be driven by selection into freedom or the inherent advantage of being free
earlier. Second, we estimate the Free-Enslaved gap controlling for skin tones. We find
that the Free-Enslaved gap is almost identical with or without this control (see Appendix
Figure IV.18). This result suggests that potential differences in discrimination of descen-
dants of the Free and the Enslaved based on their skin tones is not a key driver of the
gap’s persistence (see also Abramitzky et al., 2023).

6.3 Location of Freedom and the Question of Exogeneity

Estimating the causal effect of place-specific factors requires that a person’s location is
orthogonal to their potential outcomes. Our empirical strategy relies on the immobility
of the enslaved population. In particular, we build on the circumstance that the Enslaved
did not have freedom of movement before 1865, leaving no room for self-selection into
location. In contrast, past research typically relied on “mover designs” (e.g., Chetty et al.,

17We argue that the Enslaved’s geographic disadvantage within the South provides a lower bound for the
importance of group differences in location, as the Free in the North faced more favorable post-slavery condi-
tions.
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2016). In those studies, places’ effects are estimated from the outcomes of families who
move between them. Assumptions on the nature of their moves allow for a causal inter-
pretation.

The lack of free movement among enslaved people lends plausibility to the key iden-
tifying assumption of an enslaved person’s birthplace to be orthogonal to the poten-
tial outcomes of their (third-generation) descendants. The main threat to our identifica-
tion assumption is the possibility of selective forced migration of enslaved people. Even
though the Enslaved did not choose where they lived, owners’ or traders’ decisions may
have induced selection into enslavement locations.

Slaveholder migration and the domestic slave trade contributed equally to the forced
migration before 1865 (Fogel and Engerman, 1974; Tadman, 1979; Pritchett, 2001; Steckel
and Ziebarth, 2013). Slaveholders were generally non-selective in moving all their en-
slaved people with them (Fogel and Engerman, 1974; Pritchett, 2001; Tadman, 2008;
Pritchett, 2019). In principle, selection could also arise through differences in the slave-
holders who choose to migrate. However, for selection to arise, the slaveholder’s deci-
sion would need to be correlated with the potential outcomes of their enslaved people—
a scenario we cannot rule out but deem unlikely. The domestic slave trade accounts for
the remaining inter-regional slave mobility. Selective slave trade is only evident in the
small sugar cultivation areas.'® Sugar cultivation accounted for 6 percent of the rural
enslaved population (Tadman, 1977, 1979).1

If anything, one can hypothesize that the selection into location based on physical
traits has biased upward the estimates of states that supposedly selected positively on
height and strength. In contrast, we find that such states—those in the Lower South in
general and those in the sugar region of Louisiana in particular—were especially detri-
mental to Black economic progress.

The results from the following section strongly support our key identifying assump-
tion. Because our estimated place effects vary sharply across state borders (and less
within states), any relevant selection would need to occur sharply at the border. Such
forms of selection are implausible given that enslaved people were—if anything—selectively
forced to migrate to specific locations based on the crops cultivated there. We verify that
crops do not discontinuously change across state borders. We also verify that the ob-
servable characteristics of enslaved people—such as their age in 1860 or their literacy in
1870—did not discontinuously vary across borders, ruling out selection on observable
characteristics directly.

18In contrast to the sugar industry, the cotton and tobacco industries (accounting for around 87 percent of
enslaved agricultural workers) were generally non-selective on age and sex (Tadman, 1977).

9By the nature of the work required, enslaved people there tended to be physically stronger and more
likely to be male (Phillips, 1918). Traded enslaved people were found to be disproportionately likely to be
young adults (e.g., Pritchett, 2019) and more likely to be male (Fogel and Engerman, 1974), but some of this ev-
idence is nuanced by Tadman (1977, 1979). Pritchett (2001) finds that traded enslaved people were marginally
taller than the average enslaved population, conditional on age and sex, but Steckel and Ziebarth (2016) contest
this finding. Physical characteristics were also co-determined by environmental influences such as nutrition,
illness, or stress (Steckel, 1979; Carson, 2008). There is no evidence that traders selected enslaved people on
anything other than such basic physical characteristics. This is consistent with the dehumanization of Black
people that characterized the slave trade, which “reduced people to the sum of their biological parts” (Small-
wood, 2008, p. 43).

73



7 The Jim Crow Effect

Our analysis so far attributes the Free-Enslaved gap’s persistence primarily to the two
groups’ differential exposure to place-specific factors. This section assesses whether
state institutions, particularly Jim Crow regimes, underlie the importance of those place-
specific factors. We find evidence that implicates state institutions as the main drivers:
1) places’ effects on Black economic progress differ sharply across state borders and 2)
observed non-institutional factors do not differ across state borders. Furthermore, our
evidence suggests that Jim Crow regimes are key state institutions responsible: 1) the
negative impact of state institutions was race-specific, largely leaving the economic sta-
tus of white families unaffected, 2) the impact of state institutions can be statistically
explained by various measures of states” Jim Crow intensity, and 3) the impact of state
institutions emerged with the onset of the Jim Crow era.

7.1 State Institutions and Black Economic Progress After Slavery

Places may affect families” economic status for many reasons, be it cultural, climatic, eco-
nomic, or institutional. We argue that only institutions change sharply at state borders,
while other factors vary continuously. Therefore, to distinguish the effects of institutions
from those of other factors, we decompose the location-specific parameters in equation
(IL1):

Ve = Ve T Vo) (IL8)

where 7% (¢) captures factors that vary continuously across state borders and ! (¢) €ap-
tures factors that vary discontinuously across state borders. We can think of e(¢) as the
geographic coordinates of location ¢, and s(¢) as the state that location ¢ is in.?’ In the
next section, we propose a border discontinuity design to separate the effect of institu-
tions, ')/é( 0y from the effect of non-institutional factors, 'yé ()"

7.2 Border Discontinuity Design

Our border discontinuity design compares the economic status of families in 1940 whose
ancestors were freed on different sides of (but in close proximity to) state borders within
the South in 1865. The border discontinuity design takes the following form:

vl =y + By - Highly" + vy - dist]y0 4, - dist}y - High/ Y0 +€;;,  (IL9)

1, 1,

separately for each border b in the South (see Appendix Figure 1V.19), where y}3% is

the economic status of Black person i in 1940 whose ancestors were freed close to state-
border b, High}f;m indicates whether i’s 1870 ancestors lived on the side of border b that
had a more intensive Jim Crow regime than the state on the other side of the border, and
dist},%m is the distance between border b and the county’s centroid in which i’s ancestors
lived in 1870. The main coefficient of interest, 8}, captures the long-run effect of being
freed on the more oppressive side of border b on a Black family’s economic status.

DFormally, ||e(¢) —e(¢)|| = 0 = |’yt€(/) - 72(‘«”)‘ — 0, whereas 'yé(O only depends on which side of a

border ¢ is on, not on the precise coordinates € (¢): 'yé ©= 7L
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FIGURE II.6: Differences in Black Economic Progress Arise Sharply at State Borders
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Notes: This figure relates each RD estimate (as shown in Figure I1.7) to the difference in the two states” over-
all causal effect on 1940 years of education (as shown in panel A of Appendix Figure IV.44). Estimates are
weighted by the minimum sample size underlying the difference in state effects. A gray dashed 45 degree
line shows the benchmark of equal differences across two states and across the border counties of two states.
The blue line shows the best weighted linear fit (‘E = 1.12***, R? = 0.77). Findings are robust to excluding
Louisiana and Virginia (results available upon request). See Data Appendix 2.2 for details on the sample and
data.

To assess the extent to which institutions shaped the geography of Black economic
progress, we compare the sharp differences in progress that emerge at state borders with
the overall differences between states’ effects (see Figure I1.6). We find large border dis-
continuities, indicating that Black families freed in close proximity to each other but on
opposite sides of state borders experienced vastly different economic trajectories. These
border discontinuities account for a significant portion of states” overall long-run effects
(R? = 0.77), suggesting that institutional factors, rather than factors that vary continu-
ously across borders, are the primary drivers shaping the geography of Black economic
progress. While institutional factors play a predominant role, there is residual variation
that may be attributable to differences in economic activity, culture, or climate.
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FIGURE II.7: Regression Discontinuity Estimates and Jim Crow
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Notes: Panel A of this figure shows each separate RD estimate in 1940 years of education for Black families
whose ancestors were freed on different sides of state borders in 1865. Panel B shows the same for white
families depending on where their ancestors lived in 1870. Each label shows the more oppressive before the
less oppressive state. Jim Crow intensity is measured via the Historical Racial Regime (HRR) index (Baker,
2022). Negative estimates reflect lower education in more oppressive states. Lines show the best linear fit
between RD estimates and the differences in Jim Crow intensity, weighted by the inverse of the estimates’
standard error. Shaded areas represent robust 95 percent confidence bands. For point estimates, we use a
350km bandwidth and empirical Bayesian shrinkage as described in Appendix 2.1.5. See Data Appendix 2.2
for details on the sample and data.

Having established the importance of state institutions, we next examine whether
it was Jim Crow institutions specifically that slowed Black economic progress. To do
so, we correlate our border discontinuity estimates Bb with differences in Jim Crow in-
tensity, using that Jim Crow regimes differ more drastically across some borders than
others. To quantify Jim Crow severity—which encompasses both de jure and de facto
tactics (Woodward, 1955; Acemoglu and Robinson, 2008)—we employ a range of prox-
ies that, despite their differing natures, are highly correlated. For example, the HRR
index and the Jim Crow index have a correlation of p = 0.99; the HRR index and Black
school quality have a correlation of p = —0.94 (see Appendix Figure IV.33). Across these
measures, we consistently arrive at the same key finding.

We find that states” intensity of Jim Crow regimes predicts border discontinuities in
Black economic progress. Specifically, families freed in states with more severe regimes
experienced significantly lower rates of progress, starting from the Jim Crow era (see
panel A of Figure I1.7). These gaps widen as the difference in Jim Crow severity in-
creases across a border. For example, consistent with Louisiana’s more severe Jim Crow
regime compared to Texas’s, families freed in Louisiana attained 1.2 fewer years of ed-
ucation by 1940 than those freed just miles away in Texas. Similarly, residing in states
with more severe Jim Crow regimes led to a greater likelihood of working as a farmer
in 1940 but did not significantly affect wage incomes (see Appendix Figure IV.48). No
differences emerge for families freed across borders where states have comparable in-
stitutions. Incorporating extensive controls for 1860 local demographics, characteristics
of slaves, crop suitability, and economic activity further strengthens these findings (see
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Appendix Figure IV.20).

We also find that, as expected, families who left their enslavement state before the
Jim Crow era were unaffected by their origin state’s Jim Crow regime (see Appendix
Figure 1V.49). However, if a family stayed and became exposed to the Jim Crow regime,
the exposure had a persistent effect even for families who migrated in later decades. For
instance, families freed in states with severe Jim Crow regimes who stayed there until
1920 were still strongly impacted by their pre-1920 experiences in 1940. The longer a

family was exposed, the larger the effect on their economic status.

In principle, Jim Crow could also have affected white Americans, not only Black
Americans. First, some Jim Crow laws may have directly harmed poor white Amer-
icans. For example, poll taxes aimed at disenfranchising Black voters also disenfran-
chised some poor white voters. Second, Jim Crow may have benefited white elites. For
example, vagrancy and emigrant-agent laws depressed farm workers” wages, poten-

tially increasing land-owning families” profits.

We find that in contrast to Black families, the economic status of white families was
not negatively affected by the Jim Crow intensity of the state in which their ancestors
lived in 1870 (see panel B of Figure 11.7). The same is true even for poor white Americans
whose ancestors had no measurable human or physical capital in 1870 (see panel A of
Appendix Figure IV.50). Our findings are consistent with existing evidence of Black
Americans being the main beneficiaries of ending Jim Crow through the Civil Rights
legislation (Wright, 2013).

We do, however, find positive effects for the white land-owning elite. We find that
the more oppressive a Jim Crow regime, the more economically significant the gains by
the border region’s wealthiest ten percent of white families (see panel B of Appendix
Figure IV.50). In sum, our results suggest that Jim Crow was an extractive institution
that benefited the wealthiest white families at the cost of Black families while shielding

poor white families from most economic harm.

The end of slavery led to a drastic change in the geography of racially oppressive
institutions in the US. State governments took the leading role in instituting Jim Crow
regimes to limit the economic progress of newly freed enslaved families. Our results
show that state institutions became a crucial determinant of how likely a Black family
was to experience severe forms of oppression over the next century, shaping Black fam-
ilies” long-run economic progress. In the next section, we provide further evidence that
our border discontinuity design isolates the Jim Crow effect without being confounded
by other factors.

7.3 Validation of the Border Discontinuity Design

To validate our border discontinuity design, we pool all borders, rather than estimat-
ing discontinuities for each border separately. The pooled regression equation closely
follows equation (I1.9). We equally divide our sample into two types of borders: “high-
contrast borders” between states that strongly differ in their Jim Crow intensity (more
than the median border difference in the HRR index); and “low-contrast borders” be-
tween states that differ less in their Jim Crow intensity (less than the median border
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difference).

FIGURE I1.8: Pooled Regression Discontinuity Estimates
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Notes: This figure shows the RD estimates in 1940 years of education for Black families freed across state bor-
ders with different Jim Crow intensity in 1865. Jim Crow intensity is measured via the Historical Racial Regime
(HRR) index (Baker, 2022). Panel A shows “high-contrast borders” where Jim Crow intensity differs more than
across the median border (above 0.71 HRR index points, with differences averaging 1.30 HRR index points);
panel B shows “low-contrast borders” where it differs less than the median (below 0.71 HRR index points,
with differences averaging 0.32 HRR index points). The left half of each panel represents more oppressive
states; the right half less oppressive states. Each dot is the average across a decile of the border population.
Lines show the best linear fit. Shaded areas represent 95 percent confidence bands clustered at the 1870 county
level. See Data Appendix 2.2 for details on the sample and data.

Consistent with our main estimates, sharp educational differences only arise for
Black families freed across borders where institutions differ substantially (see Figure
11.8).2! Being freed on the more oppressive side of such a high-contrast border sharply
reduced the years of education in 1940 by 0.6 years—10 percent of the average among
Black men.

21 Appendix Figure IV.51 shows the pooled RD estimate for all borders—both high- and low-contrast.
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FIGURE I1.9: Regression Discontinuities in Literacy (High-Contrast Borders)
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Notes: This figure shows the RD estimate in literacy for Black families freed across state borders with different
Jim Crow intensity in 1865. Jim Crow intensity is measured via the Historical Racial Regime (HRR) index
(Baker, 2022). The sample is restricted to high-contrast borders (above 0.71 HRR index points, with differences
averaging 1.30 HRR index points). The left half of each panel represents more oppressive states; the right half
less oppressive states. Each dot is the average across a decile of the border population. Lines show the best
linear fit. Shaded areas represent 95 percent confidence bands clustered at the 1870 county level. See Data
Appendix 2.2 for details on the sample and data.

We confirm that differences across high-contrast borders only arise after the onset of
Jim Crow (see Figure I1.9). Before Jim Crow, there were no differences in literacy among
families freed in states that would become more oppressive during Jim Crow.?? In 1880,
the literacy rates of families began to differ. By 1900, Black families attained almost five

percentage points lower literacy rates in more oppressive states. These differences grow

22 Appendix Figure IV.52 shows RD estimates in literacy rates over time, separately by border.
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over time in absolute terms but even more so in relative terms. By 1930, while almost 90
percent of all Southern Black men were literate, families freed in more oppressive states

were still 4.6 percentage points less likely to be able to read and write.

We also confirm that before Jim Crow, location characteristics evolved smoothly across
state borders. In 1860, none of a large array of observable characteristics differed discon-
tinuously across state borders in the South: the number of enslaved people relative to
a county’s overall population, the share of its Black population, the share of plantation
crops (cotton, sugar, tobacco, and rice) of total agricultural output, total agricultural out-
put per capita, cotton output per capita, farm values, white wealth inequality, migration
costs to the North, population density, incomes, or the age of enslaved people (see Ap-
pendix Figure IV.53). Our validation exercises focus on high-contrast borders where dif-
ferences in Black economic progress emerged, but the results generalize to low-contrast

borders.

We further present evidence that Jim Crow institutions varied sharply across state
borders. We find significant gaps in key outcomes directly targeted by Jim Crow across
state borders with differing Jim Crow intensities (see Appendix Figures IV.54, IV.55, and
IV.36). Specifically, counties in states with more severe Jim Crow regimes have sharply
lower voter participation, Black school attendance, Black teacher education, and Black
teacher wages, plausibly reflecting the direct impact of suffrage restrictions and reduced
school funding instituted in those states. Importantly, neither voter participation nor
Black school attendance differ sharply across borders before the Jim Crow era (the other
outcomes are not observed pre-Jim Crow). We also find that the number of lynchings
between 1883 and 1941 does not vary sharply across borders, supporting the assumption
that border differences in economic progress capture the effect of state institutions (see
Appendix Figure IV.56).

Our results are also robust to using alternative measures for the intensity of states’
Jim Crow regimes. We consider both the Jim Crow index and a state’s number of Jim

Crow laws (see Appendix Figure IV.21).

Last, we show that our results are robust to different cutoffs for the distance between
a county’s centroid and a state border between 100 and 350 kilometers (see Appendix
Figure 1V.22). The pooled RD estimates across high-contrast borders (as shown in panel
A of Figure I1.8) for those cutoffs all range between —0.61 and —0.46 and are all highly
significant. Our baseline bandwidth is 100 kilometers in pooled estimations—close to
the mean squared error optimum—and 350 kilometers when separately estimating dis-

continuities by state pair to reduce the impact of smaller sample sizes.

The results from our regression discontinuity design also strongly support our key
identifying assumption—that the birthplace of an enslaved person is orthogonal to their
innate “ability.” Specifically, we find that the differences in the causal effects of states
sharply and fully arise at state borders. Therefore, the main potential threat of selec-
tion bias remains the selection of enslaved people into states sharply around borders.
However, any plausible selection into the destination of forced migration was based on
the crop cultivated in an area that, as we confirm, transcends state borders (along with
many other characteristics of border areas). Therefore, the selection of enslaved people
into location is implausible to affect our results. In addition, we directly rule out se-
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lection based on observable characteristics, showing that the characteristics of enslaved
people, such as their age during or their literacy immediately after slavery, do not differ
across borders.

In sum, our evidence suggests that states” Jim Crow regimes played a critical role in
shaping the South’s detrimental effect on Black economic progress. The estimates are a
lower bound for Jim Crow’s importance because all Southern states adopted Jim Crow
regimes. Our estimates only isolate the additional effect of more oppressive institutions
rather than their aggregate effects.

8 The Mechanism of Limited Access to Education

Leading scholars have pointed out the importance of Jim Crow in limiting Black families’
long-run human capital accumulation. Booker T. Washington writes that “few people
[have an] idea of the intensive desire which [Black people] showed for education. It
was a whole race trying to go to school” (Washington, 1907). However, Black people’s
desire for education was met with resistance. “[Black Americans’] attempts at education
provoked the most intense and bitter hostilities as evincing a desire to render themselves
equal to the whites” (Freedmen’s Commission Report cited in Du Bois, 1935, p. 645).
Robert Higgs argues that governments were the leading force of this resistance:

“Most damaging of all [racial discrimination after slavery] was the dis-
criminatory behavior of the southern state and local governments. By
providing only scant resources for black education, public school boards
helped to perpetuate illiteracy [...], and they thereby set in motion a va-
riety of adverse effects.” (Higgs, 1989, p. 25)

We use our newly built database on laws and their content to explore the relative
importance of different domains that Jim Crow regimes affected. We document that the
most significant number of laws pertained to education, accounting for one-third of all
Jim Crow laws passed across the South until 1950 (see Appendix Figure IV.37).2?

Jim Crow laws on education established the provision of resources for new schools or
colleges for white Americans only. They also required the racial segregation of existing
schools or local school boards to comprise only white people. Even school books were
regulated, stipulating that once a Black or white child had used a book, children of the
other race were not allowed to use the same book. Those laws likely created drastic
differences in the educational resources available to Black and white children. Indeed,
we find a robust negative correlation between a state’s number of education-specific Jim
Crow laws and the quality of Black schools (p = —0.70).

Our analysis of Black teacher wages confirms that disparities in school quality are

pronounced right at states” borders, underlining the critical role of institutional factors

BA category’s number of Jim Crow laws is not a conclusive measure of its importance; suffrage laws are a
prime example. Suffrage laws are low in number, but their effects are massive (see e.g., Naidu, 2012). Laws in
other categories are likely a downstream outcome of Black voter disenfranchisement (Engerman and Sokoloff,
2011). Therefore, while the number of Jim Crow laws on education is extensive, only through further analysis
can one conclude that they were a crucial part of states” Jim Crow regimes.
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in shaping the quality of Black schools (see Appendix Figure IV.36 and Margo, 1982,
1990b,a; Naidu, 2012; Card et al., 2022). We also explore the importance of education-
specific Jim Crow regimes for Black economic progress by repeating our regression dis-
continuity design based on the number of education-specific Jim Crow laws and the
quality of Black schools (Card and Krueger, 1992; Carruthers and Wanamaker, 2017).
Both measures capture the sharp differences in Black economic progress across Jim Crow
regimes (see Appendix Figure IV.57). These findings are consistent with Card and Krueger
(1996) and Card et al. (2022) who show that state institutions induced critical differences
in school quality and educational outcomes among Black children, “helping to explain
the persistence of the human capital gap between Blacks and whites.”

9 Conclusion

This paper provides new evidence on the long-run impact of racially oppressive insti-
tutions, finding that Black Americans’ economic status today depends strongly on their
ancestors’ exposure to those institutions. First, we document that Black families en-
slaved until the Civil War continue to have considerably lower education, income, and
wealth today. Second, we show that this persistence is mostly driven by post-slavery
oppression under Jim Crow. We discuss Black Americans’ limited access to education as
a critical mechanism.

We put forward a new framework for slavery’s legacy to incorporate systemic dis-
crimination of the formerly Enslaved and their descendants under Jim Crow. The in-
stitution of slavery determined where a Black family was freed from slavery. We show
that the state where a family was freed determined the Jim Crow regime they likely
faced over the subsequent decades. While Jim Crow compressed the economic status
of Black Americans within states, differences in Jim Crow intensity led to pronounced
disparities across states, thereby placing descendants of those enslaved until the Civil
War at a disproportionate disadvantage. After 1940, the main reason descendants of
families enslaved until the Civil War have lower economic status is their concentration
in the states that adopted the most strict Jim Crow regimes starting in 1877. Systemic
discrimination—the higher exposure to ongoing discrimination because of past discrimi-
nation (Bohren et al., 2022)—is thus a central aspect of slavery’s persisting legacy.

Despite the end of Jim Crow, today’s geography of Black economic progress has sim-
ilarities with that of the past. States that impeded Black economic progress post-slavery
also limit intergenerational mobility for low-income children today (see Appendix Fig-
ure IV.58 and Berger, 2018). However, diffe