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Abstract

Social choice theory provides fundamental tools for many sciences. Moreover,

its models are applied and implemented in a remarkable range of diverse con-

texts to guide collective decision procedures. Understanding these models of

collective decision-making and their normative verdicts poses an important

challenge to philosophers of science, epistemologists, political philosophers,

and philosophers of technology. This thesis is a collection of four papers that

question the assumptions in social choice theory models at the intersection

of individual decision-making and the design of collective decision mecha-

nisms. The chapters, in particular, target the normative verdicts of these

models by drawing on perspectives from the philosophy of science, politi-

cal philosophy, and psychology. The central claims defended in the thesis

are twofold. Firstly, the core claim is that abstracting away from individual

decision-making does not always lead to greater generality but often makes

the verdicts of social choice models inapplicable to the intended target sys-

tems. This observation draws on the fact that most target systems of social

choice models involve individuals. Individuals are significant both in how

they interact within a collective decision mechanism and as the object of

normative consideration. Particular assumptions about individual decision-

making, although often absent in a given social choice theory model itself, are

needed for the model’s normative verdict to transfer to many target systems.

Secondly, many models developed by social choice theory not only require

scrutiny of their descriptive assumptions but also need an explication of the

normative commitments underpinning them. Normative assumptions in so-

cial choice theory typically take the form of axioms or desiderata that are

prima facie difficult to reject. However, the values underlying the acceptance

of a given axiom can vary greatly, which, in turn, can significantly affect

whether the model’s normative verdict successfully transfers to the intended

target system.
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0

Introduction

Social choice theory is not simply a descriptive tool but a modelling frame-

work that shapes decision mechanisms in the world. It isolates and embeds

desirable normative properties in decision-making systems. Given the grow-

ing application of social choice theory in fields such as computer science, it

is time to renew philosophical engagement with these models.

This thesis aims to address some of the gaps in the philosophical literature

on social choice theory, a field that has surprisingly received limited atten-

tion from philosophers of science. That is despite the fact that social choice

theory provides fundamental tools for many sciences and is very broad in its

application (Sen, 1977). In economics, social choice theory provides essential

tools for analysing welfare economics, public choice, and resource allocation.

In political science, it helps investigate the distribution of voting power in

different voting mechanisms. Meanwhile, in computer science, particularly

in algorithmic decision-making and artificial intelligence, social choice the-

ory is applied to recommender systems and multi-agent systems. The lack

of attention is all the more surprising, given that decision and game theory

have been extensively debated within philosophy, especially in the philosophy

8



of economics.1 The four chapters of the thesis each offer a novel contribu-

tion, addressing both descriptive and normative assumptions in social choice

theory models, particularly at the intersection of individual decision-making

and the design of collective decision mechanisms. Social choice theory strives

for general models and thereby often abstracts away from modelling details

about individuals (with the exception of preferences). In this regard, the

first core claim of this thesis is that abstracting away from individual de-

cision making does not always mean more generality but often makes the

verdicts of social choice models inapplicable to the intended target systems.

The second core claim of the thesis is that many of the models developed

by social choice theory do not only need scrutinising of their descriptive as-

sumptions, but are in need of an explication of the normative commitments

that underpin them.

Social choice theory consists of mathematical models (List, 2022) that analyse

collective decision-making, particularly the aggregation of individual prefer-

ences into a collective outcome. Mathematical models rely on various forms

of idealisation and abstraction (Mäki et al., 1992). They can allow us to for-

malise hypotheses about the world in a precise and testable way, enabling the

prediction, explanation, and understanding of complex phenomena (Pincock,

2007). This abstraction may support a form of “surrogate reasoning”, where

we manipulate symbols according to mathematical rules rather than directly

interacting with the physical world (Swoyer, 1991). Such models are not

merely descriptive but can also be explanatory, offering insights into why

systems behave in certain ways under specific conditions (Cartwright, 1983).2

1Discussions in formal social epistemology, particularly on the social organization of
science and epistemic democracy, have engaged with related themes. However, these
reflections are typically embedded within broader applications of social choice models
rather than focusing explicitly on social choice theory itself.

2This thesis engages with the normative status of social choice theory but does not
directly address broader debates in the philosophy of science on the status of idealized
models. A more extensive discussion of these debates lies beyond its scope; however,
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A key research focus in social choice theory, and the central object of this

thesis, is the investigation of social choice rules—mechanisms that translate

individual preferences into collective decisions. These rules isolate essen-

tial properties of collective decision-making processes, such as voting, of-

ten in contexts where obtaining direct empirical observation is challenging

(Chamberlin, 1985). This is similar to models in other disciplines. For exam-

ple in macroeconomics we can seldomly conduct randomised controlled trials

to investigate the effects of tax policies. Empirical investigations are often

infeasible. Thus, we build mathematical models to represent the behaviour

of economies at a large scale. The model is then manipulated and studied

and used to generate conclusions that aim to be transferable to the real world

system that is modelled. Similarly, as in macroeconomics, empirical investi-

gation of voting systems is hard. For instance, we can rarely reconstruct the

complete preference rankings of voters from their ballot choices. Even when

such reconstructions are possible, many of the voting rules we wish to inves-

tigate are either not currently in practice or are employed too infrequently

to offer a more comprehensive understanding (Chamberlin, 1985).

Social choice theory is neither a descriptive theory—concerned with how

individuals make decisions—nor a predictive theory3, which seeks to forecast

choices and abstracts from the psychological processes involved in decision-

making.4 Social choice theory predominantly works with mathematical mod-

els that aim to provide normative guidance. And yet there is rather little

discussion within social choice theory or in philosophy of science on social

choice theory as a modelling practice. And even less so on how to infer norma-

insights from this literature remain relevant to understanding the role of social choice
models in normative inquiry.

3Unlike public choice theory, which also study collective decision-making but is more
likely than social choice theory to publish positive and non-mathematical work (Mueller,
2015), social choice theory primarily addresses normative questions (Mueller, 2015).

4See Briggs (2023) for a similar description of expected utility as a normative theory.
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tive guidance from social choice models. Generally, when inferring about the

target system—the real-world phenomenon being modelled—it is essential to

account for the ways in which idealisations have shaped those conclusions. If

we have normative models5 we face the additional challenge of determining

how to infer from a normative result generated by an idealised model to a

normative conclusion about the relevant aspect in the real world (Roussos,

2022). Normative models (Beck & Jahn, 2021) in social choice theory rest

on both descriptive and normative assumptions. Some of the latter are made

explicit—such as the canonical criteria articulated by Arrow’s Impossibility

Theorem show.

Arrow’s Impossibility Theorem (1951/1963) is one of the most significant

contributions to social choice theory, establishing that no social welfare func-

tion can satisfy a set of seemingly reasonable conditions (i.e., unrestricted

domain, weak Pareto principle, independence of irrelevant alternatives, and

non-dictatorship6) simultaneously, if there are three or more options to choose

from (Thomson, 2001). A social welfare function takes as inputs preferences

over outcomes from voters and outputs a ranking over these outcomes, often

called social preferences (Morreau, 2019).

Arrow’s Impossibility Theorem, and more generally the axiomatic approach

in social choice theory that became dominant in the wake of it, serves to

evaluate collective decision-making procedures against a set of formal crite-

5See Beck and Jahn (2021) for an analysis how normative models can have normative
guidance.

6Unrestricted domain ensures that any set of individual preferences can be considered;
the weak Pareto principle requires that if every individual prefers one option over another,
then the outcome should reflect this preference; independence of irrelevant alternatives
means that the social preference between any two options should depend only on individual
preferences for those options, not on any other options; and non-dictatorship ensures that
no single individual has the power to dictate the group’s preference.
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ria (i.e., axioms) that reflect normative ideals.7

By adopting this axiomatic approach, we typically regard properties like the

Pareto principle and non-dictatorship as normatively desirable, and evaluate

a social choice rule’s fulfilment of these criteria as indicative of its overall

desirability. However, for these properties to carry normative force, there

must be some correspondence between the satisfaction of these desiderata

within the model and the model’s applicability to real-world elections. This

does not imply that we need to have a specific election in mind; rather, we

may seek general models with the expectation that they apply to a broad

range of target systems. Naturally, there is a trade-off between the general-

ity of a model and its accuracy in describing specific real-world applications.

Nevertheless, this trade-off does not negate the necessity of justifying the

normative force of our model’s conclusion by establishing a clear link be-

tween the mathematical model and the real-world systems the model seeks

to represent. In order to do so we need to scrutinise the (implicit) descriptive

and normative assumptions made by social choice models.

In the following, I will outline how the chapters in this thesis contribute

to this goal. Each chapter either tests descriptive or normative assumptions

in social choice rules at the intersection of individual decision-making and

collective decision-making. Chapter 1 The Condorcet Jury Theorem under

Ambiguity and also chapter 4 A Heuristic Approach to Manipulation: Sim-

ulating Simple Strategic Voting assess the robustness of descriptive assump-

tions about voters and their impact on normative evaluations of social choice

rules. Chapter 2 On Equality, Power, and Strategic Voting and chapter 3

Manipulability, Measurement, and Mathematical Models deal with implicit

normative assumptions underpinning social choice theory.

7All of these desiderata remain standard criteria against which social welfare functions
and social choice rules are evaluated. Social choice rules don’t output a ranking over
outcomes, instead the output is one winner or collection thereof (List, 2022).
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Chapter 1 (The Condorcet Jury Theorem under Ambiguity) explores the im-

plications of voters whose epistemic states cannot be represented by precise

probabilities, and how this affects judgement aggregation under the majority

rule. Judgement aggregation extends voting an to aggregation where individ-

uals express judgements on propositions (e.g., legal decisions). The challenge,

similarly to preference aggregation, lies in aggregating these judgements into

an outcome that satisfies desirable properties, such as producing outcomes

that tend to be correct.

Formal results in the field of judgement aggregation such as the Condorcet

Jury Theorem explicate assumptions about voting behaviour. Yet, while the

assumptions in the formal results are about behaviour, they are often in-

formally motivated by assumptions about the agent’s beliefs or credences,

leaving a gap between the justification of an assumption and the assumption

itself in the formal result. This chapter demonstrates that, under ambiguity,

voters may fail to act competently, even when they are honest, rational, and

epistemically competent. This contrasts with situations under risk, where

voter competence is guaranteed under these conditions. Additionally, it iden-

tifies new collective decision-making procedures that may be better suited to

less idealised uncertainty frameworks, showing that allowing abstention can

enhance the epistemic benefits of voting, thereby extending the Condorcet

Jury Theorem.

The next three chapters of this thesis examine a property of social choice

rules called non-manipulability, with a particular focus on the satisfaction of

strategy-proofness. Two of these chapters address the normative assumptions

that play a role in the justification and measurement of non-manipulability

in social choice rules.8 In other words, they focus on normative assumptions

8Strategy-proofness is a desideratum across many collective decision mechanism for
example in mechanism design where agents on both sides of the market (e.g., students
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in social choice theory and their influence on the evaluation of social choice

rules. The final chapter returns to descriptive assumptions, focusing on the

descriptive idealizations of voters that influence judgements about the degree

of manipulability.9

Chapter 2 (On Equality, Power, and Strategic Voting) addresses the puz-

zling nature of strategic voting. While there is broad consensus that strate-

gic voting should be prevented, little attention has been given to why it is

problematic. Building on early concerns in social choice theory that strategic

voting turns elections into a game of skill, this chapter develops a normative

argument: strategic voting can skew power relations among citizens. The

chapter challenges the assumption that “one person, one vote” is the sole

property needed to maintain equal power relations. By examining different

theories of power in voting, it shows how strategic voting can distort these

power relations. As such, normative theories concerned with power imbal-

ances, like relational egalitarianism, should take a stance on strategic voting

and schools, or workers and firms) have preferences over whom they are matched with.
Strategy-proofness in social choice rules combines decision and game theoretical consid-
erations with the design of social choice rules. And yet, in the literature of social choice
rules it is usually shied away from making explicit assumptions about individual decision
makers (in contrast to the field of mechanism design and game theory). This means that
the connection between the design of social choice rules and models of individual decision
making is surprisingly often left implicit. It is then a particular curious balancing act of
trying to retain a normative verdict while not defending descriptive assumptions of one’s
model.

9The Gibbard-Satterthwaite theorem, alongside Arrow’s Impossibility Theorem, stands
as one of the most influential results in social choice theory. Formulated independently
by Allan Gibbard (1973) and Mark Satterthwaite (1975), the theorem establishes that
any non-dictatorial, resolute social choice rule that ranks three or more options is nec-
essarily susceptible to manipulation by voters—that is, it is not strategy-proof. For a
comprehensive history of the study of manipulability in voting rules, see Barberà (2011)
and Farquharson (1969). A resolute social choice rule always selects a unique winning
alternative. For a social choice rule to be non-manipulable, i.e., strategy-proof, it must
always be a (weakly) dominant strategy for voters to truthfully reveal their preferences.
A weakly dominant strategy is one that is the best response across all possible preference
profiles.
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and influence the design and implementation of voting rules.

Chapter 3 (Manipulability, Measurement, and Mathematical Models) investi-

gates how we can measure the vulnerability of institutions to strategic voting.

Although there is general agreement that manipulation is bad, understand-

ing why is it is bad is crucial to assessing how susceptible voting rules are to

it. This chapter applies insights from the philosophy of science, particularly

on the measurement of thick concepts, to show that measuring manipula-

tion requires normative assumptions about what renders manipulation bad.

The chapter argues that the current lack of engagement with the normative

evaluation of manipulation hinders our ability to evaluate existing measures

of manipulation. It then assesses two prominent frameworks in social choice

theory—the Nitzan-Kelly index and the classification of voting rules by com-

putational complexity—emphasising the need for a debate on the normative

evaluation of manipulability in order to refine frameworks that better cap-

ture the normative dimensions of manipulation.

Chapter 4 (A Heuristic Approach to Manipulation: Simulating Simple Strate-

gic Voting) focuses on the conditions that lead to manipulation. Specifically,

it challenges the assumption that more expressive voting methods—those

that allow voters to express more detailed preferences—necessarily lead to

more manipulation. This is commonly understood to be the case because

more expressive methods give the voters more opportunities to manipulate.

However, through computer simulations, this chapter shows that while ex-

pressiveness leading to increased manipulation seems true under assumptions

of utility maximising voters, it is not true under assumptions of heuristic

voters. In fact, once rational utility maximisation is relaxed in favour of

satisficing (one prominent heuristic), expressive voting methods can in fact

minimise manipulation.
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All four chapters show that a lack of attention to normative and descriptive

assumptions can not only render these models inapplicable to certain tar-

get systems but also reverse the normative verdicts of social choice models.

Therefore, if social choice theory aims to provide normative judgements on

collective decision mechanisms, it must engage more deeply with its descrip-

tive and normative assumptions, as well as their connection to the intended

target systems. A failure to do so should not be mistaken for creating general

models.
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1

The Condorcet Jury Theorem

under Ambiguity

Abstract

This chapter evaluates the Condorcet Jury Theorem under ambiguity. It ex-

plores the effects on voter competence assumption when voters are faced with

situations they can’t ascribe a single probability anymore. In contrast to vot-

ing in situations where voters can do so, this chapter shows that voters can

fail to vote competently in situations under ambiguity even if they are honest,

practically rational and epistemically competent. Thus, the conditions un-

der which we can guarantee voter competence become obscure once we adopt

a less idealised uncertainty framework. Namely, conditions that guarantee

voter competence under risk do not guarantee voter competence under am-

biguity. The second contribution is a more positive one. There is a fruitful

research project that identifies collective decision procedures better suited for

less idealised uncertainty frameworks. In relation to this, the chapter shows

how allowing abstention can have positive effects on the epistemic benefits of

voting and extends the Condorcet Jury Theorem.
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1.1 Introduction

In this chapter I explore the applicability of one of the most well-known

theorems in judgement aggregation to situations of ambiguity. Ambiguity

is topic that has received much attention in decision theory but comparably

little attention in social choice theory. When it has received attention in so-

cial choice theory it is more commonly modelled on the level of preferences,

with little being said on decision principles that agents may use on the ba-

sis of such preferences. The aim of the chapter is to put pressure on the

importance of the modelling choice of voter’s epistemic states in judgement

aggregation. Our choice of modelling framework can overturn our evaluation

of voting rules.

This chapter evaluates the Condorcet Jury Theorem (CJT) under ambigu-

ity. It demonstrates that under conditions of ambiguity, one of the theorem’s

key assumptions, namely the competence assumption, can fail in non-trivial

ways. The CJT is one of the most important theorems in social choice the-

ory and well-known beyond the field. Informally, the CJT in its classic form

states that if there are two verdicts of which one is correct, and voters are

competent (i.e., better than a coin flip at voting for the correct verdict) and

independent of each other, then the probability that the majority vote out-

come tracks the correct verdict increases with the size of the group, tending

towards one if the group is infinite. Let us call this the epistemic benefits

described by the CJT.

The influence of the CJT and its epistemic benefits is hard to overstate.

The CJT has been applied to juries (e.g., Penrod & Hastie, 1979; Urken

& Traflet, 1983), organizations (Nitzan & Paroush, 1982), crowd-sourced

peer review (Arvan, Bright, & Heesen, 2022), methodological triangulation

(Heesen, Bright, & Zucker, 2019), and generally serves as one of the argu-
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ments for democratic decision-making and the use of majority rule (Goodin

& Spiekermann, 2018). In the literature, it is common practice to rigor-

ously justify the applicability of the independence assumption when using

the CJT. However, such rigorous justification is often deemed less necessary

for the competence assumption in the absence of specific factors (e.g., mis-

leading propaganda).1 I demonstrate that this is a mistake and that the

competence assumption warrants more attention. It is important not to con-

flate an assumption of epistemic competence with a behavioural assumption

of competence, which is required for the CJT. In this regard, the chapter de-

velops two important contributions to the literature: First, it shows that the

conditions under which we can guarantee voter competence become obscure

once we adopt a less idealised uncertainty framework. And second, there is a

fruitful research project that identifies collective decision procedures better

suited to less idealised uncertainty frameworks. For example, we will see that

allowing abstention can help secure the epistemic benefits of voting.

There already exists a body of work checking the robustness of the CJT,

leading to extensions of the original result and identifying the limits of its

application. For example, it has been shown that not all individuals in the

group need to be competent2 (see, among others Grofman, Owen, & Feld,

1983; Boland, 1989). We also know that certain sorts of dependencies be-

tween judgements can retrieve the CJT (Ladha, 1992, 1993; Dietrich & Spiek-

ermann, 2013). Moreover, List and Goodin (2001) show that the CJT can

be generalized from the majority rule over two verdicts to the plurality rule

over many verdicts; the plurality rule allows every voter to cast one vote,

and the verdict with the most votes is elected.

However, the literature has yet to consider how the CJT holds up in an

1For notable exceptions, see Dietrich (2008), Dietrich and Spiekermann (2013) and
Romeijn and Atkinson (2011).

2It suffices if individuals are, on average, competent.
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ambiguous world. In decision theory, ambiguity refers to a type of uncer-

tainty where we cannot assign a specific probability to an event. If we can

assign a precise probability to an event, this is called decision-making under

risk. For example, in roulette, you can assign a precise probability to each

outcome. Traditionally, this is contrasted with decision-making under uncer-

tainty. In such cases, you have no information about an event’s probability.

Typically, we are not completely ignorant of the truth but need more infor-

mation to assign a precise probability. Arguably, we often find ourselves in

this situation when we cast a vote. For instance, you might think that if a

party is elected, it is more likely than not to support investment in green

energy, even if you cannot assign a precise probability to it. In decision the-

ory, there is an increasing acceptance of the descriptive as well as normative

inadequacy of modeling agents’ epistemic states through precise probabilities

(e.g., R. Bradley, 2017; Seidenfeld, 2004; Joyce, 2010; Kyburg Jr, 1983; Levi,

1985). This chapter aims to take these concerns seriously and asks under

which conditions we can still hope for competent voters and, thus, the epis-

temic benefits of voting. Prior work on voter competence modeled voters’

epistemic states through precise probabilities. It also assumed some form

of maximizing expected utility (e.g., Austen-Smith & Banks, 1996). Both

assumptions are not directly applicable when voters need to make decisions

based on ambiguous attitudes. Thus, this chapter will deviate from previous

work by modeling epistemic states as sets of probabilities.

This chapter is structured as follows. I introduce the CJT with a simple

model for agents who can be described using precise probabilities. For these

agents, voter competence is guaranteed under assumptions of rationality,

honesty, and epistemic competence. Next, I motivate and expand the model.

I explicate how we model the epistemic states of rational agents that involve

ambiguity and how to fill in our assumptions given those epistemic states.

We explore why voter competence cannot be guaranteed under these condi-
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tions. Finally, we revisit assumptions, propose alternatives, and explore how

to retrieve voter competence.

1.2 CJT and a Simple Model of Voter Com-

petence

Imagine a researcher named Gyde who has to brief a policymaker about new

insights in climate science. This briefing will include many agenda points,

including whether the global temperature will rise over 1.5°C between 2030

and 2052 if we continue as we do now. As they are short on time, they ask

their research assistants to read a paper each and email them back whether

the statement that global warming will reach 1.5°C between 2030 and 2052

if it continues to increase at the current rate or the statement that global

warming will not reach 1.5°C between 2030 and 2052 if it continues to in-

crease at the current rate should be included in the briefing.3 Would it be a

good idea for them to simply follow whatever the majority of their research

assistants advise? To help answer this, let us take a closer look at the CJT

and the assumptions needed to apply it.

1.2.1 The Condorcet Jury Theorem

While the core idea of the CJT is simple, we will need to introduce some

notation at this point to rely upon later on.4 Let us start by assuming that

we have n voters, labelled 1, ..., n. These voters have to make a decision

over χ. In our example, χ consists of two opposing statements that can be

included in a briefing, and our voters are the research assistants. Generally,

χ is a set that contains multiple verdicts x, of which voters need to pick one.

Yet, only one x is the correct verdict. The verdict may be correct according

3This set-up is similar to the example used by Steele (2012).
4This way of presenting the CJT is inspired by (List & Spiekermann, 2016).
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to an epistemic, moral, or any other standard. In this chapter, we assume

that to be correct is to match an (external) truth. Let us call the correct

verdict in χ, x. We say that {T, F} = χ, and thus X = T or X = F . For

each voter i, we write Vi to denote voter i ’s vote, where Vi can take the

values T or F . Here, Vi = T represents a vote for verdict T from voter i,

while Vi = F represents a vote for verdict F . We measure voter competence

for each voter i and each possible truth x as Pr(Vi = x|X = x). If, then, the

two following assumptions hold, we can derive the CJT.

1. Voter competence is satisfied if for every voter i, Pr(Vi = x|X = x)

exceeds 0.5.

2. Voter independence is satisfied if the votes of all voters, V1, V2, ..., Vn,

are mutually independent, conditional on the truth.5

Additionally, for any voters i ̸= j, we assume Pr(Vi = x|X = x) = Pr(Vj =

x|X = x). Informally, this says that each voter is better than random at

voting for the truth and equally proficient at doing so. While not needed to

derive the CJT, we will also assume for any voter i, Pr(Vi = T |X = T ) =

Pr(Vi = F |X = F ).6 Let us call the outcome of a majority vote of the n

voters O. The outcome O is O = T if there are more voters with Vi = T

than with Vi = F ; O = F if there are more voters with Vi = F than with

Vi = T ; and O = 0.5 if there is a tie. The CJT then guarantees what we

called the epistemic benefits of majority voting.

Epistemic benefits are satisfied when, for each possible truth x,

Pr(O = x|X = x) increases and converges to 1 as the number n of

voters increases.

5This means that, conditional on the truth of the proposition (i.e., whether X = T or
X = F ), the knowledge of some voters’ votes provides no additional information regarding
the votes of others.

6This assumption merely serves to simplify our calculations later but is not needed for
any substantial results.
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1.2.2 A Simple Model of Voter Competence

Discussions of the CJT’s applicability usually focus on the independence as-

sumption (e.g., Ladha, 1992, 1993). Although crucial for deriving the CJT,

the voter competence assumption is silent on how voters make decisions and

is rarely questioned.7 In fact, voter competence is a behavioural assumption

that conflates several assumptions, which is useful to tease apart, especially

when considering the effect of ambiguity.8

To reason about agents, we typically make three assumptions: what the

voter values, the voter’s epistemic states, and how the voter acts based on

their values and epistemic states. Ambiguity affects voters’ epistemic states

rather than directly influencing their behaviour. An agent’s epistemic state

involve two assumptions that are often conflated. For our purposes, it is

useful to separate them. The first assumption concerns the internal struc-

ture of epistemic states. Common ways to model the internal structure of

the epistemic states of epistemically competent agents include, for example,

all-out beliefs or credence functions. In principle, we can assume that the

epistemic states of our agents are well-ordered without saying anything about

how their epistemic states relate to the world. Ideally, however, we also want

to address how epistemic states relate to the world or, at the very least, to

the evidence available to the agent. An agent whose epistemic states are

well-ordered but unresponsive to the evidence around them is only compe-

tent in a very thin sense. Thus, when I refer to the epistemic competence of

agents, I am referring to the combination of two assumptions: the internal

structure of epistemic states and the relation of epistemic states to the truth.

In the following, I will outline assumptions about honesty and practical ra-

tionality that underlie voter competence in cases of risk, before addressing

7Notable exceptions are (e.g., Austen-Smith & Banks, 1996; R. Bradley & Thompson,
2012).) .

8I thank an anonymous referee for suggesting this framing.
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more complex scenarios involving ambiguity.

1.2.2.1 Internal Structure of Epistemic States: Credence Func-

tions

The first assumption concerns an agent’s internal epistemic representation.

We assume that the epistemic states of a voter can be represented by credence

functions. These are rational credences in the sense that they are between

0 and 1 and follow the probability axioms.9 We assume that voters have a

certain credence over X = T and X = F (i.e., p(T ) and p(F ), respectively),

and because X = F and X = T are exhaustive and mutually exclusive, it

holds that p(T ) = 1 − p(F ).10 For illustrative purposes, let us assume that

agents receive one probabilistic private signal that determines their epistemic

state over the truth of T and F (e.g., Ladha, 1992).11 Let us trace this

assumption back to our previous example.

1.2.2.2 Relation of Epistemic States to the Truth: Minimal Fi-

delity of Credences

We assumed that individuals have private information about the true state

of the world. Yet, to avoid trivial cases of voter competence failure, we need

minimal safeguards in place to ensure the quality of these signals.12 In other

words, we need to state assumptions about how credences relate to the truth.

Formally, this means imposing restrictions on the probability distributions of

9I will use ”credence” and ”probability function” interchangeably when referring to an
agent’s epistemic state.

10Because of this relationship, we will use only p(T ) for the rest of the chapter.
11A voting outcome may be seen as the result of aggregating private information of the

voters (see Feddersen & Pesendorfer, 1997).
12We leave open how credences come about. However, one natural interpretation is that

voters base their credences on evidence that satisfies similar constraints. A very simple
underlying model would be that voters adopt expert opinions that reflect the evidence.
Alternatively, a slightly more complicated model might combine priors and new evidence
such that the above constraints are satisfied. This can be achieved in multiple ways by
imposing stricter constraints on either priors or new evidence.
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credence functions. A voter who can be modelled by credence functions but

is exposed to highly misleading propaganda will, trivially, not be guaranteed

to be competent at voting. For example, imagine a research environment

where critical research is suppressed by state action. In the most extreme

case, this would mean that no research indicating global warming is available

in this country (Pr(pi(T ) > 0.5|X = T ) = 0). Now consider a less extreme

example, where research on global warming is not directly suppressed but

there is a severe lack of funding for public research. Additionally, private

actors (e.g., oil companies) produce research aimed at supporting the verdict

that global warming is less severe than it truly is. It is not the case then

that some research is by chance misleading but research is systematically

misleading; we have a case of biased science (Pr(pi(T ) > 0.5|X = T ) < 0.5).

To exclude such trivial cases of voter competence failure, let us formulate

some assumptions about how credence functions relate to the truth.

Minimal Fidelity of Credences : Formally, we say that individual i holds

a credence, pi(T ) ∈ [0, 1], about the true state of the world. Individual cre-

dences are independent draws from a state-dependent distribution satisfying

Pr(pi(T ) > 0.5|X = T ) > 0.5 and Pr(pi(T ) < 0.5|X = F ) > 0.5, where

pi(T ) is the credence for individual i about the truth of statement T .

Minimal Fidelity of Credences (MFC) is a restriction on the probability

distribution of credences—just as voter competence is a restriction on the

probability distribution of voting behaviour. If the true state of the world is

T , then it is more likely that an arbitrary voter assigns a probability between

0.5 and 1, whereas if the true state is F , it is more likely that such a voter

assigns a probability between 0 and 0.5 to verdict T . Let us introduce the

concept of a voter favouring a certain verdict to mean that the voter ascribes

a probability higher than 0.5 to that verdict. To summarize, MFC shields

voters from systematically misleading epistemic states, such as being in an
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epistemic environment where certain research is censored or unlikely to be

published.13 For now, this means we assume that the assistants reading the

articles can sometimes favour the incorrect verdict. That is, Gyde’s assis-

tants deal with uncertainty and may tell us that the incorrect verdict is more

probable. However, they are better than a coin flip at favouring the correct

verdict.

1.2.2.3 Motivation: Honesty

Next, we address what motivates voters. Without this, little can be said

about voting behaviour. Voter competence would fail trivially if voters en-

joyed voting against their beliefs. To prevent these failures, we introduce

honesty. We model voters’ motivation with utility assignments, ensuring

symmetric payoffs for the truth of X = T and X = F . Any voter i gets a

payoff of 1 if they vote for the correct outcome and −1 if they vote for the in-

correct outcome. This means that if verdict T is correct, individuals receive a

payoff of 1 if they voted for T and a payoff of −1 otherwise, and vice versa for

verdict F . Formally, any voter i has utilities: Ui(T, T ) = Ui(F, F ) = 1 and

Ui(T, F ) = Ui(F, T ) = −1. The first argument of Ui represents their vote,

and the second represents the correct verdict.14 Hence, all individuals would

like to vote for verdict T if X = T and vote for verdict F if X = F . Thus,

Gyde may assume that their research assistants care only about sending the

correct answer to them, and not about whether the research assistants, as a

collective, got it correct.

13An alternative interpretation would be that this condition shields us from trivial fail-
ures of voter competence, where voters consist only of anti-science agents who anti-update
on scientific evidence.

14In Austen-Smith and Banks (1996), the first argument stands for the election outcome.
However, this can lead to ’noble lies’ by voters, see Bright (2017).
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1.2.2.4 Practical Rationality: Expected Utility Maximiser

However, note that even these assumptions about our voters’ epistemic states

and motivation still do not guarantee voter competence. Crucially, we need

to make assumptions about how voters act on their epistemic states and

motivation. In line with the standard rationality assumption in the literature,

we assume that an individual determines which of the two verdicts provides

the higher expected utility. Thus the decision of voter i is simply the one that

maximises the expected utility given by EUi(Vi = T ) = pi(T ) ·Ui(T, T )+(1−
pi(T )) ·Ui(T, F ), EUi(Vi = F ) = pi(T ) ·Ui(F, T )+(1−pi(T )) ·Ui(F, F ). Any

voter i will maximize their expected utility and hence choose to vote for T if

EUi(Vi = T ) > EUi(Vi = F ) and vote for F if EUi(Vi = T ) < EUi(Vi = F ).

X = F X = T

Vi = T

Vi = F

Probability
pi(T ) = 0.7

1

−1
Utility

Figure 1.1: X-axis: Probability of X = T , left extreme p(T ) = 0 and right

extreme p(T ) = 1. Y-axis: Expected utility of the respective actions. The

blue dotted line marks the probability that voter i assigns to X = T (i.e.,

pi(T ) = 0.7).

Of course, Gyde will never get the correct result with certainty, as they

do not have infinite research assistants (or academic papers to draw upon).

Yet, if epistemic competency, practical rationality, and honesty are satisfied,

voter competence is satisfied (see appendix for proof). In that case, the

accuracy of the voting result will improve with every research assistant (see
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R. Bradley & Thompson, 2012).15 Next, we will motivate why this model

of voter competence may be too simple—descriptively or normatively—and

propose a more general model.

1.3 Ambiguity and Voter Competence

Imagine you consider playing the lottery and ask your friend how likely it is

to win. They reply: “I am not sure, but I am certain that it is something

between 1 in a million and 1 in 10 million. Anyway, something incredibly

small—definitely not worth your money!” Later, if someone asked you how

likely it is to win the lottery, what would you answer?

In everyday life, the information we receive is often of the sort you received

from your friend and is not necessarily suited to being reduced to a precise

probability. Ellsberg (1961) used this type of uncertainty over probabilities

in a series of experiments, demonstrating that participants’ choices do not

align with subjective expected utility theory. This type of problem has been

discussed in decision theory and economics16 under the term ambiguity (see,

e.g., Barberis & Thaler, 2003; Frisch & Baron, 1988; Heath & Tversky, 1991;

Gilboa & Schmeidler, 1989). The Ellsberg paradox17 has inspired an ex-

tensive empirical literature. This literature highlights a concern in decision

theory: precise probabilities fail to represent severe uncertainties correctly.

They are inadequate on either descriptive or normative grounds (see, e.g.,

15Yet, as R. Bradley and Thompson (2012) also show, the unweighted majority rule is
not necessarily the best-performing rule.

16Ambiguous evidence is also a subject of discussion in other sciences (e.g., see Bude-
scu & Wallsten, 1995; Camerer & Weber, 1992; S. Bradley, Frigg, Du, & Smith, 2014;
Augustin, Coolen, De Cooman, & Troffaes, 2014).

17In Ellsberg’s paradox, agents are presented with two urns containing red and black
balls: one urn has a known distribution (e.g., 50 red and 50 black), while the other
urn has an unknown distribution. The participants are then presented with a series of
bets, revealing an inconsistency with subjective expected utility theory that is now often
interpreted as ambiguity aversion.
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Kyburg Jr, 1983; Levi, 1985; R. Bradley, 2009; Seidenfeld, 2004; Joyce, 2010;

Gilboa, Postlewaite, & Schmeidler, 2009). Among several concerns, one is

that precise credences are not the rationally correct attitude to adopt given

some types of evidence. If precise credences are not rationally required, vot-

ers may not base their decisions on them. Consequently, prior models that

use precise credences to flesh out the conditions under which we can assume

voter competence are not always applicable. Therefore, there is a lacuna

in the literature regarding whether and when we can rely on the epistemic

benefits of majority voting in the face of ambiguity. To close this lacuna,

we should move on to models that can account for imprecision regarding the

grounds on which voters presumably make a range of voting decisions. In

the next section, we will expand the simple model introduced earlier. By

incorporating the possibility of ambiguity, we will demonstrate why voter

competence is no longer guaranteed under these assumptions.

1.3.1 A Less Simple Model of Voter Competence

1.3.1.1 Internal Structure of Epistemic States: Set of Credence

Functions

Many economists and philosophers (Gilboa & Schmeidler, 1989; Levi, 1985;

Joyce, 2010) argue that the most natural way to understand the agent’s epis-

temic state in situations like Ellsberg’s Paradox is their inability to determine

which among a set of possible probability distributions is the true one. That

is, while we know that there is one true probability distribution describing

the lottery, we don’t know which one it is. We now turn to how this translates

into a formal model of epistemic states. When the probability distributions

in the set of conceivable distributions can themselves be assigned probabil-

ities, ambiguity in this sense can be expressed as second-order probability.
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However, when the distributions cannot be assigned probabilities, ambiguity

is often expressed by a set of probabilities (Camerer & Weber, 1992).18 While

not everyone in the literature agrees on what exactly is rationally required,

there is some minimal agreement on what is rationally permissible. That

is, it is always rationally permissible to adopt an epistemic state that covers

the full range of probabilities compatible with the evidence that you have at

your disposal (see Mahtani, 2019). This translates into a model where we

have a set of probability distributions that cannot be reduced to second-order

probabilities about the true probability distribution of the lottery. We will

adopt this model of ambiguity to examine its impact on voter competence.

In our new model, voters may adopt a set of probability functions P . Sets of

probabilities are also sometimes called imprecise probabilities (e.g., Jeffrey,

1983; Joyce, 2005) or a credal set (Levi, 1974). P(x) is a set of numbers,

e.g., any number between 0.6 and 0.9, without putting any weight on any

particular number. In this case, we call their credal set convex.19 A closed

set includes its limit points (e.g., 0.6 and 0.9). A closed, convex set can for-

mally represent what we intuitively mean by an agent adopting a full range.

We will use this interval version of imprecise probabilities throughout this

chapter. Convex sets can be represented by their extreme points. Thus,

when we refer to P(x), we may write [P (x), P (x)]. Here, P (x) denotes the

lowest probability in verdict x, while P (x) represents the highest probability

in the set P(x).20 Since every element of a credal set is a probability func-

18Note that this set may only contain one element p. Thus, this generalizes precise
probabilities.

19A convex set is a set that includes all linear combinations of all members x, y in the
set, such that (1− w)x+ wy, with w ∈ [0, 1].

20This is the simplest form of imprecise probabilities. Lower and upper probabilities
cannot fully capture all the nuances of imprecise probabilities. Thus, usually, the litera-
ture refers to other frameworks, such as lower and upper previsions or lower and upper
envelopes. However, for two mutually exclusive verdicts, the differences between frame-
works are negligible. Thus, we simplify our analysis by sticking to the cruder notion of
lower and upper probabilities.
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tion, the highest probability of x equals 1 minus the lowest probability of

¬x (i.e., P (T ) = 1− P (F )).21 For example, suppose you have the epistemic

state [P (T ) = 0.6, P (T ) = 1]. Then, your credal set contains the credence

functions assigning any value between 0.6 and 1 to X = T (e.g., p(T ) = 0.7,

p(T ) = 0.61, p(T ) = 0.89).22

X = F X = T

Vi= 1

Vi=F

Probability
Pi(T ) Pi(T )

1

−1
Utility

Figure 1.2: X-axis: Probability that X = T , with left extreme denoting

probability 0 and right extreme 1. The dotted blue line indicate Pi(T ) and

Pi(T ). Y-axis: Expected utility of the respective actions.

Let us now explicate how to spell out the conditions for how a set of credences

relates to the truth.

1.3.1.2 Relation of Epistemic States to the Truth: Minimal Fi-

delity of Sets of Credence Functions

In the case of a single credence function, the intuition was quite straightfor-

ward. Voters have a better chance than a coin flip to favour (i.e., p(T ) > 0.5)

the true statement than to favour the incorrect statement (i.e., p(T ) < 0.5).

One can easily imagine constraints on credal set distributions that guarantee

voter competence (e.g., Pr(P (T ) = 1) = 1). But what might be reasonable

21We use P (T ) and P (T ) as a shortcut for P (X = T ) and P (X = T ).
22Note that this implies, by the rationality constraints laid out above, that [P (F ) =

0, P (F ) = 0.4].
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minimal constraints on the distribution over sets of credences?

Here is one way to think about it. Consider the following scenario, which

clearly violates minimal fidelity. Imagine a repressive state that wants to

silence critical voices on climate change. One way minimal fidelity would

surely be violated is if the state only allowed evidence entailing that it is

more likely that global warming will not reach 1.5°C between 2030 and 2052

(i.e., Pr(P (T ) < 0.5) = 1) to be published. Alternatively, the state may

permit non-conclusive evidence but suppress any evidence suggesting that

global warming is more likely than not (i.e., Pr(P (T ) > 0.5) = 0). The

rationale might be to avoid an epistemic environment where the only reason-

able response to evidence is to favour the undesirable truth. Both scenarios

surely would violate minimal fidelity. Minimal fidelity requires the possibility

of evidence that unequivocally favours the true state (i.e., every credal func-

tion in your set favours the correct verdict, P (T ) > 0.5). Now imagine, as

before, that there is no repressive state. However, publicly funded research is

scarce, while privately funded research, influenced by special interests (e.g.,

oil companies), dominates. With little unbiased science, we face a troubling

scenario. Whenever evidence unequivocally favours one verdict, it is more

likely incorrect because private organisations selectively publish favourable

results. These are cases where we don’t expect voter competence to emerge.

So let us exclude these cases with the following requirement on a set of cre-

dences.

Minimal Fidelity of Sets of Credences : Formally, we say that individual i

holds a convex set of credences, [Pi(T ), Pi(T )], with Pi(T ), Pi(T ) ∈ [0, 1]

about the true state of the world. Pi(T ) and Pi(T ) are independent draws

between voters satisfying Pr(Pi(T ) > 0.5|X = T ) > Pr(Pi(T ) < 0.5|X = T )

and for X = F , Pr(Pi(T ) < 0.5|X = F ) > Pr(Pi(T ) > 0.5|X = F ), where

Pii
(T ) is the lower credence for individual i about the truth of statement T ,
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and Pi(T ) is the upper credence for individual i about the truth of statement

T .23

One key feature of MFSC is that it generalises MFC. MFSC is satisfied

if it is more probable that every credence function in a voter’s credal set

favours the correct verdict than that every credence function in their credal

set favours the incorrect verdict. If the credal set contains only one credal

function, MFSC just amounts to MFC. MFSC combines two constraints: 1.

The epistemic state must allow for unequivocal favouring of the correct ver-

dict (i.e., Pr(P (T ) > 0.5)) ̸= 0), excluding extreme cases like a repressive

state. 2. If evidence unequivocally favours one verdict (i.e., P (T ) > 0.5 or

P (T ) < 0.5), it should not systematically favour the incorrect verdict, even

though it may occur by chance. This excludes cases of biased science.24

To summarize what we have postulated so far, we no longer demand that

voters ascribe a single probability to an event. However, MFSC ensures that

agents’ epistemic states are more likely to unequivocally favour the correct

verdict than the other way around. This excludes epistemic environments

(e.g., misleading propaganda, biased science) where we don’t expect an agent

to be epistemically competent.25 The next section explores how rational

agents make decisions using a set of credences.

23Note that this notion does not distinguish between X denoting a value or a proposition.
24Note that to satisfy this without assumption 1, a weak inequality would suffice:

Pr(Pi(T ) > 0.5|X = T ) ≥≥≥ Pr(Pi(T ) < 0.5|X = T ). The strict inequality in MFSC
ensures assumption 1 by ensuring that Pr(P (T ) > 0.5) ̸= 0.

25If you believe MFSC does not make agents epistemically competent, it should not be
surprising that voter competence fails under MFSC. However, MFSC is worth considering,
as it can still guarantee the epistemic benefits of voting, even if voters’ epistemic states
satisfy only MFSC (see Section 5.3). In this case, the results show that the epistemic
benefits of majority voting can still be guaranteed, even without epistemically competent
voters.
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1.3.1.3 Practical Rationality: Γ-Maximin

Imagine that you are one of the research assistants. You face the decision of

advising Gyde on including one of the following statements in the briefing:

(1) Global warming will reach 1.5°C between 2030 and 2052 if it continues

to increase at the current rate (x = T ), or (2) Global warming will not

reach 1.5°C between 2030 and 2052 if it continues to increase at the current

rate (x = F ). Now, imagine reading in the report from the Intergovern-

mental Panel on Climate Change (IPCC) that “Global warming will likely

reach 1.5°C between 2030 and 2052 if it continues to increase at the cur-

rent rate.” Rather than assigning precise probabilities to each scenario, the

IPCC presents intervals of probabilities. The IPCC uses standard intervals

coded by calibrated language26. For example, likely indicates an assessed

likelihood of 66%–100% (M. R. Allen et al., 2018). After reading the IPCC’s

explanation of likely, you adopt an epistemic state that can be described by

[P (T ) = 0.66, P (T ) = 1]. As a rational agent, which principle should you

follow to advise Gyde?

Unfortunately, there is no consensus on a single decision rule for rational

decision-making with imprecise probabilities. However, fortunately, many

of these rules converge when verdicts have symmetric payoffs. We take a

decision rule as a stand-in for a whole class of decision rules that we may

refer to as non-permissive (Mahtani, 2019), which typically require a single

rational decision.27 One of the most prominent decision rules (Seidenfeld,

2004; Troffaes, 2007) is called Γ-Maximin. Γ-Maximin prescribes agents to

adopt pessimistic expectations (Gilboa & Schmeidler, 1989; Berger, 1985).

Given a possible decision, agents assume the probability in their set that

yields the lowest expected utility. Then they compare their most pessimistic

26For a more detailed discussion of uncertainty presentation in the IPCC, see R. Bradley,
Helgeson, and Hill (2017); Dethier (2022).

27With symmetric payoffs, the verdict with the best expected payoff also maximizes
worst-case expectations. Thus, rules based on either coincide.
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expectations for each possible decision and pick the one that gives them the

best-expected utility (given their pessimism). Translating this to a formal

statement, we call the lowest expected payoff we achieve by picking the most

pessimistic p ∈ P for a decision d EUP(d). We then call any decision d ∈ D

optimal if it maximizes EUP among all decisions in D. Thus, a Γ-Maximin

decision in D is described as follows: optEUP(D):= argmaxd∈DEUP(d).

Imagine that you are such a cautious reasoner. As in the simpler model,

you are still motivated by honesty, and your prior utility assignments remain

in place. You consider if you should advise to include verdict T , then what

is your most pessimistic expectation? Given your credal set [0.66, 1], you

use p(T ) = 0.66 to calculate the expected utility of advising Gyde to include

verdict T , resulting in an expected utility of 0.66. This is the lowest expected

utility for verdict T that is compatible with your epistemic state. In a sec-

ond step you consider whether advising to include the opposite verdict F

results in the lowest expected utility compatible with your epistemic state.

You use p(T ) = 1 (i.e., p(F ) = 0) to calculate the expected utility for verdict

F , resulting in 0. In the next step, you compare 0.66 and 0 and decide to

advise Gyde to include verdict T as this maximizes your expectation under

a pessimistic assessment.
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Figure 1.3: X-axis: Epistemic state of voter i of statement T , with left

extreme denoting probability 0 and right extreme 1. Y-axis: Expected utility

of the respective actions for voter i. Red circles indicate EUiPi
(d) for each d

(i.e., T , F ).

At this point, let us stop once more and summarize the model that we built:

Every voter has an epistemic state, described by Pi(x) and Pi(x) over the

truth of verdict x. These epistemic states are drawn from a distribution sat-

isfying MFSC, defined as Pr(Pi(x) > 0.5|X = x) > Pr(Pi(x) < 0.5|X = x).

Each voter then makes one of two possible decisions by adhering to Γ-

Maximin, caring only to vote correctly. Next, I will show why the assump-

tions chosen so far do not guarantee voter competence, and thus fall short of

ensuring the epistemic benefits of voting.

1.3.2 A Failure of Voter Competence

Voter competence is not guaranteed under the conditions of epistemic compe-

tence, honesty, and practical rationality, as shown by a simple counterexam-

ple. Assume that for any research assistant i of Gyde, their epistemic states

are drawn from a distribution satisfying the following: Pr(Pi(T ) > 0.5|X =

T ) = .45, Pr(Pi(T ) < 0.5 < Pi(T )|X = T ) = .38, Pr(Pi(T ) < 0.5|X = T ) =

.17. Additionally, whenever Pr(Pi(T ) < 0.5 < Pi(T )|X = T ), Pi(T ) = 0.33,

Pi(T ) = 0.6. Whenever Pi(T ) > 0.5, Γ-Maximin will select voting for T as
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optimal. Similarly, if Pi(T ) < 0.5, Γ-Maximin selects voting for F as optimal.

For [Pi(T ) = 0.33, Pi(T ) = 0.6], voting for F will be the decision that gives

the best-expected utility given being reasonably pessimistic i.e., maximizes

the minimum EU. Thus, with a probability of 45%, a voter will vote for the

correct verdict, but with a probability of 55%, they will vote for the wrong

verdict, failing to satisfy voter competence.

Hence, letting the research assistants email them back which verdict to in-

clude might not be wise. One factor driving this result is that our decision

rule Γ-Maximin singles out the extreme points of the credal set. However,

our definition of MFSC imposes few restrictions on these extreme points.

There is a mismatch in the requirements: epistemic competence and prac-

tical rationality do not necessarily translate into competent behavior under

uncertainty, as they do under risk.

In the next section, we address this mismatch by spelling out practical ra-

tionality and epistemic competency differently. We then explore their effects

on voter competence. Unfortunately, changing practical rationality alone is

not promising. However, spelling out epistemic competency differently shows

greater promise for improving voter competence. Lastly, I show that refor-

mulating these concepts is not needed to guarantee the epistemic benefits of

voting. Instead, a more practical and promising solution lies in changing the

voting rule.

1.4 Possible Escape Routes

The failure of voter competence means we cannot guarantee the correct re-

sult, even as the number of voters approaches infinity. Adding more voters

could even worsen the outcome. Failure of voter competence might be com-

mon, but surely we don’t want to add to this predicament by expecting voter
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incompetence when agents are epistemically competent, practically rational,

and honest.

This section explores three ways to restore the epistemic benefits of vot-

ing. The failure of voter competence arises from the combination of practical

rationality and epistemic competence. More precisely, the underlying issue is

a decision rule that puts weight on the extreme points of the credal set and a

requirement on epistemic states that only indirectly puts some restrictions on

these extreme points. The first route explores restoring voting competence

by spelling out practical rationality differently. The second route examines

changing the minimal fidelity of credal sets. The former will not turn out to

be a promising route, while the latter has some promising results. Finally,

the tension between practical rationality and epistemic competency can be

resolved by changing the available actions for voters. Allowing abstention as

part of the voting rule offers a promising third route.

1.4.1 Revisiting Practical Rationality: E-admissibility

Given the tension between a decision rule that focuses solely on the ex-

treme points of the credal set and an epistemic competence requirement that

imposes few restrictions on those extreme points, let us consider another

contender in rational decision making with imprecise probabilities. Another

class of decision rules filters the available decisions and typically singles out

a set of rationally permissible decisions. We will use the decision rule e-

admissibility as a stand-in for these decision rules.28 E-admissibility demands

that you maximize expected utility according to some probability function p

∈ P (Good, 1952; Levi, 1974; Seidenfeld, 2004) and thus is not specifically

looking at the extreme points of the credal set. It generalizes the principle

28For example, decision rules such as interval dominance or maximality. For more details
about these decision rules and why they are at least as permissive as e-admissibility in our
example, see (Troffaes, 2007).
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of maximizing expected utility but does not impose a complete ordering over

decisions. Differences between e-admissibility and Γ-Maximin occur, in prin-

ciple, with the type of epistemic state (i.e., [0.3, 0.66]) we utilized to show

that Γ-Maximin will not result in voter competence.29 We denote the set of

d ∈ D that maximizes expected utility according to p optEUp(D). Now we

call any decision d ∈ D e-admissible if it is in optEUp(D) for some p ∈ P .

Thus, all e-admissible decisions can be denoted by the following union:

optP(D) :=
⋃
p∈P

optEUp(D)

In our previous example, you, one of the research assistants, adopted the

credal set [0.66, 1]. You now reason as follows, according to any probability

function p in P : EU(T ) > EU(F ) and thus optP(D) contains T but does

not contain F . Hence, in this case, you would also advise Gyde to include

verdict T . However, like Γ-Maximin, e-admissibility does not guarantee voter

competence, though for different reasons. E-admissibility is a permissive

decision rule. In the cases where rationality alone does not prescribe a unique

decision, picking any e-admissible verdict is acceptable for the voter. This

can result in voters failing to select the correct verdict.

29E-admissibility may exclude the Γ-Maximin decision, because that decision may not
maximize expected utility according to any p ∈ P.
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Figure 1.4: X-axis: Probability of statement T (0 to 1). The dotted lines in-

dicate the voter’s credal set. Y-axis: Expected utility of decisions; horizontal

lines represent the upper and lower probabilities for T . Red lines show the

decision maximizing expected utility for the corresponding probabilities.

E-admissibility fails to retrieve voter competence, as shown by the same

example as Γ-Maximin.30 E-admissibility and Γ-Maximin differ only for

[Pi(T ) = 0.33, Pi(T ) = 0.6]. In these cases, e-admissibility allows voting

for either T or F . Voters must vote for T with a probability of 45%, for F

with 17%, and may vote either way with 38%. To guarantee voter compe-

tence, it must be rationally required, not merely permissible, to vote for the

correct verdict with a probability over 50%.

One might object that even if different choices are permissible under e-

admissibility, voters’ choice processes require further explanation. Voters

may have other second-order rationality criteria that impose structure on

their choices. For example, one common criterion would be to be risk-averse

among the rationally permissible verdicts. Yet, as seen in the previous sec-

tion, risk aversion would require them to vote for F in this case, resulting in

the same dilemma as with Γ-Maximin.

30We assumed: Pr(Pi(T ) > 0.5|X = T ) = .45, Pr(Pi(T ) < 0.5 < Pi(T )|X = T ) = .38,

and Pr(Pi(T ) < 0.5|X = T ) = .17. Additionally, whenever Pr(Pi(T ) < 0.5 < Pi(T )|X =

T ), Pi(T ) = 0.33 and Pi(T ) = 0.6.
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Another objection is that assuming mere rationality is not the most charita-

ble approach. Typical voter behavior is relevant for applying the CJT. Voters

may randomize uniformly if rationality does not dictate a choice. Imagine

choosing between two equally good bottles of water at the supermarket; you

consistently pick the one at eye level. The arrangement influences your choice

without changing your preferences. Display height is irrelevant if one bot-

tle is sparkling and the other still. Similarly, we might say that if you are

undecided between policies you are more likely to choose whichever verdict

is listed first on the ballot. If, for instance, the status quo verdict is always

listed first, voters may vote for the status quo verdict more often. If the

status quo is often wrong (e.g., based on outdated science), this creates a

non-random selection of verdicts without requiring second-order criteria or

irrationality. Establishing that voters randomize over rationally permissible

actions is not trivial. Hence, changing the decision rule will not affect voter

competence, suggesting a need to reconsider assumptions about MFSC.

1.4.2 Revisiting the Relation of Epistemic States to

the Truth: Symmetric Minimal Fidelity of Sets

of Credence Functions

Since altering practical rationality is unpromising, let us turn to epistemic

competency. One might argue that our requirement on credal sets is too

weak to qualify as minimal. MFSC ignores the asymmetry in the spread of

possible verdict values (e.g., P (T ) = 0.51 vs. P (T ) = 0.9). To address this,

we could consider how strongly a verdict is supported. This means imposing

restrictions directly on the extreme points of the credal set. What minimal

restrictions on credal sets respect the epistemic importance of these extreme

points?
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Imagine again the repressive state. They aim to create an environment

where the strongest credences compatible with the epistemic state deny

climate change. That is, the state censors evidence where the strongest

credence compatible with the evidence favours the undesirable truth (i.e.,

Pr(P (T ) > 1 − P (T )|X = T ) = 0). Now imagine that instead of the re-

pressive state, we have predominantly private companies conducting research

with an interest in evidence where the strongest signals favour the incorrect

verdict. Science is again biased, systematically producing evidence where

the strongest signals favour the incorrect verdict (Pr(P (T ) > 1−P (T )|X =

T ) < Pr(P (T ) ≤ 1− P (T )|X = T )). This suggests another intuition about

what constitutes minimal fidelity in the case of credal sets. Let us exclude

these cases.

Symmetric Minimal Fidelity of Sets of Credence Functions (SMFSC): Pr(P (T ) >

1−P (T )|X = T ) > Pr(P (T ) ≤ 1−P (T )|X = T ) (and similarly for X = F ).

The Symmetric Minimal Fidelity of Sets of Credence Functions (SMFSC)

captures the intuition that the correct verdict is more often associated with

the highest probability than the incorrect one. SMFSC ensures voter compe-

tence for Γ-Maximin but not for e-admissibility (see proofs in the appendix).

The reasons for this are outlined below.

1.4.2.1 Voter Competence under SMFSC with Γ-Maximin

SMFSC is not merely a condition under which Γ-Maximin guarantees voter

competence. SMFSC is the minimal epistemic condition that you, as a cau-

tious reasoner with credal sets, need to fulfill to ensure competent voting.

The intuition is straightforward. When outcomes are symmetrical in sever-

ity (i.e., being correct or incorrect is equally good or bad for both ver-

dicts), Γ-Maximin selects the verdict with the highest credence compat-

ible with favouring it. By SMFSC, it is guaranteed that for any voter

i, Pr(Pi(T ) > 1 − Pi(T )) > 0.5. By Γ-Maximin, it is guaranteed that
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for any voter i, Pr(EUiPi
(T ) > EUiPi

(F )) > 0.5. Thus, it follows that

Pr(Vi = T ) > 0.5 for voter i. Thus, voters are guaranteed to be competent.

This is good news. This means that rethinking our requirements on credal

sets ensures ambiguity does not hinder the epistemic benefits of voting. We

can advise Gyde to pursue their approach to the briefing. However, if ratio-

nality permits permissive decision rules like e-admissibility, voters might not

be competent under SMFSC (see proof in the appendix).

1.4.2.2 Failure of Voter Competence under SMFSC with E-admissibility

Roughly, the failure of voter competence is driven by the fact that e-admissibility

does not take into account how strongly some probability p favours one ver-

dict, but merely which verdicts are favoured by some p in your credal set.

In fact, the minimal epistemic requirement under e-admissibility for guar-

anteeing voter competence would be that Pr(P (1) > 0.5) > 0.5 (see full

proof in the appendix). SMFSC does not guarantee that epistemic states

ever unequivocally favour one verdict,31 yet this is required to single out

one rationally required action under e-admissibility. However, combining

e-admissibility as a first-order criterion with Γ-Maximin as a second-order

criterion restores voter competence. Although e-admissibility can, in prin-

ciple, exclude actions chosen by Γ-Maximin, this does not occur in our sce-

narios. When a credal set unequivocally favours a verdict, e-admissibility

and Γ-Maximin agree. Since e-admissibility does not exclude any actions

at p(T ) = 0.5, both actions are optimal. Thus, the action selected by Γ-

Maximin as a first-order criterion remains unchanged when applied as a

second-order criterion after e-admissibility.

There is, however, a third route to resolve the tension between epistemic

competency and practical rationality. Next, we will expand our model to

31The same counterexample from the previous section demonstrates this.
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account for the possibility that voters may abstain. If voters can abstain,

it becomes possible to guarantee that voting is epistemically beneficial with

MFSC and Γ-Maximin.

1.4.3 Revisiting Voter Competence and Majority Rule

Let us consider voter competence differently from how it is defined in the

CJT. Instead, let us focus on whether a voter is more likely to vote for the

correct verdict than for the incorrect verdict. Let us call this concept gen-

eralized voter competence. With only two ballot choices, both definitions of

voter competence coincide. However, they diverge if abstention is included.

When determining the outcome of an election, abstentions are disregarded.

The outcome O is O = T if there are more voters with Vi = T than Vi = F ,

O = F if there are more voters with Vi = F than Vi = T , and O = {} in the

event of a tie.

Formally, the difference is as follows. Given that X = T , generalized voter

competence holds that Pr(Vi = T |X = T ) > Pr(Vi = F |X = T ), whereas

voter competence holds that Pr(Vi = T |X = T ) = c with c > 0.5. The

rationale for changing the voting rule is that voting is a form of expressing

attitudes. If a voting rule allows a more fine-grained expression of attitudes,

a voter is not forced to guess incorrectly. In other words, this approach re-

duces information loss and distortion, allowing voters to express ambiguity

to some degree. However, to conclude that rational voters will use this op-

portunity in a way that will guarantee the epistemic benefits of voting, more

assumptions are needed. A voting rule that allows more nuanced expression

does not guarantee voters will use it. Let us begin by introducing a third

verdict to the decision space, D. D now includes the verdict to abstain,

denoted by A. In the second step, we need to decide what utility a voter

may get from abstaining. Surely, voting for the correct verdict should be

better than avoiding a wrong choice. Furthermore, avoiding a wrong choice
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should be better than making one. Thus, we are left with a modeling choice

between −1 < Ui(Vi = A|X = x) < 1. Let us fix the utility to 0 (i.e.,

Ui(Vi = A|X = x) = 0).

1.4.3.1 General Voter Competence under MFSC with Γ-Maximin

Abstention, as outlined above, does guarantee the epistemic benefits of voting

(see full proof in the appendix). There are two key features that drive this

result. The utility of abstaining is not outcome-dependent, so its expected

utility is independent of the credence function. Second, the expected utility

is always 0. This means that whenever the credal set contains the credence

p(T ) = 0.5, the extreme points of the credal set become irrelevant for decision

making. Γ-Maximin will always pick to abstain when a credal set does not

unequivocally favour one verdict over the other. Yet, since MFSC requires

that there is some probability of epistemic states unequivocally favouring

one verdict, voters will not always abstain. Additionally, from MFSC, it

also follows that we expect voters to vote for the correct verdict when they

do not abstain. If voters face severe uncertainty, their method of expressing

epistemic states needs to be more fine-grained. It is somewhat surprising that

having merely three possible ways to express your epistemic states (V=T,

V=F, V=A) suffices for us to retrieve the epistemic benefits of voting. Given

a certain decision rule, the epistemic requirements on the credal sets can be

lessened by changing the voting rule.

1.4.3.2 Failure of General Voter Competence under MFSC with

E-admissibility

Abstaining will not guarantee general voter competence if voters can freely

choose between e-admissible actions. The reason for this is quite simple: e-

admissibility excludes actions that do not maximize expected utility under

any credal function in your credal set. However, if the credal set contains

p(T ) = 0.5, voting for verdict T , verdict F , or abstaining is rationally permis-
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sible. Hence, the same counterexample from the previous sections illustrates

the failure of general voter competence.32 Adding Γ-Maximin as a second-

order criterion under SMFSC would also retrieve general voter competence.

This means that in the example of our research assistants, even if only MFSC

is satisfied, Gyde can divide the work among their research assistants. It

might be best to allow their research assistants to email that their evidence

is insufficient for advice. If Gyde knows their research assistants are cautious

reasoners, this procedure guarantees the benefits of voting. If not, it at least

avoids worsening the outcome. While Gyde cannot control the epistemic en-

vironment, they can adjust the voting procedure to improve the chances of

a good epistemic outcome.

1.5 Conclusion

In many vital areas of collective decision-making, we face severe uncertainty

and often rely on ambiguous evidence (e.g., climate science). As a result,

rational agents’ epistemic states reflect the ambiguity of the evidence in

such decision-making scenarios. Unfortunately, our assessments of collec-

tive decision-making procedures seldom do the reality justice.

This chapter demonstrated a mismatch between scenarios where a simple

majority vote seems to guarantee epistemic benefits and when the condi-

tions for such a guarantee actually hold. More precisely, I showed that in

contrast to situations of risk, voter competence is not guaranteed in situa-

tions of ambiguity, even if we assume practical rationality, honesty, and epis-

temic competency. The results depend on how practical rationality, honesty,

and epistemic competency are defined together. Whether voting competence

holds depends on the interplay of all three assumptions. The first conclusion

of this chapter is that considering different kinds of uncertainty significantly

32To check that this allows for a failure of general voter competence is left to the reader.
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affects the conditions required for achieving voting competence.

The second conclusion is that collective decision-making rules that perform

well in situations of risk might not apply to decision-making under ambigu-

ous prospects. If ambiguity is the norm rather than the exception, we must

reconsider and revise the rules for collective decision-making that perform

well epistemically. As a start to this research project, I proposed extending

the ballot choices and showed that including abstention can retrieve similar

results to the CJT. The intuition behind this proposal was that procedures

designed without ambiguity in mind force more precision than is warranted.

The novel aspect of this result was not that abstention allows for a more

fine-grained description of voters’ attitudes but how rationality guarantees

its use.
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2

On Equality, Power and

Strategic Voting

Abstract

Strategic voting is an odd phenomenon. On the one hand, there is widespread

agreement that we should seek to prevent it; on the other hand, there is

scarcely any work on why we should regard strategic voting as bad. This

chapter takes early concerns in social choice theory seriously that strategic

voting turns voting into a game of skill. It provides one possible grounding

of this concern with the help of contemporary normative theory by arguing

that strategic voting can undermine the equal standing between citizens. The

core of the chapter challenges the assumption that “one person one vote”

is the only property of our voting rules required to ensure equal power rela-

tions. Through exploring various approaches to power in voting, the chapter

illustrates the potential effects that strategic voting can have on power rela-

tions among voters. Consequently normative theories that are concerned with

such power imbalances (e.g., relational egalitarianism) ought to weigh in on

strategic voting and on the details of the design and implementation of voting

rules.
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2.1 Introduction

Strategic voting has a bad rep, but public sources and even academic ones

scarcely attempt to justify the bad rep and just occasionally mention reasons

for that rep in passing (for a notable exception see Dowding & Van Hees,

2008). This is especially surprising as there is a lot of ink spilled in social

choice theory on the differences between voting rules regarding their vulner-

ability to strategic voting (for example Brams & Fishburn, 1978; Saari, 1990;

Bartholdi III & Orlin, 1991). With social choice theory being increasingly

picked up in algorithmic decision making and playing a role in AI design (e.g.,

Zuckerman, Procaccia, & Rosenschein, 2009; Boutilier et al., 2012; Betzler,

Slinko, & Uhlmann, 2013; Shrestha & Yang, 2019) old questions about how to

design voting rules become pressing again. And while there are many new ap-

proaches addressing how to decrease if not stop strategic voting (e.g., Elkind

& Lipmaa, 2005; Filos-Ratsikas & Miltersen, 2014; Chakrabarty & Swamy,

2014; Slinko, 2004) the normative justifications for such designs remain un-

derdeveloped. What is more, the few philosophical works that engage with

the normative status of strategic voting see strategic voting as normatively

acceptable if not desirable (Dowding & Van Hees, 2008; Lehtinen, 2015).

In this chapter, I take early concerns in social choice theory seriously that

strategic voting turns voting into a game of skill (Dodgson 1876, reprinted

in Black 1958, for a similar concern see Satterthwaite 1973). I provide one

possible grounding of this concern with the help of contemporary normative

theory by arguing that strategic voting can lead to power imbalances between

citizens. I argue that normative theories that are concerned with such imbal-

ances (e.g., relational egalitarianism), ought to weigh in on strategic voting.

More precisely, if relational egalitarians (e.g., Kolodny, 2014b, 2014a) argue

for the principle “one person one vote” they also have a pro tanto reason to

endorsing voting rules that reduce if not prevent strategic voting.
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The chapter is structured as follows. First, I give a short overview of the the-

ory of strategic voting and the early concerns voiced by Dodgson (1876/1958)

and Satterthwaite (1973) regarding turning voting into a game of skill. Sec-

ond, I will motivate why the influence of difference in skill on power relations

among citizens is normatively relevant. For this, I will sketch relational egal-

itarianism as one justification for democratic procedures and point out where

equal power through the formal democratic procedure is central for its jus-

tification. Here, I will especially rely on Kolodny’s (2014a, 2014b) argument

for the principle of “one person one vote”. Third, I will argue that the pos-

sibility of strategic voting puts these arguments in question by showing how

“one person one vote” does not guarantee equal power relations among citi-

zens via the voting rule. For this I will explore different approaches to power

in the literature and show the implications of these different understandings

of power on the harm that comes with the possibility of strategic voting.

Lastly, I conclude that there are grounds to worry about the equal standing

of citizens if strategic voting is possible.

2.2 Strategy-proofness in Social Choice The-

ory

When social choice theorists talk about strategic voting, they are using a

technical term. Strategic voting then refers to the misrepresentation of your

preferences to achieve an outcome that you actually prefer. We follow this

literature by adopting the standardly assumed minimal rationality require-

ments implying that voters have an ordinal ranking over all candidates, and

these rankings are complete and transitive.1

1There is also a game-theoretical literature that assumes cardinal utilities and utility
maximizing behavioural (e.g., Myerson & Weber, 1993) and thus there are other incentive
compatible properties one might be interested in. However, for simplicity we will stick with
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For an example of strategic voting, let us imagine a committee consisting

of you and me and three policies that we vote over: A progressive policy (p),

a conservative policy (c) and the status quo policy (s). Let’s say that you

and I will vote via a simple majority vote among these policies. That is,

both of us can vote for one policy and the policy with the most votes will

be implemented. In the event of a tie the option will be broken according to

a lexicographical rule (i.e., the policy that comes first in alphabetical order

is elected). An instance of strategic voting in the technical sense of social

choice theory would then be the following: Imagine that I am a progressive

and rank the policies p ≻ s ≻ c, whereas you dislike any change and thus

rank the policies s ≻ c ≻ p. Given that I vote sincerely (i.e., vote for my

first-ranked candidate) I will vote for the progressive policy. Then you, how-

ever, will do better by giving your vote not for the status quo policy but

for the conservative policy instead. This would be the case, because in a

tie of the progressive policy with the status quo policy, the lexicographical

rule will break in favour of the progressive policy. However, in a tie with the

conservative policy and the progressive policy the lexicographical tie breaker

rule favours the conservative policy. If you voted for the conservative policy

in this case, you voted strategically. If a voting rule allows for some prefer-

ence profiles (i.e., for some combination of preferences2) where voters like you

can profit from strategic voting, we call the voting rule not strategy-proof

the notion of ordinal preferences and strategy-proofness so we can focus our attention to
the normative analysis.

2More specifically, strategic voting is defined for social choice rules. A social choice
rule is a function that assigns a specific candidate as the outcome for every combination
of preference orderings (one for each individual), where each individual expresses their
preferences over a set of candidates. The Gibbard-Satterthwaite result, establishes that
any social choice rule over more than two candidates, that satisfies a few other minimal
desiderata, cannot be strategy-proof. In other words, it demonstrates that it is not always
advantageous for individuals to reveal their true preferences because there will always exist
a preference profile where at least one person has an incentive to deviate from their true
preferences.
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(Gibbard, 1973; Satterthwaite, 1973) Voting rules typically allow for some

possibility of strategic voting and thus are not strategy-proof.

Strategic voting is, however, not just a technical term in the mathemati-

cal study of voting. Strategic voting as laid out above serves as the theo-

retical foundation for empirical work (see for example, Fisher, 2004) and is

frequently observed. For example, in one of the primary locations for the em-

pirical study of strategic voting, the UK (Aldrich, Blais, & Stevenson, 2018,

p.31), Alvarez, Boehmke, and Nagler (2006) estimate that around 50% of

all voters will, given the opportunity, vote strategically.34 Major newspapers

in the UK reflect and inform readers about strategic voting (e.g., Drewett

& Richards, 2021; Herbert, 2019; Elgot, 2022) and occasionally give explicit

advice on how to vote strategically (e.g., Davies, 2019; Times, 2015; Clark,

2019)5. In the US, campaigns against current voting rules stress that the

current rules encourages strategic voting and alternative voting rules would

lessen this predicament.6 This evaluation is not new, Borda (1784/1958) fa-

mously exclaimed: “My scheme is intended only for honest men” (quoted in

Black, 1958, p.215) realising that the Borda voting rule allows for preference

profiles that incentives strategic voting.

And yet while a lot of effort is spent to find the relation between voting

rules and the incentivisation of strategic voting, very few have explored the

normative status of strategic voting (see Dowding & Van Hees, 2008). This

is especially surprising as social choice theory is full of impossibility results

3Measuring strategic voting is a complex task and in practice methodologies and defi-
nitions of strategic voting differ slightly. Yet, that strategic voting of some for happens is
a widespread finding across the literature.

4Of course, strategic voting is not just a UK issue but has been observed in many
democratic elections (see Aldrich et al., 2018, for data on Israel, Germany, Japan, Belgium,
Switzerland and Canada).

5The UK has a history of strategic voting campaigns give where you can get tailored
advice how to vote strategically in your district (e.g., https://tacticalvote.co.uk/).

6E.g., https://fairvote.org/our-reforms/ranked-choice-voting/.
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that warrant trade-offs between properties that voting rules can satisfy. A

systematic procedure for making such a trade-off requires a good grip of the

normative foundations underlying the desiderata employed in social choice

theory. And yet again, literature that goes beyond noting a reason in passing

for strategy-proofness is hard to come by. Consider the diverse applications

of social choice theory and strategy-proofness, ranging from political elec-

tions to recommender systems, hiring committees and allocation problems

like school or organ assignments. It appears more reasonable than not to

adopt a pluralistic approach when considering the justifications for imple-

menting strategy-proofness. Hence, the objective of this chapter is not to

assert a singular inherent normative value of strategy-proofness. Instead,

this chapter focuses on one reason of strategic voting mentioned in the liter-

ature7, that strategic voting turns voting into a game of skill. The objective

of the chapter is to develop this reason further and to clarify which assump-

tions are needed to hold such that it is in fact a normative concern. One of

the earliest concerns that explicitly refers to turning voting into a game of

skill is from Charles Dodgson who wrote:

“[A] principle of voting which makes an election more of a game

of skill than a real test of the wishes of the electors, and [. . . ] my

opinion is that it is better for elections to be decided according

to the wish of the majority than of those who happen to have

the most skill at the game.” - (Dodgson quoted in Black 1958,

p.265).”

Satterthwaite (1973) also seemed to have a similar concern, when he wrote:

“Committee members [. . . ] will in general be unequally skilled

in the employment of sophisticated strategies. Those members

who are more skilled will, in effect, have a greater weight on the

7Other reasons mentioned in the literature include among others honesty (Monkovic,
2016) and non-transparency (e.g., Elkind & Lipmaa, 2005).
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committee’s decision than those members who are less skilled.

This inequality of weighting may contradict whatever principle

of representation – such as one man one vote – that may have

guided selection of the committee.”

Whereas Dodgson and Satterthwaite both assumed that voters are typically

unequally skilled and thus voting would turns a game of skill, they didn’t

provide substantial normative reasons for their concern. In the rest of the

chapter, I will spell out one possible grounding for these concerns that rests

on strategy-proofness protecting the equal power of citizens over each other

via their voting rule.

For our full normative argument, we need to establish first a) a normative

claim specifying what is harmful about making voting a game of skill and

b) a descriptive claim that shows how strategic voting will induce the harm

specified in a). We will start with a) in the next section and describe what

could be harmful if it were the case that greater skill translates into effecting

the outcome to a greater degree.

More precisely, our strategy is the following: we will follow Satterthwaite

in taking the principle of “one person one vote” as a starting point. First, we

will spell out how one may defend this principle according to one normative

theory, i.e., Niko Kolodny’s (2014a, 2014b) version of relational egalitarian-

ism, where this principle arises from the concern for equal standing between

citizens and consequently power balances that are an integral part of deter-

mining the standing between persons. In a second step, we will show how

strategic voting can systematically interfere with power balances even though

everyone has the same number of votes. We will then conclude that under

this normative framework a considerable harm of allowing strategic voting is

that, when voters have unequal skill in casting strategic votes, power between

voters becomes unequal and thus the standing between them as citizens is
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at least potentially in jeopardy. Thus, turning voting into a game of skill is

threatening the equal standing of voters, a principle that many are already

committed to by endorsing the principle of “one person one vote”.

Establishing this serves two purposes. First, it can serve to guide trade-

offs between desiderata in social choice theory. One way to decide whether

(and how) to give up strategy-proofness or other desiderata such as dictator-

ship or monotonicity8 is to evaluate their violation on a common value such

as power. Second it shows that normative theory has an important place to

play to determine details about aggregation procedures. This chapter shows

that once we adopt a non-ideal assumption of a difference in skill relational

egalitarianists have grounds to worry about strategic voting.9

2.3 Relational Egalitarianism and One Per-

son One Vote

In this section we are going to spell out one possible justification for “one

person one vote”; the idea that everyone’s voice should be weighed equally.

Our justification rests upon the claim that equal power over each other is an

important aspect between citizens that requires the implementation of voting

to organise common aspects of living together. We will use this later in the

chapter to show that if you are obligated to “one person one vote” in virtue

of power considerations the very same reason commits you to worry about

8Dictatorship means that there can be one voter i whose (strict) preferences always
prevail in the election outcome. That is, it must be in principle possible that the voting
rule can decide against voter i ’s preferences. Monotonicity means that a vote for a certain
candidate should never be of disadvantage for that candidate i.e., a voter should not be
able to hurt a candidate by voting for them (or ranking them higher).

9Note however that relational egalitarianism is arguably not the only normative theory
whose scope includes strategy-proofness (see for e.g., Lehtinen, 2008, for a connection
between welfare and strategic voting and Austen-Smith and Banks, 1996 for a connection
between epistemic properties of voting outcomes and strategic voting) or other desiderata
in social choice theory.
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strategic voting as well. In other words, turning voting into a game of skill

may undermine the very same reason why voting is a legitimate procedure

in the first place.

Imagine that you were to discover that in the last election my vote counted

twice as much as yours; you may not be amused. After all, “one person one

vote”10 is one of the fundamental principles of modern democracies. Yet,

while it may seem non-negotiable to many nowadays, not everyone would

subscribe to this principle. For one, consider Plato’s argument that democ-

racy undermines the appropriate deference to expertise necessary for the

proper governance of societies (Plato, 2003, Book VI). John Stuart Mill also

defended a form of epistocracy, sometimes referred to as the “plural voting”

scheme (see Christiano & Bajaj, 2022). Both Plato and Mill argue against

the principle “one person one vote” on epistemic grounds. “one person one

vote” is thus not a trivial assumption, it needs to be grounded in a broader

normative framework.

One way to do that emerges from reflection on why many nowadays would not

be swayed by talk of epistemic harm induced by the principle of “one person

one vote”. They may believe in an intrinsic or procedural value of democ-

racy instead of a purely instrumental one (e.g., its usefulness for achieving

epistemic ends). That is, you hold that voting is not just a means to produce

some outcomes but is valuable in itself. You could argue that giving me more

votes than you is a violation of this value.

You could construct a robust argument for this claim grounded in the concept

of relational equality (Anderson, 1999; Christiano, 2008; González-Ricoy &

Queralt, 2018; Kolodny, 2014b, 2014a; Viehoff, 2014; Wilson, 2019). Rela-

10Note that the term “one person one vote” refers to the weight of votes, not to how
votes are expressed. Thus, a voting rule that gives everyone two votes would satisfy this
principle.
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tional equality is not the only value that generates the claim that our voting

rules ought to be designed in such a way that it gives every citizen via the

voting rule equal weight (i.e. “one person one vote”). Some others appeal

to liberty (e.g., Gould, 1990), domination (e.g. Pettit, 1997), normative au-

thority and rational independence (e.g., Cordelli, 2020) or even make the

argument on epistemic grounds (Goodin & Spiekermann, 2018). However,

for the sake of providing one possible normative grounding of the concerns

of Dodgson or Satterthwaite, let’s make the argument in an exemplary way

on relational egalitarian grounds.

Let us focus on Kolodny’s version of relational egalitarianism (2014a, 2014b)

to make our argument more precise. Kolodny, like other relational egali-

tarians, doesn’t focus on outcomes but takes how we relate to each other

as fundamental. For example, Kolodny (2014a, 2014b) very roughly argues

that certain power, consideration, and authority differences can constitute

relationships that we deem as highly problematic and bad in themselves,

since they treat one party as inferior and the other party as superior. What

is objectionable about such arrangements is not merely their instrumental

consequences, or the fact that those deemed inferior are treated in ways that

are anyway problematic quite apart from the fact that others are superior.

For example, that some are treated unfairly is bad in itself. But even in

the absence of consequences that we regard as bad, the very fact that some

are above and others below is bad in its own right. Given that we deem

such relationships as bad, and power imbalances11 are at the heart of such

relationships, at the very least our formal procedure should not give some

more power over the rest (see Kolodny 2014b). Moreover, since political de-

cisions are binding and can be expected to influence people lives, power over

political outcomes is always also power over others and thus contributes to

11Kolodny is not the only relational egalitarian who takes power balances as central
for equal standing (see Viehoff, 2014, 2019; Scheffler, 2015; Anderson, 1999; Christiano,
2008).
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people’s unequal status in society.12

The principle “one person one vote” is supposed to ensure that every cit-

izen can at least in principle influence political decisions to the same degree

as their employer, their neighbour, or any other member in the society and

thus everyone has the same power over each other via the voting rule (see

Kolodny 2014b). There would be something especially bad about endorsing

and nourishing power inequalities by the structures and institutions used to

organise ourselves. In this sense, “one person one vote” is a critical mecha-

nism for preventing any one person from having an inappropriate degree of

control over others. Voting mechanisms are often fundamentally relational,

in that they shape the ways in which individuals are able to relate to one

another as equals.

If you were to discover that my vote is counted twice, or generally every-

one whose name starts with the letter A or everyone who read Kafka’s Trial

is counted twice, you may complain in the following way: The institutions

that govern us, give you more power over me than they give me power over

you. Having additional weight by principle treats you as above me and thus

the equal standing between us has been violated.

In a next step we want to focus on how strategic voting can disturb power

balances between citizens and thus show that strategic voting potentially in-

flicts the harm of creating unequal standing between citizens. In other words,

I argue that if you are committed to “one person one vote” in virtue of power

considerations (may they be based on relational egalitarian concerns or any

other concerns that single out power balances as a central property) the very

same reason commits you to worry about strategic voting as well.

12For an overview over power to and power over see A. Allen (2022).
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2.4 Power and Voting

In this part of the chapter, we will focus on the second part of establishing

our normative argument. That is we are set out to explore the connections

between power and strategic voting and thus how the harm specified in the

prior part may come about. This won’t be a trivial task: in traditional

methods of analysing voting power in social choice theory, strategic voting

is assumed away. Hence, the contribution in this part of the chapter is two-

fold. First, we engage with social choice theory’s approach to voting power

and highlight which descriptive idealisations affect engagement with norma-

tive theories, especially with Kolodny’s version of relational egalitarianism.

Accordingly, the first point in this section is about voting power measures,

their interpretations but also their limitations for normative theorising.

The second objective of this section is to determine how strategic voting

and power are interconnected, and to specify which aspects of the voting

procedure contribute to power imbalances. To this end, we will consider two

different conceptions of voting power. Firstly, we will examine the estab-

lished understanding of voting power: a priori voting power indices. Sec-

ondly, we explore another perspective on voting power within social choice

theory: preference-based voting indices. We will demonstrate that strategic

voting induces power imbalances under both conceptions and explore whether

strategy-proofness can mitigate the power differences. It is important to note

that while strategic voting induces power imbalances across both conceptions

of voting power, the conditions and reasons for these imbalances differ which

in turn has implications when strategy-proofness is a desirable property of

voting rules.
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2.4.1 Voting Power and One Person One Vote

Voting power is standardly measured in social choice theory by so-called a pri-

ori voting indices (e.g., the Penrose-Banzhaf13 index or the Shapley-Shubik14

index). These power indices are important for us to consider for two rea-

sons. First, they are developed within a subfield of social choice theory, thus

providing a natural resource for social choice theorists to determine trade-

offs between desiderata in terms of power considerations. Second, they also

are regularly cited in philosophy, political science and even law to evaluate

voting rules, see for example, Morriss (2002, p.184) and Kolodny (2014a)1516

thereby already influencing how a range of researchers think about voting

rules in terms of power relations. For instance, Kolodny (2014b) explicitly

relies on these indices to argue for the permissiveness of the requirements on

formal voting rules.17

13To calculate the scores for a voter according to the Penrose-Banzhaf index, it’s neces-
sary to evaluate all potential minimum winning coalitions. These are groups of voters just
large enough to elect a candidate (i.e., the coalition would fail if even one member left the
coalition). The Penrose-Banzhaf score is determined by counting the instances where that
voter’s withdrawal could change a coalition from winning to losing. To normalise these
scores so that their sum equals one, we first sum the individual scores and then divide
each score by this total sum.

14To determine each voter’s power using the Shapley-Shubik index under specific voting
rules, we examine every conceivable sequence in which all voters could cast their votes.
For each sequence, we pinpoint the voter whose vote is decisive in ensuring a candidate’s
election. This voter is termed pivotal in that specific sequence. The power of a voter is
calculated as the proportion of all possible voting sequences in which they play this pivotal
role.

15For an argument against the applicability in a particular case see Potthoff and Brams
Potthoff and Brams 1998)

16A priori voting power indices conceive of voting power in terms of agents’ ability to
determine or control outcomes (Felsenthal & Machover, 1998, p.2 also p.35). Within this
context, voting power is construed as the influence one wields purely by virtue of the
“formal institutional structure of the decision-making procedure.” This structure encom-
passes a set of candidates, the voters, action profiles, and a voting rule, which transmutes
the actions of agents into a collective outcome—such as an election result (Felsenthal and
Machover, 1998, pp.11-12).

17Kolodny (2014b) states that his definition of contributory influence, the kind of in-
fluence relevant to social equality is in line with the Shapley-Shubik index. However, as
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To get a rough idea of these indices, let me lay out some features of the

Penrose-Banzhaf index (many but not all are shared by the Shapley-Shubik

index) and the typical justification of these features. These voting indices

gauge the relative frequency with which you become a difference maker. In

other words, they zero in on instances where you might alter the outcome

from what it would have been, keeping fixed how everyone else voted. The

difference maker concept aims to encapsulate your opportunities to affect the

outcome, regardless of whether your vote does, in fact, enact change. More-

over, this concept underscores your potential to influence others’ behaviour.

By determining the outcome, you compel other voters to act in a manner

they might not have otherwise (usually exactly half of the electorate). We

can already see why these indices would be of interest for relational egali-

tarians – they aim to formalize in voting rules the opportunities to influence

other people. They are a formalization of having power over others.

Determining which opportunities are available, however, necessitates mak-

ing some assumptions. Because these indices aim to determine your voting

power via the voting rule, they try to abstract away from any particular

election. Instead, they presume that the probability of any voter casting a

vote for a given candidate is equal to the probability they vote for any other

candidate and also assume voting independence (i.e., my votes cannot help

you to predict someone else’s vote). The justification typically found in the

literature for these assumptions is that in order to measure power solely in

virtue of the formal institutional rules one requires abstracting from the dis-

tribution of preferences. Once such information is excluded, equiprobability

are supposed to be justified by the principle of insufficient reason (see Garrett

& Tsebelis, 1999).

noted by Abizadeh (2021), his argument is actually is referring to the Penrose-Banzhaf
index.
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It would go beyond the scope of this chapter to examine voting power in-

dices comprehensively (for a comprehensive introduction see Felsenthal and

Machover 1998). Nonetheless, a cursory understanding can be gained by re-

visiting our initial example. We again have an election of the three policies:

the progressive policy, the conservative policy and the status quo policy. Our

actual preferences in the example are irrelevant to determine voting power

according to these a priori indices. To determine whether we have equal

power over the outcome (and hence over each other) we look at all possible

elections. In total, there are 36 possible elections, derived from the six dis-

tinct (strict) preference orderings that each of us can have, and the various

combinations thereof. Under each of these scenarios we now analyse where

you could change the outcome. As it turns out, you are always in a position

to change the outcome when I vote either for the status quo policy or the pro-

gressive policy. That is, in two-thirds of the cases you are a difference maker.

If we repeat this analysis, we see that I am also a difference maker whenever

you voted for the progressive policy or the status quo policy. Thus, we both

enjoy the same power over the outcome and over each other. The standard

interpretation of such an analysis is that voting power is represented through

the probability that a voter will be decisive (Felsenthal and Machover 1998,

pp.37–38; Penrose, 1946, p.53).

Let us change the voting rule in our illustrative example. We transition from

a majoritarian rule, wherein every vote is counted equally, to one whereby

my vote counts twice and yours, merely once. Now, I do not merely possess

more power; rather, I wield absolute power, effectively rendering me a dic-

tator. There exists no vote you might cast that I could not overturn with

mine. To make the example less extreme, let’s add another voter. Suppose

both you and this new voter are allocated one vote, while I retain my two.

Now, contemplating all potential elections, there exist several where, had you
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voted differently, the outcome would have been different. For instance, were

the other voter and I to be divided – they opting for the conservative pol-

icy and I for the progressive – the electoral outcome hinges upon your vote.

Consequently, you possess some voting power. Nevertheless, the number of

elections where the outcome would have depended upon my vote is greater.

For instance, I can also be decisive if you and the other voter align on a

policy. Thus, an inequality persists: I more frequently emerge as a difference

maker and, therefore, possess greater voting power than you.

This approach to voting power already permits us to cogently address your

previous grievance of me having twice as many votes (see Kolodny 2014b):

namely that giving me more votes than you inherently subverts our equal

status as citizens. You having more votes than me puts you in a situation

where you can make me do more things against my will than I can make you

do things against your will. Namely there are more possible elections where

you are a difference maker, giving you more power over me than I have power

over you: this violates our equal standing!

2.4.2 Inequality of Skill, Strategic Voting and Power

We have seen in the previous section that voting power indices substantiate

the claim that “one person one vote” is needed to assure equal power over

the voting outcome. In this section we lay the groundwork that “one per-

son one vote” is not sufficient to guarantee equal voting power. Strategic

voting can disturb power relations in a similarly structural fashion like a vi-

olation of “one person one vote” and thus can undermine the equal standing

of voters. Before we make this argument in full though, we need to walk

through another descriptive assumption in voting power indices: preferences

and votes are treated as interchangeable and thus, albeit implicitly, strategic
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voting is idealised away.18 So trivially, in this framework strategic voting

does not affect voting power – we assumed away the very tools to theorise

about strategic voting.

In order to theorise about strategic voting and the skill thereof we, at the

very least, need to spell out the relationship between votes, outcomes and

preferences, where votes cannot straightforwardly be read off from prefer-

ences (e.g., you also need beliefs and behavioural assumptions). Strategic

voting is about how one may use votes such that one’s preferences match the

voting outcome. In other words, in order to model assumptions of unequal

skill in strategic voting as posited by Satterthwaite and Dodgson, we need

a conception of not merely of how potential actions (i.e., votes) relate to an

outcome (e.g., the elected candidate), but how potential preferences or inten-

tions relate to the outcome. The former described how we understood being

a difference maker in the previous section, the latter is the understanding of

a difference maker that we want to adopt in this section. Note, that in the

following we will use the term skill quite loosely to describe the efficacy with

which a voter may misrepresent their preferences in order to alter the out-

come to one they prefer. Therefore, our usage of skill also includes the idea

of circumstantial asymmetries in ability such as informational asymmetries.

To convince you that we need to adjust our definition of difference maker,

let us consider the following example by Kolodny (2014b).19 Let’s imagine

18This may not necessarily mirror an underlying commitment in the literature; rather,
the development of these power indices predated the onset of a systematic study of strategic
voting within social choice theory. Although, Napel (2018, p.2) notes that strategic skill
can change actual outcomes but notes that this is a posteriori perspective. However, our
argument does not rely on the actual strategic skill of a particular voter or group of voters
but instead relies on a class of distributions over strategic skill. In fact, we expand the
implicit assumption of equiprobable skill of strategic skill and expand it to any other
distribution.

19Kolodny’s perspective is echoed broadly in existing literature; others also establish
a connection between ability or how intention and outcome relate to power (e.g., Scott,
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being restrained by a combination lock. You can unlock it by entering the

correct numbers, and if you possess knowledge of the lock’s combination, you

inherently hold more power to influence the outcome — your intentions can

be translated into action. You still possess the same range of possibilities

to act as anyone else, and the number of combinations available for the lock

remains the same. Moreover, given a specific action (i.e., combination of

numbers), your chances of success are equal. However, if someone else lacks

knowledge of the lock’s combination, their attempts to unlock it can only

amount to guessing. Consequently, Kolodny concludes that “social equality

requires equal opportunity to knowingly influence political decisions in line

with one’s judgements.” (Kolodny, 2014a, p.332)

Just as one might know which numbers will unlock a combination lock, one

can have greater skill (or knowledge) in determining which choice on the bal-

lot will result in the election of a particular candidate. A measure that just

defines the possibility of such disparities away cannot serve as an adequate

tool in our endeavour. To convince you that one needs to account for such

disparities of skill even if one is merely interested in voting power through

the voting rule, think about how the order of voting creates informational

asymmetries and thereby can affect the skill of voting strategically. If a vot-

ing rule allows voting subsequently and openly the last voter will always be

in a better epistemic position than the first voter and therefore be better

skilled at voting strategically - they have full knowledge over ballot choices.

This is an advantage a voter gains purely through the voting rule. Hence, in

the following sections we will understand difference maker as not just some-

one who can change the outcome through their vote but someone who can

knowingly change the outcome through their vote. While two votes seem to

afford more influence than one, possessing one vote, coupled with complete

understanding of its impact, provides greater influence over the outcome than

2018; Abizadeh, 2021; Dowding, 1996; Morriss, 2002)
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two votes used indiscriminately.

2.4.3 Strategy-Proofness and its Effect on the Power

to Affect Change

In the following we will establish two effects that arise from a difference in

skill to vote strategically on voting power. Both of them are what I call

broad effects. We call them broad effects because they warrant assumptions

that go beyond what is formalized by voting power indices. The first effect

materializes once we include the content of voting outcomes in our consider-

ation (contrary, for instance, to only observing structural features between

preferences and outcomes). The argument is roughly that getting what you

want, at least in a political context, systematically correlates with gaining

more influence over others. The second broad effect occurs when we include

in our considerations incentive structures for being skilled in voting. Then

a violation of strategy-proofness may lead to a difference in the relative fre-

quency of being a difference maker and thus in power differences in the very

sense of voting power indices.

Establishing this achieves the following objectives. It reveals how descrip-

tive assumptions in formalising power influence our judgements about when

strategic voting is problematic and when it is not. The argument is not that

these levels of descriptive idealisation are invariably correct, but rather to

demonstrate that the connection between strategic voting and voting power

cannot be dismissed outright. In an ideal world, the principle of “one per-

son, one vote” might suffice for our voting rule. However, in a less than ideal

world, we must re-evaluate the requirements that our voting rules should

meet. Furthermore, the expansion and relaxation of these assumptions are

meant to illustrate the conditions under which power differences through

strategic voting arise systematically. Thereby presenting compelling cases

for relational egalitarians, irrespective of whether we regard these as changes
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in formal voting power, or as considerations prompting us to reassess the

formal structure of our voting rules. In any case they seem to provide a pro

tanto reason to adopt voting rules that embody characteristics reducing, if

not altogether preventing strategic voting.

2.4.3.1 Broad effect I - The Incentive to Realise a Difference in

Skill

Our first broad effect draws on an observation made by Dowding and Van Hees

(2008) but situates it within a context of power relations. The possibility to

vote strategically encourages voters to learn more about how others vote as

they can use that knowledge to get what they want. While Dowding and van

Hees see this incentivisation as a reason to praise manipulation as it leads to

more informed voters— through a lens of power it becomes a reason to be

wary of manipulation.

If every voter possesses equal means to gather information about others,

the possibility for strategic voting would merely result in enhanced mutual

understanding of preferences and a universal elevation in the likelihood of

knowingly influencing outcomes.20 Yet, in a less ideal setting, varying re-

courses such as wealth, time or access to information would indeed exacer-

bate informational asymmetries, particularly given the plausible assumption

that information acquisition bears cost, affordable by some and prohibitive

for others. In essence, being a difference maker only pays off when strategic

voting is possible. In a context where information acquisition is bearable

only by some, a non-strategy-proof voting rule amplifies informational asym-

metries, and these informational asymmetries, in turn, give rise to power

discrepancies among voters by changing the relative frequency of being a dif-

20Note that from a power perspective, learning about other’s preferences because one
wants to understand someone else’s’ perspective or even change one’s judgements is not
necessarily an issue. The incentive here though works through one wanting to overturn
the expressed preferences of others.
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ference maker. Some are now more often in a position to knowingly change

the outcome while others are not.

Let’s once again circle back to our example of an election between three

policies to underscore this point. Now suppose you completed an online test

that recommends a policy for you to support and you signalled your com-

mitment to follow this recommendation. Unfortunately, you didn’t read the

fine print when you accepted the conditions and cookies on that website. It

turns out that your information and answers are sellable to third parties, and

in this case, I am the third party. Given that I can profit by choosing my

vote strategically and this information helps me do this successfully, I have a

clear incentive to acquire this data on you. I now become someone who can

knowingly change the outcome in accordance with my judgement and you

cannot. For instance it turns out that you, as a progressive, rank policies as

p ≻ s ≻ c, while I, opposing change, have the following preferences s ≻ c ≻ p.

Uninformed about my preferences, you cast an honest vote for the progressive

policy. I now know that only a vote for the conservative policy will overturn

your vote. With this knowledge, I vote for the conservative policy in order to

avert the election of the progressive policy. Note, that me possessing power

over you emanates not from the of me achieving my preferred outcomes per

se, but from my ability to alter outcomes that are obligatorily binding upon

you, a phenomenon that arises from informational asymmetries not from me

casting a strategic vote. Thus, not the strategic voting itself, but the antici-

pation of strategic voting is the driver for the shift in power relations. This is

important to note, as it wouldn’t be of concern to introduce a non-strategy-

proof voting rule in a world where I wouldn’t have any possibility to gather

further information (or other means to further my skill) before I cast my vote.

Let’s once again circle back to our example of an election between three

policies to underscore this point. Now suppose you completed an online test
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that recommends a policy for you to support and you signalled your com-

mitment to follow this recommendation. Unfortunately, you didn’t read the

fine print when you accepted the conditions and cookies on that website. It

turns out that your information and answers are sellable to third parties, and

in this case, I am the third party. Given that I can profit by choosing my

vote strategically and this information helps me do this successfully, I have a

clear incentive to acquire this data on you. I now become someone who can

knowingly change the outcome in accordance with my judgement and you

cannot. For instance it turns out that you, as a progressive, rank policies as

p ≻ s ≻ c, while I, opposing change, have the following preferences s ≻ c ≻ p.

Uninformed about my preferences, you cast an honest vote for the progressive

policy. I now know that only a vote for the conservative policy will overturn

your vote. With this knowledge, I vote for the conservative party in order to

advert the progressive policy to be elected. Note, that me possessing power

over you emanates not from the of me achieving my preferred outcomes per

se, but from my ability to alter outcomes that are obligatorily binding upon

you, a phenomenon that arises from informational asymmetries not from me

casting a strategic vote. Thus, not the strategic voting itself, but the antici-

pation of strategic voting is the driver for the shift in power relations. This is

important to note, as it wouldn’t be of concern to introduce a non-strategy-

proof voting rule in a world where I wouldn’t have any possibility to gather

further information (or other means to further my skill) before I cast my vote.

In contrast, imagine a binary policy choice: a progressive policy and a status

quo policy. Information about your voting intent provides no advantage to

me. The election is strategy-proof; irrespective of your vote, I can only fare

worse by not voting for my preferred policy. For example, were you to vote

for the progressive policy no matter whether I prefer the progressive or the

status quo policy my best course of action is to vote straightforwardly and

the same holds true if you had voted for the status quo policy instead. Thus,
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I wouldn’t benefit from getting data on you as it has no influence on getting

what I want in the election. I wouldn’t choose to acquire this data on you

and our relative frequency of being a difference maker stays the same.

2.4.3.2 Broad effect II - Wanting Power

The second broad effect of strategic voting on power is the systematic cor-

relation between achieving one’s desires and subsequently acquiring power

over one’s fellow voters. Getting what you want is usually not seen as inher-

ently synonymous with power (see Barry, 1980; Dowding, 1996). You can

get lucky and just find the world to be such that the outcomes correspond to

your preferences. Thus, it seems a mistake to equate getting what you want

with power.

However, it seems equally mistaken to deny that there is a relation between

getting what you want and accumulating power. Especially political elections

pertain to political landscapes wherein electoral outcomes are inherently ca-

pable of reshaping power relations among voters. This is a point that is

usually regarded beyond the scope of social choice theory but nevertheless

important to make explicit, especially if one wants to theorise about norma-

tive foundations of voting institutions. There is voting power, but there are

also other kinds of power structures that are important to normative theo-

rists. For instance, Kolodny (2014b) recognises wealth as a form of informal

power. It enables individuals to sculpt public opinion, lobby policymakers,

and potentially sway electoral results. Moreover, we have good reasons to as-

sume that skill in voting strategically correlates with financial means (Eggers

& Vivyan, 2020) and thus with possessing informal power.

Consider that the three policies under discussion before are policies about in-

heritance tax schemes and as such directly affect the distribution of informal

power through wealth among citizens. A reasonable presumption is that in-
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dividuals typically prefer policies amplifying their power share and align their

voting behaviour with such preferences. For the sake of the argument assume

that voters prefer policies amplifying their power and vote accordingly – e.g.,

those with greater wealth voting for low taxes on high inheritances. If we

assume that individuals with greater resources, such as wealth, are better

equipped to engage in strategic voting (see Eggers and Vivyan 2020), then

strategic behavioural would contribute to an exacerbation of informal power

inequalities. Informal power imbalances are already notoriously difficult to

eliminate (see Kolodny 2014b), and it is undesirable to have a voting rule

that incentives their increase. If one follows this line of reasoning, the design

of institutions such as voting rules should aim to prevent strategic voting

in order to address and rectify informal power disparities. For a non-ideal

theorists this seems a highly relevant context. Outcomes of political elections

are intrinsically power-shaping and, within a political realm, securing what

one prefers will typically manifest in an amplification of power.21

However, it is worth noting that not all elections are characterised by their

impact on informal power structures. Some elections (e.g., election by the

Norwegian Nobel Committee) may solely revolve around achieving personal

preferences without shaping informal power dynamics between the voters. In

such cases, there might be no harm in having a voting rule that allows for

the possibility of strategic voting.

In sum, there will be scenarios where strategic voting will not result in power

differences. However, these scenarios are of limited interest to us.22 For

example, we seem to have to exclude any political elections as well as any

scenario where voters have different opportunities to react to the anticipation

21Note that this is not a point relying on actual skills and actual preferences but merely
relies on distributions thereof.

22Similarly there are also elections where giving me more votes than you does not give
me more influence over you.
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of voting strategically. This leaves us with a significant collection of voting

scenarios where we have grounds to worry about power and strategic voting

– and if there is a potential for power imbalances there is also a potential for

a violation of equal standing. It seems that we should at least try to respond

to this in the design of our voting rules.

Similarly, just as one could have previously argued that giving voters dif-

ferent numbers of votes creates power imbalances and thus threatens equal

standing, a complaint could be formulated against non-strategy-proof voting

rules. The argument could proceed as follows:

The prospect of strategic voting incentivised us to learn about other’s pref-

erences, yet while you possess the resources to do so, I do not. Consequently,

you will more frequently find yourself in a position to knowingly influence

outcomes, thereby wielding greater power over me. This may threaten our

equal standing as citizens in the same way as when those who read Kafka’s

Trial are accorded multiple votes. If the voting proposition is itself power

shaping you may go on and assert: Furthermore, it is not just that you more

often get what you want, getting what you want will deepen our power re-

lations even further as you will vote in your favour when it comes to the

distribution of informal power. Hence, your heightened chance of realising

desired outcomes through strategic voting not only assures you get what you

want but also systematically increases your (informal) power. This, in turn,

might ultimately jeopardise our equal standing.

In the next section, we want to address a rival way to understand voting

power in the voting power literature. These measures address how power

and strategic voting relate if you think it doesn’t just matter that you can

make a difference but also what difference you can make. Under this con-

ception of power we don’t need to make any additional assumptions that go
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beyond the measures. Strategic voting increases power differences directly

and thus have what I call, a narrow effect.

2.4.4 Strategy-Proofness and Its Effect on the Power

to Realise Desired Change

In the preceding section we delved into the ramifications of strategic vot-

ing with voting power defined as the opportunity to influence an outcome

through one’s vote. In this section, we aim to address the opportunity to

influence an outcome through one’s vote in a way that aligns with one’s pref-

erences. It is crucial to distinguish this from the mere correspondence of

outcomes with preferences, and it is also not the same as being a difference

maker. While the former can be achieved randomly, as in a lottery, the latter

could conceivably occur without any corresponding with one’s preferences.

Hence, they both differ from the opportunity to change an outcome in a di-

rection that aligns with one’s preferences.

Critiques of classical voting indices such as the Penrose-Banzhaf index are

typically motivated by the conviction that the assumption of equiprobable

distribution is untenable. These critics maintain that there are valid reasons

to consider alternative preference distributions, arguing that the principle of

insufficient reason is misapplied (Abizadeh, 2021). This shift in perspective

often accompanies the acknowledgement that voters who are a member of

a persistent minority are less likely to influence outcomes in their favour,

despite possessing an equal number of votes than those who are not. Our

aim is not to advocate for one conception of voting power over another, but

rather to delineate the implications of each conception for the principle of

strategy-proofness. Thus, in this section, we will explore the ramifications of

this alternative notion of voting power.

As previously noted, a clear advantage of proficiency in strategic voting is
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the increased probability of realising preferred outcomes, despite an equal

number of votes. Furthermore, while the correspondence of preferences with

outcomes may be relevant to considerations such as welfare, it is typically

not construed as directly a form of power but luck (e.g., Dowding, 1996).

Instead, let us consider what strategic voting does to your opportunities to

influence the outcome in a way that accords with your preferences. There

are some approaches that argue that voting power is inextricably linked to

the opportunity to influence outcomes in a desired direction, as opposed

to merely influencing outcomes in any capacity (Barry, 1980; Steunenberg,

Schmidtchen, & Koboldt, 1999; Napel & Widgrén, 2005, 2009). Thus, in con-

trast to those traditional power measures, these measures’ notion of power “as

the ability to get what you want” (see Schmidtchen & Steunenberg, 2014). In

this debate this conceptual shift towards a preference-oriented view of power

is inextricably tied to the assumed distribution of preferences. To see why,

note that in an idealised scenario where preference is equated with ballot

choices, a multitude of effects collapse into a single dimension. Abstracting

from misrepresenting preferences, the sole means by which one could be a

difference maker hinges upon having different preferences. Consequently, in

this framework the opportunity to influence outcomes and the opportunity

to influence outcomes in a preferred direction become synonymous.23

23While this idealisation (i.e. that preferences and ballot choices are identical) usually
does not really change anything under the traditional voting power indices and thus is
often employed, it really does matter for preference-based indices. Under this idealisation
those in persistent minorities are less frequently positioned to affect change of any kind.
To illustrate why, imagine that you advocate for progressive policies in a committee within
a predominantly conservative field. Given this set-up, the probability of a tie occurring
between the status quo and a conservative policy is significantly higher than a tie involving
a progressive policy. Consequently, as you cannot vote strategically the probability of your
vote making a difference is correspondingly low. Conversely, if your preferences align with
the status quo or a conservative policy, your chances of breaking a tie increase substantially.
This encapsulates the dilemma faced by persistent minorities, who not only experience a
lack of correspondence between their preferences and electoral outcomes but also find their
voices to be less likely to influence outcomes. Note that minorities are deemed “persistent”
due to the recurring low probability of a tie involving a progressive policy in subsequent
elections.
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That being noted, let us reintroduce strategic voting and a difference in skill

thereof. Then we are in a position to judge how strategy-proofness relates to

this conception of voting power.

2.4.4.1 Narrow effect – Controlling the Outcome in Your Favour

With the aforementioned conception of power, i.e., it matters not just that

you can make a difference but that you can make a difference in your favour,

the relation between strategic voting and power becomes immediately obvi-

ous.

Consider the scenario in which we vote among three policies. Being skilled

in voting strategically will always improve your ability to get what you want

– independently whether you think the principle of insufficient reason over

the distribution of preferences applies or not. To see this let’s assume an

equiprobable distribution again while maintaining the view that voting power

is fundamentally about the ability to get what you want.

Under full knowledge of everyone’s vote, your opportunity to be a differ-

ence maker is simply the combinatorial possibility of swinging the outcome by

making a different choice on the ballot. Yet, in the absence of full knowledge,

this doesn’t hold true anymore. There is a parallel phenomenon happening

for the opportunity and the possibility to change the outcome in a direction

that you desire. Under the assumption of an equiprobable distribution over

preferences, it is still true that you and I equally often have the possibility

to change the outcome. Yet, if I am better skilled (e.g., because I bought

your data) I can utilise these possibilities, because I know what vote I need

to cast to turn the voting outcome. It then follows that in a subset of these

ties I can overturn the outcome in my favour (i.e., I can change the outcome

to one that I actually prefer).
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To illustrate this point, consider the following: In contrast to you, I am

a difference maker once there is a tie, and I can change the outcome by vot-

ing strategically. Not all of these potential changes would be in my favour.

Let us assume that you voted for the progressive policy and I am the one dis-

liking change. This time around the conservative policy is quite an extreme

one, actually proposing tremendous changes to the political landscape. Thus

my preferences are the following s ≻ p ≻ c . My knowledge on how you

are voting does not help me to change the outcome in a way that I desire.

My only way to change the outcome is by voting for the conservative policy.

This makes matters worse! While under the prior conception of power this

scenario would count toward my voting power under our current conception

of voting power it does not. Nonetheless, I will be able to change the out-

come in a direction that I desire more often than you. That is because if the

conservative policy where not as extreme and I had the preferences such that

s ≻ c ≻ p I could use that knowledge to change the outcome in a way that

I desire, whereas, you, in the absence of knowledge about my votes couldn’t

knowingly change the outcome in either of the two scenarios.

To summarise if we were to understand power as sketched out in this section,

we could now formulate your complaint in the following way:

Having a voting rule that allows for strategic voting puts you in a situa-

tion where you can make me do more things against my will in a direction

that you desire than I can make you do things against your will in a direction

that I desire. Namely there are more possible preference profiles where you

can change the outcome in the direction that you prefer, granting you more

voting power than me. Thereby our institutions favour those who are better

at voting strategically. This is equally inadmissible as just giving everyone

more influence who read Kafka’s Trial or whose name starts with A.
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To isolate this new effect from the broad effects we have identified before,

imagine that the outcomes of this election are not themselves power-shaping.

Furthermore, note that, in contrast to the last conception of power, intro-

ducing a voting rule that allows strategic voting remains problematic even

after I have already decided to acquire potential information about your vote

(e.g., buying your data online). In other words, not the anticipation of the

possibility to vote strategically is the issue but the opportunity of voting

strategically. Imagine that I want to sell you a product and your political

inclinations are beneficial for this. Independent of the election, I have an

interest in your vote and thus have already acquired data on your voting be-

havioural. Under the previously considered conception of power, introducing

a voting rule in this scenario that allows strategic voting wouldn’t be prob-

lematic because it wouldn’t lead to an amplification of the relative frequency

of us being difference makers. The possibility of voting strategically has no

effect on me wanting to get information about you. In contrast, the crux

under this section’s concept of voting power is that strategic voting allows

me to utilise the information to change the outcome to one that I want, not

that the anticipation of strategic voting nor the fulfilment of my preferences

has negative downstream effects for power relations.

Let me give you an example on how this point extends beyond employing

voting rules that are less sensitive to strategic voting. Let us follow the lit-

erature around this conception of power and assume some distributions are

more likely than others. If one subscribes to the logic of preference-based

voting indices, then it follows that persistent minorities wield less voting

power than their majority counterparts. One way to counter this power

imbalance would be for persistent minorities to be well-versed in strategic

voting. Consequently, if a voting rule is not strategy-proof, this line of argu-

ment would lend support to policies that heighten persistent minorities’ skill
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to vote strategically (e.g., by making information about other groups voting

behaviour more accessible). While we focused in this chapter on individual

strategic voting similar reasoning might be applied to different types of vot-

ing manipulations such as coalition building. If that is the case we would

also have reasons to support policies that enable persistent minorities to a

effectively utilise their votes and to coordinate their voting strategies.

Let us now circle back to what we established in this section about not just

the connection between strategic voting and power but the normative evalua-

tion of strategy-proofness. To summarise, we can distinguish between two ap-

proaches to understanding voting power: one that is preference-independent

and another that is preference-dependent. Both frameworks enable us to es-

tablish a link between strategic voting and power relations and draw the im-

plications for strategy-proofness. According to our first conception of voting

power, strategy-proofness indirectly influences power relations by reducing

the opportunities to exploit strategic voting skills for informal power gains

and diminishing the incentives for the asymmetric accumulation of informa-

tion. In contrast, under the second conception, strategy-proofness directly

addresses the disparities in power that arise from unequal skills in strategic

voting. I hope to have presented a persuasive argument that, in non-ideal

scenarios, the differences in power relevant to relational egalitarians suggest

that more than the principle of “one person, one vote” is required from our

voting rules. It appears that if we disregard strategic voting, our theories

about voting and the demands we place upon them fail to apply to any

real-world voting context.

2.5 Conclusion

In conclusion, I explored the concerns within social choice theory regarding

strategic voting and its transformation of voting into a game of skill. We

79



have not just established that strategic voting can create power imbalances

among citizens but that a non-strategy-proof voting rule can intensify these

power imbalances. Non-ideal theorists should worry about strategic voting

on power grounds and have a pro tanto reason to adopt a voting rule that sat-

isfies strategy-proofness. However, depending on the conception of power one

adopts, the circumstances where this pro tanto reason for strategy-proofness

holds will vary. These insights are essential for normative theorists aiming

to comprehend and mitigate the effects of strategic voting within democratic

frameworks.

Looking ahead, this chapter establishes a groundwork for subsequent re-

search in social choice theory. Future studies could strive to enhance our

understanding of the interplay between various conceptions of power and

strategic voting and voting rules. Furthermore, articulating normative ob-

jectives more clearly can assist in navigating the necessary trade-offs in social

choice theory. For example, explicitly defining what justifies voting (e.g.,

the principle of equal standing) can facilitate a balance between conflicting

desiderata of a voting rule and inform which relaxations of properties, such

as strategy-proofness, are justifiable.
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3

Manipulability, Measurement

and Mathematical Models

Abstract

The answer to the question why manipulation is bad is not only interesting

in itself but also a prerequisite for assessing how vulnerable our institutions

are to manipulation. In this chapter, I explore how to measure the vulnera-

bility of institutions to manipulative strategic voting via voting rules. First,

I examine candidate answers to the normative question of why manipula-

tion is harmful by discussing two main objections to strategic voting found

in the literature: non-transparency and the notion of voting as a “game of

skill”. In the second part of the chapter, I assess two frameworks used in

social choice theory to explore vulnerability to strategic voting, namely the

Nitzan-Kelly Index and the practice of categorising voting rules according to

their computational complexity. Using these examples, I argue that the liter-

ature plausibly needs to develop several metrics that track different normative

concerns about manipulation.
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3.1 Introduction

“It can be argued that some of the difficulties in the general theory

of social choice arise from a desire to fit essentially different classes

of group aggregation problems into one uniform framework and

from seeking excessive generality” - (Sen, 1977)

Manipulation leaves a bad taste. We associate it with illegitimate forms

of influence. When we design institutions for collective decision-making we

naturally worry about manipulation. One such behaviour that is repeat-

edly labelled manipulation is the strategic misrepresentation of preferences

to achieve a preferred outcome.

In voting theory, this type of misrepresentation is better known as strategic

voting and may be the most publicly discussed form of individual manip-

ulation.1 In the context of voting theory, it is the default assumption that

manipulation is bad, and therefore, the manipulability of a voting rule is also

considered bad. However, as noted in the previous chapter the literature does

not often argue explicitly for why strategic voting is bad. At times, it seems

that strategic voting is assumed to be harmful merely because it is labelled

as manipulation. Unsurprisingly, the prevailing view in the literature is that

systems should be designed to be as resistant to manipulation as possible

(List, 2022; Chamberlin, 1985; Saari, 1990).

The aim of this chapter is to take seriously the normative and descriptive

entanglement of the term “manipulation”, and with it, the implications for

measuring manipulation in voting theory. I argue that measuring a vot-

ing rule’s vulnerability to manipulation involves measuring a thick concept.

Thick concepts are dual in nature, entailing both descriptive and normative

claims (see, for example, Foot, 1958; Williams, 1985; Elstein & Hurka, 2009;

1See chapter 2 for examples of public debates about strategic voting.
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Dancy, 1995; Putnam, 2002). Therefore, when assessing a voting rule’s vul-

nerability to manipulation, we must account for the normative, evaluative

dimension of manipulation. Moreover, the assessment must get the norma-

tive evaluation right in order to have normative force. What complicates

this task, however, is that the reasons put forward in the literature against

manipulation differ. I will argue that these different reasons against ma-

nipulation in the literature can be understood as a difference in values. In

light of this, I contend that current debates around metrics for evaluating

the vulnerability to manipulation in voting rules are misguided. If there is a

plurality of value judgements regarding why strategic voting is bad, then we

may also need multiple metrics to assess the vulnerability of voting rules to

manipulation in ways that reflect these values.

The chapter is structured as follows. First, I introduce the concept of strate-

gic voting as understood in social choice theory. Second, I discuss two of the

main objections to strategic voting found in the literature: non-transparency

(Dowding & Van Hees, 2008) and the notion of voting as a “game of skill”

(Satterthwaite, 1973)2. I will argue that non-transparency is a concern for

welfarists in aggregation procedures, while the worry about voting becoming

a “game of skill” arises for relational egalitarians, but not necessarily vice

versa. Third, I will argue that adopting these different values changes the

object of normative concern in discussions about manipulation. Welfarists

are concerned with how the election outcome relates to voter preferences,

whereas relational egalitarians focus on the unequal opportunities to influ-

2Those do not exhaust the space of potential reasons against strategic voting. Another
reason, perhaps most frequently mentioned in the philosophical literature, is the sincerity
argument (Dowding & Van Hees, 2008). A similar argument can be made that insincerity
is a character-based value, distinct from both welfarist and egalitarian values, and therefore
another consideration that must be taken into account when constructing metrics for the
vulnerability of voting rules to manipulation. For those concerned with dishonesty, the
object of normative significance is typically a function of the voters’ preferences and their
ballot choices.
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ence the election result and, by extension, each other. Fourth, I will sketch

how these two different evaluative perspectives impact the debate about how

to assess vulnerability to manipulation in voting rules. I will use the dis-

cussion between proponents of two different approaches—the Nitzan-Kelly

Index and computational complexity in social choice theory—to illustrate

this point. I conclude that the literature will plausibly need to develop mul-

tiple metrics if it wishes to avoid prescribing a single value judgement across

all applications of voting rules.

3.2 Strategic Voting

Let me remind you that an instance of strategic voting in the technical sense

of social choice theory is as follows. Imagine the three policies from chapter

2. I am a progressive and rank the policies p ≻ s ≻ c, whereas you dislike any

change and thus rank the policies s ≻ c ≻ p. Given that I vote sincerely (i.e.,

for my first-ranked candidate), I will vote for the progressive policy. You,

however, will do better by casting your vote not for the status quo policy,

but for the conservative policy instead. This is because, in the event of a tie

between the progressive policy and the status quo policy, the lexicographical

rule breaks in favour of the progressive policy. However, in a tie between

the conservative and progressive policies, the lexicographical tie-breaker rule

favours the conservative policy. If you vote for the conservative policy in

this case, you have voted strategically. If a voting rule allows situations (i.e.,

for some combinations of preferences) where voters like you can profit from

strategic voting, the voting rule is not strategy-proof (Gibbard, 1973; Sat-

terthwaite, 1973). Voting rules typically allow some possibility of strategic

voting and thus are not strategy-proof.

More specifically, strategic voting is defined for social choice rules. A social

choice rule assigns a specific candidate as the outcome for every combination
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of preference orderings (one for each individual), where each individual ex-

presses their preferences over a set of candidates. The Gibbard-Satterthwaite

theorem establishes that any voting rule over more than two candidates that

satisfies a few minimal criteria cannot be strategy-proof. In other words,

it demonstrates that it is not always advantageous for individuals to reveal

their true preferences, because there will always exist a scenario where at

least one person has an incentive to deviate from their true preferences.

If one wants to adopt a voting rule that is strategy-proof, one must be willing

to accept some drastic restrictions on the voting rule, such as limiting the

choices to two options or adopting a dictatorship. Thus, since we cannot

construct strategy-proof voting rules, the literature has naturally shifted to

the question of how to achieve the second-best option.

What is curious, however, is that despite the significant effort in the lit-

erature to find solutions to circumvent the Gibbard-Satterthwaite theorem,

the reasons why this is desirable are rarely fully explored. In the follow-

ing, I will address two reasons from the literature—non-transparency and

turning voting into a “game of skill”—and flesh them out in terms of value

commitments.

3.3 Reasons against Manipulation

3.3.1 Non-transparency

One of the most commonly mentioned arguments against strategic voting is

its non-transparency (Dowding and Van Hees, 2008). The non-transparency

created by strategic voting primarily concerns the true preferences that voters

have over the candidates. This, in turn, can lead to other consequences that

worry some (Satterthwaite, 1973) while others are unconcerned (Dowding
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and Van Hees, 2008).34 If a voting outcome is non-transparent, this poses an

initial epistemic problem for a potential social planner (Conitzer and Walsh,

2016). It becomes a more significant concern though if one seeks to establish

a voting rule as superior because it produces outcomes that aggregate the

preferences of voters in a specific way (e.g. Mueller, 2003, for an argument

for the majority rule on utilitarian grounds). Such arguments are often em-

ployed when advocating for a voting rule based on welfare considerations.

While welfare is explicitly a concern for social welfare functions that pro-

duce a ranking of social welfare, it is also pertinent to many voting rules (see

Lehtinen, 2015, for an argument for strategic voting on welfare grounds).

One of the most significant criterion against which voting rules are evaluated

is the weak Pareto principle. This principle requires that if every individual

prefers candidate A over candidate B, then the voting rule should not elect

candidate B over candidate A. The weak Pareto principle is commonly justi-

fied as a welfare principle in ordinal frameworks, where preference orderings

contain no information about the intensity of individual preferences. It is

difficult to reject the weak Pareto principle, as electing a candidate that is

preferred by all seems compelling (List, 2022).5

One could argue that an outcome that is a Pareto improvement over an-

other outcome is superior, as it is better or at least not worse for every voter.

Moreover, voting rules guaranteed to produce such outcomes, if they exist,

are preferable to those that are not. Strategic voting, as defined in social

choice theory, changes the outcome compared to what it would have been

3For instance, knowing that revealing your true preference before voting can be used
against you provides an incentive not to reveal them (Satterthwaite, 1973). This could be
problematic if deliberation occurs before voting.

4If one aggregates beliefs rather than preferences, the relationship would concern the
outcome and the beliefs held about a proposition.

5The weak Pareto principle is sometimes also referred to as the unanimity principle.
Note that I am not suggesting it can only be argued for on welfare grounds.
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under straightforward voting. Therefore, if the legitimacy of voting depends

on the outcomes produced by the voting rule, strategic voting has the po-

tential to undermine these justifications (see Conitzer and Walsh, 2016 for

a discussion on “bad equilibria” due to strategic voting). If one justifies an

aggregation mechanism such as a voting rule based at least partly on welfare

considerations, then losing epistemic access to welfare gains undermines the

justification of that mechanism.

To sum up, the object of normative significance concerning manipulation

is the welfare loss resulting from the changed outcome.6 Strategy-proofness

is seen as instrumentally valuable because, for instance, the weak Pareto prin-

ciple7 as a welfare criterion is defined based on truthful preferences (Barberà

& Jackson, 1992; Dasgupta & Maskin, 2020).8

Significant portions of social choice theory concentrate on welfare aggre-

gation and aim to rank aggregation methods based on their social welfare

outcomes. Through the weak Pareto principle, one can indirectly advocate

for strategy-proof voting rules on welfare grounds. However, there exists

another tradition in social choice theory that aligns more closely with po-

litical philosophy than with welfare economics. In the following section, I

will outline how one can object to manipulable voting rules on egalitarian

grounds.

3.3.2 Game of Skill

Not all legitimations of voting rest on the welfare gains it may produce or,

for that matter, the outcomes voting tends to produce. Voting can also be

6One could make a similar argument with judgement aggregation. Plausibly, the object
of normative significance lies in the epistemic loss through the change of outcome.

7If it is explicitly used as a welfare criterion it is also often called weak Pareto efficiency.
8In mechanism design, there is work on the trade-offs between welfare loss and strategy-

proofness (see Dubins & Freedman, 1981; Roth, 1982).
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argued for on non-instrumental grounds. We can argue that voting is justi-

fied by the procedure itself, independently of the outcomes it produces, for

instance, on egalitarian grounds.

One sentiment about voting is that it allows everyone to have an equal say

over decisions that are of common concern (Christiano & Bajaj, 2022). Vot-

ing is perhaps the only decision mechanism that respects each person’s point

of view on matters of common concern by granting everyone an equal say in

cases of disagreement (see, for example, Singer, 1973; Waldron, 1999).

The principle of “one person, one vote” is supposed to ensure that every

citizen can, at least in principle, influence political decisions to the same

degree. In this sense, “one person, one vote” is a critical mechanism for

preventing any one person from having an inappropriate degree of control

over others. Voting mechanisms are often fundamentally relational in that

they shape the ways in which individuals are able to relate to one another

as equals. There would be something especially problematic about endors-

ing and nourishing power inequalities through the structures and institutions

used to organise ourselves.9

Given unequal “skill” or information about others, some votes are more ef-

fective than others regarding casting their votes (see Dowding and Van Hees,

2008), which undermines the principle that everyone has equal influence in

the process of voting. This concern is echoed in the literature on manip-

ulation, where, for instance, Satterthwaite (1973) is worried that strategic

voting makes voting a “game of skill” (for a similar concern, see Dodgson

1876, reprinted in Black 1958 and Conitzer and Walsh 2016), who argue that

those who are less well-informed will cast less effective votes, or Eggers and

9Abdulkadiroglu, Pathak, Roth, and Sönmez (2006) argue for a strategy-proof matching
mechanism because it equalises the influence of the outcome. However, they do not invoke
egalitarian but fairness criteria.
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Vivyan (2020), who claim that the existence of inequalities in strategic vot-

ing speaks against electoral systems that reward it.

Normative theories like relational egalitarianism legitimise voting partly on

the grounds that equal power over each other is an important aspect among

equals that requires the implementation of voting to organise common as-

pects of living together (see Kolodny 2014 for an example). In other words,

turning voting into a game of skill may undermine the very reason why vot-

ing is a legitimate procedure in the first place. For a more detailed argument

how a difference in skill to vote strategically can influence voting power see

the previous chapter.

If voting is justified by the idea that the process should give everyone the

same opportunities to influence decisions, then looking at the effects of elec-

tion outcomes is not directly informative of the harms of manipulation. Note

that, in contrast to the argument based on non-transparency, here we are

more interested in dispositional concepts such as power over others or the

opportunity to influence the outcome (Dahl, 1957; A. Allen, 2022; Dowd-

ing, 1996; Felsenthal & Machover, 1998; Holler & Nurmi, 2014; Lukes, 2005;

Kolodny, 2014b). Furthermore, we are interested not just in the absolute op-

portunities to vote strategically but also in the opportunities relative to those

of other voters. In the most extreme case, this would mean that the election

outcome could be overturned every time without harming the legitimacy of

the voting procedure, provided that everyone had the same opportunities.

To sum up, the objective of normative significance for strategic voting is

the distribution of opportunities to influence the electoral outcome. We thus

see that there are two different concerns about strategic voting. One is the

worry about the non-transparency of the outcome that may arise if one is

concerned with welfare. The other is that strategic voting turns into a game
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of skill, which gives some voters more control over the outcome (and thus po-

tentially over each other), undermining values such as equality. This section

aimed to establish that manipulation in the form of strategic voting can have

different normative evaluations grounded in different values. In the next sec-

tion, I will discuss the concept of manipulation as a thick concept with both

evaluative and descriptive dimensions. I will establish that the measurement

of a thick concept will only have normative force if it also takes into account

the evaluative dimension of the term manipulation.

3.4 Measuring Manipulability as a Thick Con-

cept

3.4.1 Thick Concepts

Manipulability is a thick concept. Since Williams (1985) introduced the term

“thick concepts”, it has been discussed in philosophy of language, ethics and

philosophy of science (Putnam, 2002).10 Evaluative terms are typically cate-

gorised as either thin or thick (Väyrynen, 2021). Thin terms such as “good”

or “bad” offer broad, general evaluations, often without detailed descriptive

content. For instance, labelling an action as “bad” conveys a negative evalu-

ation but does not provide much specific information about the action itself.

This lack of detail makes thin terms broadly applicable but limited in de-

scriptive richness.

In contrast, thick concepts incorporate both evaluative and descriptive ele-

10Alexandrova (2018) makes a convincing case that “mixed claim” that resemble thick
claims, yet evade some of the controversies, especially about moral realism about thick
claims, belong in science. We continue with the term of thick terms though to keep with
the terminology most common in the literature, while being sympathetic to her.
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ments. An example of a descriptive term would, for instance, be “square” or

“gold” (Väyrynen, 2021). Examples of thick concepts include moral virtues,

like “generous” or “selfish,” but also span other categories such as “impru-

dent,” or “banal”. When we describe someone as “selfish,” we are not just

negatively evaluating their actions; we are also indicating that their actions

prioritise their interests over others’ (Väyrynen, 2021). This dual nature

of thick concepts—their combination of evaluative judgement and specific

descriptive content—is what distinguishes them from thin concepts.11 The

measurement of thick concepts poses a particular challenge as one needs to

account for the evaluative dimension of the term that one measures as well

(Alexandrova, 2018). The measurement of manipulability in voting is no ex-

ception in this regard.

The challenge in measuring thick concepts lies in answering the question:

How do we devise measurement tools that accurately capture both their de-

scriptive and normative aspects? For instance, to identify a metric with

normative force in the science of well-being, one must clarify how the quan-

tity being measured relates to what constitutes well-being. What causes

well-being can vary greatly depending on views that one may ascribe to,

such as ‘positive hedonic profile’, ‘life satisfaction’, or a sense of ‘flourish-

ing’ (see Alexandrova 2018). For example, the question whether observing

choice behaviour is a good measure for preference satisfaction does not settle

whether choice behavioural is informative about well-being. That is the case

because different views about well-being assume different relations between

well-being and preference satisfaction. Hence, merely settling whether choice

behaviour is a good measure of preference satisfaction is not enough for a

measure of well-being to have normative force.

11Characterising thick concepts beyond their characteristic of blending evaluative and
descriptive elements proves difficult in the literature. Thus we will use thick concepts will
trying not to remain neutral on other positions around thick concepts.
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There are no fleshed-out accounts of what makes manipulation via strategic

voting bad in the same way in which there are positions about what consti-

tutes well-being. However, there is an abundance of different ways to assess

the manipulability of voting rules (e.g. Brams & Fishburn, 1978; Saari, 1990;

Aleskerov & Kurbanov, 1999; Chamberlin, 1985; Favardin & Lepelley, 2006;

Favardin, Lepelley, & Serais, 2002; Kim & Roush, 1996; Lepelley & Mbih,

1994; Peleg, 1979; Pritchard & Wilson, 2007). Some make restrictions on

the type of preferences voters can have (Black, 1958; Moulin, 1980; Barberà,

Gul, & Stacchetti, 1993; Nehring & Puppe, 2007a, 2007b). Others move

to weaker versions of strategy-proof solutions such as tolerable manipulabil-

ity (Feigenbaum & Shenker, 2004), threshold strategy-proofness (Roberts &

Postlewaite, 1976), strategy-proofness with counterthreats (Pattanaik, 1978)

or asymptotic strategy-proofness (Slinko, 2004). These are weakenings of

strategy-proofness in the sense that if two voting rules violate strategy-

proofness one rule may still be held to be less manipulable than the other

voting rule if one satisfies a weakened requirement and the other voting rule

does not.

Different approaches to assessing the manipulability of voting rules do, in

fact, diverge on which voting rule is more susceptible to manipulation. Yet,

the literature that aims to measure the manipulability of voting rules does

not engage with the normative dimension of manipulation. In the following,

I will outline two approaches to assessing the vulnerability of voting rules to

strategic voting: the Nitzan-Kelly Index and the use of computational com-

plexity to determine the difficulty of voting strategically. We will then use

these two approaches in the subsequent section to illustrate the argumen-

tative gaps that arise from an underappreciation of normative evaluation in

the discussion between proponents of different metrics. I will outline how a

disagreement over which assessment to use can be framed in terms of differ-

ing value judgements—namely, welfare versus egalitarian concerns—in the
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evaluation of manipulation.

3.5 The Nitzan-Kelly Index vs. Computa-

tional Complexity

3.5.1 The Nitzan-Kelly Index

One of the most established approaches to measuring manipulability is the

Nitzan-Kelly Index (Kelly, 1993; Nitzan, 1985). If a voting rule is manipu-

lable, we are saying that there exists at least one possible preference profile

under which an agent can vote strategically. A preference profile is a possible

combination of preferences between all agents. The Nitzan-Kelly Index con-

siders the ratio of preference profiles where manipulation is possible to the

total number of preference profiles. According to the Nitzan-Kelly Index we

then say that a voting rule is less manipulable if it is manipulable at fewer

preference profiles, or equivalently, if it has a smaller index according to the

Nitzan-Kelly Index.

To get a first informal understanding of what the Nitzan-Kelly index does,

imagine again that we were to vote about the three different policies: the

progressive policy (p), the conservative policy (c) and the status quo policy

(s). And imagine again that we fixed the voting rule to the majority rule

with a lexicographical tie breaker. The Nitzan-Kelly Index then counts ev-

ery preference profile where at least one of us could do better by not voting

straightforwardly and then divides the number of preference profiles where

one us could profit from voting straightforwardly by the number of all pref-

erence profiles. The Nitzan-Kelly index is usually not interpreted just as the

combinatorial possibilities of strategic voting but given a probabilistic inter-
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pretation (Nitzan, 1985; Kelly, 1993; Aleskerov & Kurbanov, 1999; Smith,

1999). There are multiple assumptions one may make about the preference

profiles and their probability distributions. The most popular one is called

impartial culture (IC). Under IC it is assumed that any strict ranking of

the three policies is equally likely for you, that is p ≻ s ≻ c is as likely as

c ≻ p ≻ s and so on. Furthermore, we assume independence of our prefer-

ences. Your preferences are not informative for what preferences I may have

and so on. Under this interpretation we would get the following version of

the Nitzan-Kelly index:

The Nitzan-Kelly Index is given by:

Nitzan-Kelly Index =
d0

(m!)n

where m is the number of candidates, m! is the number of all possible strict

preference rankings on the set of options, n is the number of voters, and (m!)n

is the number of all possible preference profiles. Finally, d0 is the number of

manipulable profiles. In our example, this would be filled out as follows:

d0
(m!)n

=
4

(6)2
=

1

9
.

Thus, our voting rule has an index of 1
9
.

The four preference profiles where you or I have an incentive to vote strate-

gically are the following: I am a progressive and rank the policies p ≻ s ≻ c,

whereas you dislike any change and thus rank the policies s ≻ c ≻ p. There

is also the preference profile where our preferences are just flipped. A similar

situation occurs when one of us has the preferences p ≻ c ≻ s and the other

has s ≻ c ≻ p.
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Let’s slightly change the tie-breaker rule for the next example. Instead of a

lexicographical tie-breaker rule over candidates, we adopt a lexicographical

tie-breaker rule over voters, where the voter whose last name comes first in

the alphabet resolves the tie. Let’s assume that this is you in our case.

Then the index for this voting rule is the following:

Nitzan-Kelly Index =
0

(6)2

There is no possibility for me or you to manipulate. The reason is that the

tie-breaking rule made you a de facto dictator. Thus, this second voting rule

fares better according to manipulation. Note that we don’t say it is overall

better. However, we say it is better or more desirable along the dimension of

manipulability. Yet, this is not the only way to evaluate the vulnerability to

strategic voting. In a next step, let’s contrast the Nitzan-Kelly Index with

the computational complexity approach.

3.5.2 The Computational Complexity Approach

In recent years, interest in the computational aspects of social choice the-

ory, and in particular in the computational aspects of voting, especially for

manipulability (Zuckerman et al., 2009) has sharply increased. Generally, al-

gorithmic complexity tries to approximate the running time of an algorithm

for a given type of problem. This is usually done by assuming a smallest unit

of calculation, an input variable to the algorithm, and then calculating how

fast your units of calculations multiply depending on the size of the algorithm

input. Depending on how rapidly calculations scale with the input, we can

classify the problem into a complexity class, which in turn indicates whether,

in principle, an algorithm could be found to solve it within a certain runtime.
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Complexity measures of manipulation sort voting rules into complexity classes

and then call some voting method computationally resistant or “hard to ma-

nipulate” if finding a successful path to vote strategically falls, for instance,

into a complexity class called NP-complete (Bartholdi III, Tovey, & Trick,

1989).

NP-completeness tells us that a problem is infeasible to solve quickly12 in

the general case, which implies that for any algorithm we know today, and

for sufficiently large instances of the problem, it takes impractically long to

find a solution. However, note that this doesn’t mean that every instance

of an NP-complete problem is difficult to solve. Additionally, even though

finding a solution is hard, verifying whether a proposed solution is correct

can be done quickly (in polynomial time). So if we happen to stumble upon

the correct solution, we will know it quickly.

More concretely, what the computational complexity approach to strategic

voting tests is whether there is an algorithm that can solve the following de-

cision problem: given that all other voters’ ballots are fixed and known, can

you misrepresent your preferences in such a way that a particular candidate

c wins? This question is at the heart of strategic voting, since determining

whether you can benefit candidate c by mispresenting your preferences on

your ballot requires exactly this kind of analysis. Moreover, because we ask

this question for any candidate c, we are effectively testing whether finding

a successful misrepresentation is computationally easy or difficult.

12In computational complexity theory, polynomial time refers to a class of problems
that can be solved by an algorithm whose running time grows polynomially with the size
of the input. Specifically, an algorithm is said to run in polynomial time if its execution
time can be expressed as a polynomial function of the length of the input n, denoted as
O(nk) for some non-negative integer k. A problem is classified as easy to solve if it can
be solved in polynomial time.
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Let us circle back to the example of you and me voting. Imagine we were to

vote again with majority rule with a tie-breaker that favours you. Now we

consider the task of finding a voting strategy that elects a certain candidate

under this rule. We would either find an algorithm that solves this task in at

most polynomial time or prove that such an algorithm does not exist. Given

our scenario we can find an algorithm that could solve the task to determine

whether you can elect some candidate c given my ballot choices. This al-

gorithm is a very simple instance of what is called a greedy algorithm. A

greedy algorithm is typically not computationally hard.

i) Place c on top of your preference ranking.

ii) Put any not yet positioned candidate on the next free position in your

preference order, given that they don’t prevent c from winning.

iii) If (ii) is not possible, return false.

If we apply this type of algorithm to strategic voting under the majority

rule, the steps become trivial: vote for candidate c and observe whether c is

elected. This algorithm would guarantee either that voting for c strategically

elects c, or, if not, confirm that it is not possible.

However, such an algorithm would not work for another voting rule such

as Single Transferable Voting (STV). STV proceeds in a number of rounds.

Unless one candidate has a majority of first place votes, we eliminate the

candidate with the least number of votes first. Any ballots placing the elim-

inated candidate in first place are re-assigned to the second place candidate.

We then repeat until one candidate has a majority. It can be proven that

this voting rule does not have an algorithm like the one described above

(Bartholdi III & Orlin, 1991). That is to say that we can prove that if

strategic voting under a given preference profile is possible just voting for

that candidate is not guaranteed to be a successful strategy. Moreover, we

can prove that no other algorithm exists where the calculation steps at most
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grow polynomially with the input size (number of candidates and voters).

Our simple example of majority voting with a tie breaking rule in your favour

already shows where in principle these two approaches can diverge in their

verdict about the manipulability of a voting rule. Majority voting with our

tie breaking rule does very well according to the Nitzan-Kelly Index but very

badly according the computational complexity approach.13 In other words,

there is no possibility to vote strategically (i.e., the Nitzan-Kelly index is

zero) but to figure this out is maximally easy (the problem can be solved

in polynomial time). This may be a trivial example as this is achieved by

making you a de facto dictator. However, it nicely shows how a different

verdict can be reached even on more complex cases.

3.6 Metrics of Manipulability and Normative

Guidance

Having described two distinct frameworks for measuring manipulability in

voting rules, it is evident that they capture different aspects of manipulabil-

ity, and their evaluations can indeed diverge. However, if both purport to

measure manipulability but yield different verdicts, we require a means to

determine which of their verdict to follow. In what follows, I outline why the

current state of the debate fails to provide a satisfactory resolution. I will

argue that the current debate between proponents of the Nitzan-Kelly index

and the computational complexity approach can be reconstructed as a debate

about descriptive assumptions in their models. However, the debate fails to

sufficiently recognise that normative models inevitably rest on normative as-

sumptions. The issue is exacerbated by the fact that reasonable differences

13Note that proponents of the computational complexity approach wouldn’t take their
approach in this instance as a good measure of manipulability because the input variables
are very low. Yet, for illustrative principle we will use this example.
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in these normative assumptions—such as manipulation being objectionable

on welfare grounds versus egalitarian grounds—can exist. To make matters

worse, the decision on which normative assumption to adopt can determine

which descriptive assumptions in a model are appropriate.

Let me start to reconstruct the debate about which framework to use. We

regard the satisfaction of strategy-proofness as a desirable property and when

a voting rule is deemed less manipulable, it is usually taken to be closer to

what makes strategy-proofness desirable.14 The normative force of manipula-

bility does not derive from a property of the voting rule in our mathematical

model, but rather from how that property transfers to something norma-

tively desirable in the target system. Social choice rules are collections of

mathematical models of real-world voting systems. As such, they are suscep-

tible to criticisms regarding the descriptive inaccuracy of their assumptions.

Descriptive idealisations involve false assumptions, introduced to simplify

the model or make it more mathematically tractable (Beck & Jahn, 2021).

These descriptive assumptions are not only important to scrutinise in pre-

dictive or descriptive models but also present a puzzle for normative models,

where normative verdicts must remain valid despite involving factually inac-

curate idealisations (Beck & Jahn, 2021). If we want a better-than-judgement

according to manipulability, the metric employed must track something of

normative relevance.

The debate of manipulability in social choice theory can be understood as a

dispute over which descriptive assumptions are appropriate for models of ma-

nipulability to exert normative force. That is, which descriptive assumptions

about voters are appropriate so that the model measures something desirable

in the target system (e.g., welfare). We then understand the debate about

14For a more in depth treatment how models may deliver normative guidance see Beck
and Jahn, 2021 and Roussos, 2022).
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manipulability as an instance of a long-standing and recurring debate regard-

ing how realistic assumptions need to be within models (e.g., M. Friedman,

1953; Hausman, 1994; Mäki et al., 1992; Morgan, 2012; Cartwright, 2009).

For example, the IC assumption is routinely criticised as unrealistic, and

that more realistic distributions over preference profiles should be employed

to measure manipulability (see Tsetlin, Regenwetter, & Grofman, 2003; Mat-

tei, Forshee, & Goldsmith, 2012). If the distribution over preference profiles

is unrealistic then we may get wrong verdicts about how probable it is that

manipulation is possible under a voting rule. Moreover, one of the justifica-

tions for the computational complexity approach to assessing manipulability

is the conviction that the Nitzan-Kelly Index does not account for how the

‘logical’ possibility of manipulation translates to reality (Chamberlin, 1985).

As a consequence, we may overestimate how probable it is that manipulation

happens in our target system when using the Nitzan-Kelly index because we

presuppose an overly demanding view of rationality or reasoning capacities

(Kube & Puppe, 2009; Tal, Meir, & Gal, 2015; Conitzer & Walsh, 2016).15 In

light of this, it is not surprising that some researchers have utilised empirical

evidence to argue that the computational complexity approach is predictively

successful, and that, consequently, its descriptive idealisations about the rea-

soning capacities of voters are more appropriate (for example Harrison &

McDaniel, 2008; Tal et al., 2015; Flanigan, Liang, Procaccia, & Wang, 2024).

Scrutinising one’s models for descriptive accuracy is surely an important task

in evaluating which metric is well-suited to evaluate a voting rule, but note

that this debate does not suffice to establish that a metric provides norma-

tive guidance. Models that offer normative verdicts involve both descriptive

and normative idealisations (Colyvan, 2013). We also need to scrutinise the

15Note that proponents of the Nitzan-Kelly Index may respond that they are interested
in worst-case scenarios for manipulation. That is, they may present an argument that
highlights value judgements they may make in addition to the evaluative dimension of
manipulation.
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normative idealisation in our model.

Returning to the broader discussion surrounding welfare concerns and egali-

tarian objections to strategic voting, we observed that normative evaluations

regarding manipulation can differ. From a welfare perspective, the primary

concern is the potential loss incurred from the overturning of election out-

comes due to manipulation. In contrast, an egalitarian’s primary concern

is the unequal opportunities to influence election results. Our normative

idealisation in the model could be, for example, that the only thing that nor-

matively matters is the satisfaction of preferences, as expressed by the weak

Pareto principle. Or alternatively we may use the normative idealisation

that a difference in opportunity to influence the voting outcome are always

problematic.

That means the normative assumptions about which part of manipulation

tracks normative significance can diverge. If assumptions about what norma-

tively matters about manipulation can diverge then so may what descriptive

assumptions are appropriate in a model. To illustrate this consider that you

are concerned with welfare. Then you may want your descriptive assump-

tions in your model to accurately reflect how often the outcome is overturned

by strategic voting. For this, an acceptable descriptive idealisation might be

to assume that everyone is equally skilled at voting strategically. After all,

what you are not concerned with who is overturning the outcome.

Yet, assuming away the difference in skill in voting strategically would defi-

nitely not be an appropriate descriptive idealisation if you are concerned with

the difference of opportunities to change the outcome (for an argument why

this is the case see the previous chapter). In the next step, let me provide

an example, of how a welfarist and an egalitarian might argue for each rule,

respectively even when we fix several key descriptive assumptions about our
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target system.

The following is an illustrative example how a difference in normative com-

mitments can give rise to an argument for following whether the Nitzan-Kelly

Index or the computational complexity approach: A committee is formed,

including both a philosophy department and a big technology firm. The ques-

tion arises about how to vote within that committee. There are two voting

rules: voting rule A and voting rule B. Voting rule A has a lower Nitzan-

Kelly index but also lower computational complexity than voting rule B. To

explore this in more detail, let us assume that nothing is known about pref-

erence distributions at the time of selecting the voting rule. Once there is an

actual election, however, we assume that all agents have access to informa-

tion about the preferences of other voters. Additionally, we assume that the

process of determining optimal strategic votes is computationally costly, as

suggested by computational complexity theory. Furthermore, let us assume

that voters are unequally skilled in voting strategically. Despite fixing several

key descriptive assumptions about our target system, there is an argument

to be made for either metric based on how we may evaluate manipulation

normatively. Let me provide an example of how a welfarist and an egalitarian

might argue for each rule, respectively.

Here is an argument a welfarist might make for voting rule B: If a voting

rule is NP-complete to manipulate, the computational difficulty of finding

a successful strategic vote increases significantly. In practical terms, this

means that even if voters possess full information about others’ preferences,

the time and resources required to compute a manipulative strategy may

become prohibitive. As a result, fewer voters are likely to engage in strategic

behaviour. Consequently, more voters will cast their ballots honestly, lead-

ing to outcomes that better reflect the true preferences of the electorate and,

hence, the “honest” outcome. While fewer preference profiles that incentives
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at least one voter to cast a strategic vote are theoretically also positive, the

computational complexity proves to be a better predictor than the Nitzan-

Kelly index of how often we get an outcome that is the “honest” outcome.

Thus, we should prefer voting rule B over voting rule A. It is less vulnerable

to the harms of manipulation.

Here is an argument an egalitarian might make for voting rule A: voting

rule A is easily manipulable and guarantees all members of the committee

the ability to identify a strategic vote within a reasonable time frame, thus

keeping the playing field relatively level. Conversely, voting rule B, which

is hard to manipulate, poses challenges for both institutions but dispropor-

tionately favours the big technology firm, which has superior computational

resources. Although the big technology firm is not guaranteed to find a strat-

egy to misrepresent effectively, it still has a higher chance due to its greater

computational power.16 In effect, a higher computational complexity, under

the concern of differing skills, increases the inequality in manipulability be-

tween the members of the committee. The difficulty of finding an effective

strategy may lead to a lower expectation of submitted strategic votes, as

both institutions are now not guaranteed to find a way to do so. Yet, it

heightens the inequality of the opportunity to do so. While the Nitzan-Kelly

index does not directly account for the inequality in strategic voting abili-

ties among voters, a lower index reduces the upper bound on the number of

opportunities for manipulation, thereby indirectly mitigating potential dis-

parities. Thus, we should prefer voting rule A over voting rule B. It is less

vulnerable to the harms of manipulation.

To sum up, manipulation is a thick concept. For a metric to have any

16This is the case because computational complexity only tells us that it would take a
long time to guarantee finding a solution. Your odds still improve with the more compu-
tational resources as you can allocate more computational resources to trying to find a
solution.
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normative guidance, it needs to track a normative concern. There are dif-

ferent normative concerns about manipulation, which may make a difference

in which metric provides normative guidance. Unfortunately, this has been

overlooked by the literature so far. Merely a discussion about descriptive

idealisations cannot resolve the question which metric provides normative

guidance if there is potential for a difference in the normative evaluation of

manipulation. The question now left to answer is, given our analysis, what

should the literature on the manipulability of voting rules do? In the next

section, I will outline the options available.

3.7 The Case for a Plurality of Metrics

In this section, I want to outline the different responses one could take to

this issue and suggest that the best course of action is to develop multiple

metrics to assess the manipulability of voting rules. We have established that

manipulation via strategic voting can be evaluated along different values,

leading to different objects of normative concern. There are several ways

one could respond to the challenges that these different values may pose to

metrics of manipulability:

1. The literature could demonstrate that differing value judgements about

strategic voting do not translate into differences in measurement.

2. The literature could adopt one normative evaluation of manipulation,

disregarding others.

3. The literature could develop several metrics that suit different norma-

tive evaluations of manipulation.

The first claim one could make is that, even though the objective of normative

concern changes empirically, the objects of measurement remain correlated.

One might argue that despite the diversity in value judgements concerning
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strategic voting, these differences do not necessarily translate into differences

in how manipulability is measured. This approach suggests that different

normative concerns about voting may correlate with the same empirical ob-

jects of measurement. Thus, adopting new metrics for every value framework

might not be necessary. Similar to how descriptive models of voting do not

require a new model for every slight variation in target systems, it is plausible

that different evaluative frameworks could employ similar metrics.17

However, much like models that lose predictive accuracy when misaligned

with reality, we must be cautious about using normative models that diverge

too far from the values we care about. For instance, it may turn out that in

our target system the that the Nitzan-Kelly Index is a good predictor of how

often the election result is overturned and thus serves as a proxy for welfare

concerns. Such a claim that that differing value judgements about strategic

voting do not translate into differences in measurement is ultimately an em-

pirical one, and further research would be needed to confirm it. Given the

argument sketched above, I think it is questionable that this would be true

of every possible value judgement.

In the absence of such an empirical argument, the second stance one can

take is to adopt a value judgement on what makes manipulation via strate-

gic voting harmful. In the absence of the possibility of a value-free stance,

we cannot investigate the manipulability of voting rules without making such

a choice. There are two issues with this approach. First, the object of dis-

17There are various ways to justify voting, many of which are supported by formal results
about the outcomes that voting rules tend to produce. One such justification involves jury
theorems, which suggest that voting can, in theory, be the best means to achieve outcomes
where the result can be correct according to some standard (e.g., finding the most effective
medical intervention for a patient). However, these theorems typically do not account for
strategic voting. Assuming away the complexities of strategic voting can undermine the
justification for voting, particularly when that justification relies on the idealised outcomes
predicted by these theorems.
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agreement is the evaluation of a collective decision mechanism itself. If we

try to resolve these differences in value judgements by using a collective

decision mechanism—such as a certain voting rule—we are essentially em-

ploying the very object under dispute to resolve a normative disagreement

about its own evaluation. This introduces a circularity because we would be

using a contested collective decision mechanism to justify that very collec-

tive decision mechanism. Instead of neutrally arbitrating between different

value judgements, the mechanism already embodies certain normative as-

sumptions, which means the dispute is being “resolved” by the mechanism

we are trying to assess in the first place. Moreover, even if we were to ignore

it, it seems a very strong claim to make that voting always triggers the same

normative concerns. The same voting rule may be employed in political elec-

tions, hiring committees, and recommender systems. It would be peculiar

if we thought that what justifies a certain voting rule is the same across all

these applications.

The final, and in my view the most compelling, response is to develop mul-

tiple metrics that track different objects of normative concern. That is,

we need a kind of value pluralism in the development of metrics that mea-

sure the vulnerability to manipulation in voting rules. This does not, of

course, settle which values we engage with or which metrics we develop.

This idea is supported by arguments for pluralism in other domains, such

as well-being (Mitchell & Alexandrova, 2021) and social scientific indicators

(Thoma, 2024). In this pluralistic approach, metrics would be designed to

reflect the various value judgements about manipulation, capturing differ-

ent dimensions of the issue. There are various future questions about how to

implement value pluralism in measuring manipulability in voting rules. How-

ever, even before we are in a position to do this, there is much work to be

done on the normative evaluation of strategic voting, which is understudied

in philosophy and underappreciated in social choice theory. Developing a set
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of metrics that align with different normative concerns would offer a more

comprehensive and nuanced understanding of voting rule manipulability.

In the absence of empirical support for the first option, and given the lim-

itations of normative monism, metric pluralism emerges as the most viable

path forward. By developing metrics that reflect various legitimising con-

cerns about voting, we can ensure that the evaluative tools we use are robust

and reflective of the complexity of manipulability in voting rules.

3.8 Conclusion

To sum up, manipulation is a thick concept, and as such, it brings with

it all the usual complexities associated with measuring thick concepts. To

determine what justifies moving from a lower index (or classification) to a

normative evaluation of a target model, we must first understand why ma-

nipulation is considered a bad (or good) thing in the specific context. This

understanding is crucial in the development of tools used to assess our insti-

tutional designs. If we fail to consider the full range of normative concerns

that manipulation can raise, we risk creating assessment tools that only cap-

ture some concerns, leading to biased normative evaluations that favour those

concerns simply because they are easier to measure.

I have demonstrated how this oversight has led to misguided discussions

in the literature about measuring the vulnerability to manipulation in voting

contexts. The Nitzan-Kelly Index and the computational complexity ap-

proach are among the most widely used metrics in the literature, but they

can lead to different recommendations and rankings of voting rules. I have

shown that the disagreement between these metrics cannot be resolved by

merely pointing out the descriptive idealisations that each approach employs

in its models. Instead, we need to understand the specific normative concerns
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at play and assess how well each approach can track those concerns.

As efforts to reduce or prevent manipulation continue, it remains difficult

to determine whether these metrics are truly capturing what we value or

whether they address the conflicts of interest that arise when choosing one

method over another. To make progress, we need a clearer understanding of

manipulation and the normative role it plays in different institutional designs.
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4

A Heuristic Approach to

Manipulation: Simulating

Simple Strategic Voting

Abstract

The current approaches to studying strategic voting within social choice theory

often maintain very strong assumptions about rationality, which consequently

lead to implications about manipulation that are not necessarily generalisable

across all applications of social choice theory. In light of this, the chapter

aims to show that examining manipulation under the assumption of heuristic

voters can overturn the normative assessment of vulnerability to manipu-

lation. Through computer simulations, I demonstrate that more expressive

voting rules (i.e., voting rules that allocate more votes to voters) do not nec-

essarily lead to increased manipulation, contrary to the prevailing view in the

literature. Instead, when we drop the assumption that agents maximise utility

and adopt a satisficing approach, expressive voting rules can reliably result in

almost no manipulation at all. Thus, the frequently cited argument against

the implementation of more expressive voting rules, based on increased ma-

nipulability, rests on specific descriptive assumptions about voters.
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4.1 Introduction

While it can be rational from an individual perspective to misrepresent pref-

erences, from a social planner’s perspective it is usually undesirable. Why

this is the case can vary1, but certainly one reason is that the significance of

the result of an election may depend on voters having revealed their “true

preferences”.2 Thus, the question of how vulnerable a voting rule is to ma-

nipulation becomes an important question and feeds into our evaluation of

voting rules.

There is a variety of different voting rules to pick from, therefore when we

need to choose one, we typically want to establish two things. First, that

the voting rule aggregates the “right” subset of individual preferences. Dif-

ferent voting rules use different information of the preference rankings of the

voters, and there can be reasonable dispute over which information is ap-

propriate to use for aggregation. For instance we may think that we should

include the information of which option is disliked the most as it matters

that the elected option is not too polarising. However, one could also argue

that what solely matters is giving the majority their most preferred option

(i.e., majority rule).3 Second we usually want that the voting rule satisfies

desirable normative properties (e.g., Pareto Principle, Non-dictatorship). In

this context, the property that relates to our worry about strategic voting

is called strategy-proofness. Let me remind you that for a voting rule to

be strategy-proof, there has to be no preference profile at which the voting

1For a more in depth discussion see chapter 2 and chapter 3.
2See Bernheim (2016) for a sceptical take on the idea that agents have “true prefer-

ences”. Moreover it is well known that choices may not reveal preferences if agents have
false beliefs about the available options (see for instance Hausman, 2000). A more de-
tailed discussion of these issues is outside of the scope of this chapter. We assume that the
private information about valuation in combination with the agent’s other beliefs (true or
false) are what we intend to aggregate and thus what we need agents to express.

3For more examples which considerations may play a role to determine which informa-
tion we consider relevant see Risse (2009).
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rule is manipulable by some individual j. Manipulation here means that if

j misrepresents her preference the voting rule chooses an alternative that j

strictly prefers to the alternative that would win if j submitted her true pref-

erence. Since, strategy-proofness is not easy to obtain and conflicts with a

bundle of other desirable properties of voting rules the literature has worked

out more explicitly which trade-offs are required to establish strategy-proof

voting rules. For instance for a wide class of voting rules to be strategy-proof

some form of monotonicity (i.e., receiving more support from the voters is

always better for an option) and Independence of Irrelevant of Alternatives

(i.e. the group outcome over any two alternatives x and y depend only on the

individual preferences between x and y) need to be satisfied (see Sengupta,

1980). Another branch of the literature proposed different desiderata that

are suitable once one makes some additional assumptions about the voters.

Voters may not be able utilise the opportunity to manipulate due to a lack

of information (e.g., Myerson, 1979) or complexity boundaries (Bartholdi III

et al., 1989).

In what follows, I will assume that the primary concern of manipulabil-

ity is the overturning of the election result and examine the relationship

between more expressive voting rules and the likelihood of such overturn-

ing.4 See chapter 3 for a discussion why making normative commitments

underlying the evaluation of manipulability is essential to formulate a mea-

sure thereof. To examine the relationship between more expressive voting

rules and the likelihood of overturning the election result, it is necessary

to introduce certain assumptions regarding voter behaviour. In the existing

literature, game-theoretic models are commonly employed to capture how

voters strategise and form beliefs based on incomplete information. While

game theory provides a useful framework for modelling strategic interactions,

4For why this may be a reasonable concern in the context of strategic voting see chapter
3.
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it may not fully capture the behaviour of all voter types in every context.

Traditional game-theoretical models rely on assumptions such as common

knowledge of rationality, cardinal rankings, and utility maximisation. A

whole body of experimental data is now available that suggests that people

do not typically act in accordance with such game-theoretical predictions

but are rather “boundedly” rational. For an overview of the experimental

literature both confirming and disagreeing with analytical results from game

theory see Camerer (2011).

In the light of this, this chapter aims at starting with behavioural assump-

tions that are more directly informed by the empirical literature in political

science. It is well established in the political science literature that voters

make use of heuristics to deal with the complex information and decisions vot-

ing accompanies (see Popkin, 1995; Fiorina, 1981; Lupia, 1994; Sniderman,

Brody, & Tetlock, 1993; Dancey & Sheagley, 2013; Baldassarri & Schadee,

2006; McDermott, 2005; Lau & Redlawsk, 2006). Especially voting with

multiple votes can become cognitively complex fast (Darcy & Marsh, 1994)

and is hence prone to voters falling back on simpler rules. Following the em-

pirical literature, the model presented in this chapter focuses on a heuristic

meant to capture the fact that voters may rather satisfice than maximize

(Simon, 1955). This assumption has some claim to central importance be-

cause it is at the core of many heuristics as well as arguments for bounded

rationality (Gigerenzer & Gaissmaier, 2011; Aumann, 1997; Wheeler, 2020).

Satisficing here means that people look for an option that is good enough —

defined by their aspiration level — and then stick with the first option which

is above that level. In this chapter I work with a model simulating heuristic

voters in repeated elections, showing that more expressive voting rules (i.e.,

voting rules that give more votes to voters) do not usually lead to a higher

frequency of the election result being overturned. Many approaches in the

literature look at the manipulability of voting rules (Saari, 1992; Nitzan,
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1985; Kelly, 1993), inferring that a voting rule is more susceptible to ma-

nipulation based on the increased combinatorial possibilities of overturning

the election outcome. In what follows, manipulation is defined as the fre-

quency with which strategic voting alters the election outcome compared to

the result that would emerge if all voters cast sincere ballots. Thus, the nor-

mative concern extends beyond the mere existence of manipulation, focusing

instead on how often the election outcome fails to reflect the electorate’s true

preferences. To evaluate this, a model of individual voter decision-making is

required.

The results of the model demonstrate that introducing satisficing as a be-

havioural assumption can significantly alter the evaluation of voting rules

that allow voters to cast a relatively large number of votes. In particular,

the findings challenge the existing body of literature in social choice theory

(Saari, 1992), which suggests that more expressive voting rules (i.e., voting

rules that allocate more votes to voters) typically result in increased ma-

nipulation. Once the assumption of rational maximisation is abandoned in

favour of a satisficing approach, expressive voting rules can reliably lead to

minimal manipulation (i.e., overturning the “sincere” election result becomes

rare). This is crucial, as it has practical implications for which voting rules

should be selected. If we believe that voters are more likely to satisfice than

maximise, it may be that previous formal analyses of strategic voting fail to

capture what we ought to be concerned with—namely, reducing the likeli-

hood of overturning the “sincere” election result.
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4.2 Simple Strategic Voting - The Model

4.2.1 The Model in Relation to Previous Literature

While there is a substantial body of literature on voter heuristics, much

of it focuses on heuristics related to information processing or those that

structure preferences over candidates. Comparatively less research has been

devoted to understanding the heuristics involved in the actual process of

casting votes. To highlight a few exceptions, Meffert and Gschwend (2007)

argue that voters may cast an insincere vote if they want to keep a party

over a certain threshold under which they do not find representation in par-

liament even though this party does not rank first in the voter’s preference

ranking. Fiorina (1981) argues that if voters are satisfied with the candidates

in power, they keep voting for them and otherwise shift their votes for the

opposition.

The use of simple rules as strategies is also familiar in evolutionary game

theory where a whole population of agents often executes certain strategies

which sometimes can be described as heuristics in the above-mentioned sense.

In the process of applying game theory to biology, assumptions such as ideally

rational agents have been modified to better fit non-humans. In order to meet

critiques of traditional game theory these changes were later imported back

to economics and other social sciences to better model dynamic games and

bounded rationality (see Hofbauer & Sigmund, 2003; D. Friedman, 1991).

There are also a few applications of evolutionary game theory to voting. Yet

they tend to concentrate on voting participation (Sieg & Schulz, 1995; Con-

ley, Toossi, & Wooders, 2006). In the context of evolutionary game theory, a

heuristic that can capture aspiration levels is called Win-Stay Loose-Switch

(WSLS). WSLS is a simple, yet effective strategy known for outperforming

Tit for Tat in repeated prisoner dilemmas with a noisy environment (Nowak
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& Sigmund, 1993). WSLS is a variation of a so-called trigger strategy with

a memory of one. The model in this chapter will concentrate on repeated

voting with voters using variations of WSLS. Agents using a WSLS will con-

tinue to perform an action if the previous outcome was successful and switch

their action if the outcome was not. What is considered successful, or a

“win” can vary depending on their aspiration level. There is evidence that

WSLS fits a lot of behaviour outside of voting quite well. That is, in certain

circumstances it can better describe how agents behave than more complex

decision mechanisms such as maximisation or more complex learning mech-

anisms such as reinforcement learning (see Otto, Taylor, & Markman, 2011;

Worthy, Hawthorne, & Otto, 2013; Wang, Xu, & Zhou, 2014). Therefore,

WSLS is one of the simplest plausible strategies of voting which deviates

from sincere voting and incorporates aspiration levels and, thus, will serve

as a starting point in this chapter to study the effects of satisficing as a

behavioural assumption in voting.

4.2.2 Interpretation of the Model

Voting is often modelled as a one-shot game, and consequently the analysis of

strategy-proofness is usually formulated in terms of a one-shot game. How-

ever, repeated voting has a couple of interesting interpretations and gives

time for voters to learn over time. For instance, elections that may appear

to be isolated incidents can be viewed as repeated events, assuming stable

preferences. Alternatively, some voting processes involve a dynamic expres-

sion of opinions on options, coupled with the updating of beliefs about how

other voters will behave. The following examples illustrate scenarios that can

be modelled using the mathematical framework introduced in the next sec-

tion. One interpretation of repeated voting under a stable preference profile

is a recurring event where preferences over options remain unchanged. For

example, consider repeatedly going to lunch with the same group of people

(e.g., at a conference) and voting to decide the venue. If you have a gluten
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intolerance or follow a vegan diet, repeated interactions would reflect your

satisfaction with restaurant choices that accommodate these dietary prefer-

ences. Similarly, consider elections over a lifetime where a population votes

based not on specific candidates but on ideological alignment. In this case,

the model may describe partisan voters who consistently support their party

(or parties) in repeated elections, without concern for the individual candi-

date representing the party.

Another noteworthy interpretation of repeated voting is that election-labelled

events can capture the dynamics of belief formation leading up to a single

election. In this case, the model reflects only one actual election, but re-

peated voting illustrates how voters adjust their decisions based on periodic

polling data. Thus, repeated voting shows how polls influence the final out-

come, as voters base their decisions in the upcoming election on the latest

available poll, which in turn is shaped by prior polling results. To illustrate

how an individual voter may vote, imagine there being three parties A, B and

C. You have the following preference order over these parties A ≻ B ≻ C.

You would be satisfied if either A or B would be elected. If asked who you

would vote for if this Sunday were the election you say A. On Monday, you

learn that if the previous Sunday’s election had been held, candidate C would

have won. When asked again who you would vote for if the election were this

coming Sunday, you decide to switch your vote to B. The following Monday,

you read that if the election had taken place the previous Sunday, candidate

A would have won. You continue voting for B until C wins again, at which

point you switch your vote once more. With these possible interpretations

in mind, let us go into more details regarding the model.

4.2.3 A Closer Look at Voter Behaviour

To test whether adding votes will lead to more manipulation the model will

use different variations of k-approval voting rules. That is voters cast all
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together k votes with the limitation that they can at most cast one vote per

option.

Voters in this model will vote one hundred times. In their first round, all vot-

ers will start with voting sincerely, reflecting a disposition to vote sincerely if

not given a reason to do otherwise. All voters will vote simultaneously and,

after each round, receive information on which option was selected. Then

based on whether they are satisfied with that chosen option or not, they will

change the selection of options they vote for. More precisely in this model,

they will stop voting for their lowest-ranked option they previously voted

for and cast that vote randomly to someone else. This, of course raises the

question why we should model voters to switch their votes in this way. It

may seem counterintuitive that, in the scenario above, someone might vote

for candidate C, even when they rank C the lowest. However, there are sit-

uations where doing so could be advantageous, making it difficult to dismiss

the possibility of voting for one’s least preferred option. This approach to

modelling vote changes offers one distinct advantage: it prevents voters, after

several iterations, from failing to vote for any candidate with whom they are

satisfied. Additionally, it ensures that voters experiment with votes that re-

flect their least preferred choices. Prima facie, although not directly implied

by the model, one might speculate that voters possess a disposition to vote at

least partially sincerely when possible. While it would be valuable to explore

different methods of vote selection and casting in an extension of the model,

this is unfortunately beyond the scope of this chapter. A key assumption

tested later in this chapter is the extent to which voters may change their

vote.

Let me illustrate how these behavioural assumptions play out with several

voters in a simple example. Assume that there are 4 options A, B, C, and D,
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and 4 voters with the following strict preferences: 5 Assume that there are

4 options A, B, C, and D, and 4 voters with the following strict preferences:

Rankings Number of Voters
A ≻ B ≻ C ≻ D 2
B ≻ C ≻ D ≻ A 1
D ≻ B ≻ A ≻ C 1

Table 4.1: Voter preferences and rankings

Additionally, assume, for this example, that the voters only consider it a

“win” if their favourite option is elected. The tables below illustrate the

change from the first to the second round of voting for the above preferences.

For simplicity, the table includes only three versions of k-approval voting

rules: Plurality (k = 1), Vote-for-Two (k = 2), and Minus (N-1) with N

describing the number of options.

Generally, to cast N − 1 votes is equivalent to casting a vote against one

option. That is, for four options whether A, B, and C all receive one vote

and D none, or A, B, and C receiving no vote and D a negative vote, is

mathematically equivalent. Thus, instead of 3 positive votes in the case of

four options, Minus is illustrated by one negative vote.

The table below shows how many votes an option receives in the first round

when everyone votes sincerely and the expected votes an option receives in

the second round. The expected votes are broken down into multiple parts i.)

the votes an option will receive for sure, ii.) the number of votes which can

potentially be cast for the option, and iii.) the chance for a vote to be cast

on that option. While the expected number of votes can include fractions,

the actual resulting votes can only be an integer. The next two columns in

the table show the expected change of the elected option and the possible

5See https://github.com/belewo/WSLS voting for supplementary material for the
following simulation work.
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changes, respectively.

Voting Rule Round 1 Round 2 Expected Change of Winner Possible Winner
Plurality A: 2 A : 2 + 2 * 1

3
A → A A, C

B: 1 B : 0 + 1 * 1
3

C: 0 C : 0 + 2 * 1
3

D: 1 D : 0 + 1 * 1
3

Vote-For-Two A: 2 A : 2 + 1 * 1
2

B → A/C A, C, D
B: 4 B : 1
C: 1 C : 1 + 3 * 1

2

D: 1 D : 1 + 2 * 1
2

Minus A: -1 A : -1 - 3 * 1
3

B → D A, B, C, D
B: 0 B : 0 - 3 * 1

3

C: -1 C : 0 - 2 * 1
3

D: -2 D : 0 - 1 * 1
3

Table 4.2: Example: Change of Votes

For Plurality, we can see that even though A wins in the first round and

is also expected to win in the second round C could also win in the second

round. In contrast, while D could win under Vote-For-Two the expected

winner in the second round is A or C. While B could get at most 1 vote

and, hence, would always lose against A who is guaranteed 2 votes in round

2, C could potentially get 4 votes and A could get 3 votes. That means

that the winner that would have won under sincere voting will certainly not

be elected in the second round under Vote-For-Two, while for Plurality the

sincere winner is expected to win in the second round. Under Minus, the

sincere winner is B and B could possibly win in the second round. However,

the expected winner is A and not B. Thus, the sincere winner is not expected

to win but possibly could.
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4.3 Results

In the above table, we assumed that voters care only about their top-ranked

option and observed significantly different expectations across voting rules

regarding whether the sincere winner ‘survives’ the first round. Let us see

how these results hold when we draw from random preference profiles. The

below table shows the average results from 500 different preference profiles

for which every voter votes 100 times respectively. If we run the simulation

for 100 voters and draw from a uniform distribution over all preference pro-

files we see that Plurality is almost always electing the sincere winner, while

Vote-For-Two is in over half the cases electing an option that wouldn’t have

won if everyone had voted sincerely. Minus does considerably better than

Vote-For-Two but is still far away from almost always electing the sincere

winner as Plurality does.

Yet, these results change once we assume that voters are not just satis-

Voting Rule Percentage of Sincere Winner Elected
Plurality 99.8
Vote-For-Two 44.3
Minus 87.4

Table 4.3: Satisfaction Threshold 1: k-Approval and percentage of sincere
winner elected

fied with their top-ranked option but also with their second-ranked option.

Then, Vote-For-Two and Plurality both almost always elect the sincere win-

ner, and Minus improves significantly as well. Interestingly, Vote-For-Two

had the worst percentage of electing the sincere winner and now ties for

the best percentage. This already shows that it matters which satisfaction

threshold we ascribe to voters.

If we shift the threshold of satisfaction one option further, i.e. voters are

satisfied with anyone as long as their last-ranked option is not chosen, Minus
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Voting Rule Percentage of Sincere Winner Elected
Plurality 99.9
Vote-For-Two 99.9
Minus 100

Table 4.4: Satisfaction Threshold 2: k-Approval and percentage of sincere
winner elected

always elects the sincere winner. These results hint at a connection between

Voting Rule Percentage of Sincere Winner Elected
Plurality 98.6
Vote-For-Two 99.9
Minus 100

Table 4.5: Satisfaction Threshold 3: k-Approval and percentage of sincere
winner elected

the satisfaction levels of voters and the effects of insincere voting.6 In our

case, k-approval voting would reflect the number of votes each voter wishes

to cast regardless. However, note that not all voting rules elect the sincere

winner more often once voters are satisfied with more options. Plurality

elects the sincere winner less often if voters are satisfied with any of their top

three ranked options. Generally, it makes sense to expect a tendency that

voting rules are more stable, i.e., electing more often the sincere winner, as

the satisfaction threshold increases. Hence, we should also expect that the

differences in the percentage of electing the sincere winner between voting

rules tend to shrink.

For instance, for satisfaction threshold 1, the percentages of electing the

sincere winner ranged from 99.8% (Plurality) to 44.3% (Minus). In the third

condition, with the satisfaction threshold set to 3, the difference between the

6Such a connection is not novel in the literature. When voters’ preferences are dichoto-
mous—i.e., they divide the alternatives into two indifference classes: preferred and not
preferred—approval voting is strategy-proof, giving each voter an incentive to vote for
precisely their preferred alternatives (Brams & Fishburn, 1978)
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best and worst-performing voting rules is merely 1.4% (Plurality 98.6% and

Minus 100%). This makes sense as the set of options a voter is satisfied with

grows as the threshold increases. Thus, we expect voters to be generally

more satisfied with the result of the election. Yet, this does not automati-

cally mean that every voting rule will elect the sincere winner more often as

the threshold increases. As we see with Plurality, it performs best when the

satisfaction threshold is set to one (99.9%) and elects the sincere winner less

often as the set of options a voter is satisfied with grows (99.8% and 98.6%).7

Consequently, we might want to consider another factor that drives the per-

centage of the sincere winner up for Vote-For-Two and Minus. Under the

same preference rankings, voters are satisfied with different sets of options if

the threshold of satisfaction is changed. If voters are only satisfied with their

first ranked option, then under sincere voting Plurality picks out whichever

option is most often first ranked. Hence, in the first round the biggest chunk

of voters will be satisfied with the elected winner and thus the biggest chunk

of voters is not incentivised to change to insincere voting. For four options

that means that at least a quarter of the voters will not change their vote.

Given that voters are satisfied with either their first ranked option or their

second-ranked option, Vote-For-Two elects the option which is most often in

the first or the second rank among all voters, i.e., in the case of four options

at least 50 percent will not want to switch to insincere voting in the second

round. Also, under Plurality the number of the voters that are satisfied with

the winner of the first round increases but it will be somewhere between a

25 percent of the voters and up to the percentage that are satisfied with the

Voting-For-Two sincere winner. Yet, the number of voters that are satisfied

with the Plurality sincere winner can never exceed the amount of voters that

are satisfied with the Vote-For-Two sincere winner (note that sincere winner

7Note, however, that running these simulations was very computationally demanding.
The results presented are thus averages over only 500 runs, and the exact figures should
not be interpreted too strictly.

122



can be the same). Hence, every k-approval voting rule has a “matching”

variant of the WSLS heuristic, for Plurality (k=1) it is the WSLS heuristic

with the satisfaction threshold 1 for Vote-For-Two (k=2) the WSLS heuristic

with the satisfaction threshold 2, and for Minus (k=N-1) the WSLS heuristic

with the satisfaction threshold (N-1).

To demonstrate this hypothesis let us scale up the simulation. We now

test elections with 5, 6, 7, 8, 9, and 10 options and include k-approval vot-

ing rules with k=1, k=2, k=3, k=4, and k=N-1. Again, the population will

consist out of 100 voters whose preference rankings are generated from an

impartial culture. If we fix the satisfaction threshold at 1 for the population,

so that every voter is merely satisfied with their first-ranked option we get

the following result. Note that the category k=4, N=4 would trivially always

be 100 percent, as everyone is always satisfied with every option. Instead of

putting 100 percent in there, this category is denoted by a “/”. Moreover,

note that k=3 and k=N-1 and k=4 and k=N-1 under N=4 and N=5 are the

same respectively.

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 99.9 100 100 99.8 100 100 100
k=2 44.8 37.8 31.9 30.0 16.4 28.6 16.1
k=3 87.4 31.1 28.7 25.7 18.5 26.3 36.0
k=4 / 70.9 24.6 30.2 36.9 29.3 47.9
k=N-1 87.3 70.9 53.0 20.8 13.5 12.7 10.9

Table 4.6: Satisfaction Threshold 1: k-Approval and percentage of sincere
winner elected

We can see that Plurality is by far the most stable (i.e. most often elects the

“sincere” winner) voting rule and almost always elects the sincere winner.

The percentage of electing the sincere winner ranges from 10.9 % (k=N-1,

N=10) to 100 % (k=1, N=5,6,8,9,10). However, as suggested by our exam-

ple from above these results change quickly once we change the satisfaction

123



threshold to 2.

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10

k=1 99.9 100 100 97.0 99.9 98.2 100

k=2 100 100 99.9 100 100 99.5 100

k=3 96.3 34.2 32.4 23.7 31.5 36.6 31.9

k=4 / 97.8 36.7 37.5 22.4 27.4 63.4

k=N-1 96.3 97.8 91.8 83.5 36.1 47.3 32.3

Table 4.7: Satisfaction Threshold 2: k-Approval and percentage of sincere

winner elected

With the satisfaction threshold set to 2 we see that all voting rules elect more

often the sincere winner with the exception of Plurality. However, the de-

crease in percentage is slight. The difference between the voting rules shrinks

now from 31,5 (k=3, N=7) and 100 (k=1, N=5,6,10; k=2, N=4,5,7,8,10).

Most notably, now Vote-For-Two is electing most often the sincere winner,

while Plurality is still close but elects less often the sincere winner. Below are

the results once we move the satisfaction threshold to 3, 4, and N-1 meaning

that voters are satisfied with anyone who they rank second and above, third

and above, and so on.

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10

k=1 100 99.3 99.1 99.3 99.3 99.5 99.2

k=2 100 100 100 99.3 100 99.8 100

k=3 100 100 100 100 100 100 99.3

k=4 / 97.2 43.9 49.1 48.6 46.8 40.3

k=N-1 100 97.2 98.3 95.8 93.7 86.5 81.1

Table 4.8: Satisfaction Threshold 3: k-Approval and percentage of sincere

winner elected

We can now confirm that there is a tendency for all tested voting rules to

become more stable once the satisfaction threshold includes a bigger sub-
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k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 100 100 99.9 99.3 98.7 99.5 99.4
k=2 100 100 100 99.2 99.6 99.8 99.2
k=3 100 100 100 98.3 99.9 100 100
k=4 / 100 100 100 100 100 100
k=N-1 100 100 99.5 97.1 93.0 90.2 91.6

Table 4.9: Satisfaction Threshold 4: k-Approval and percentage of sincere
winner elected

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 98.4 100 99.6 94.4 96.9 97.9 97.8
k=2 99.8 100 99.9 99.8 97.1 99.8 99.2
k=3 100 98.8 97.4 97.1 99.9 98.8 98.7
k=4 / 100 100 98.2 98.5 99.9 99.3
k=N-1 100 100 100 100 100 100 100

Table 4.10: Satisfaction Threshold N-1: k-Approval and percentage of sincere
winner elected

set of voters ranking. Yet, no voting rule always delivers the best result in

terms of electing the sincere winner. Our other hypothesis that there is a

meaningful relation between voting rules picking up the “relevant” subset of

options and these voting rules being stable seems to hold as well. More so,

it seems that the voting rules that allow voters to exactly vote for the subset

of options they are satisfied are most often elects the sincere winner. An

explanation for this seems to be that if voting rules elect the options most

voters are satisfied with, this reduces the number of voters that are switching

to misrepresenting preferences.

One could criticise that in the results presented above the voters are only

allowed to change one vote of their available votes and one would expect dif-

ferent results for the voting rules that allow for relatively many votes if voters

could change more than one vote. While a certain limitation of votes chang-

ing might be psychologically plausible, there is not much reason to assume
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why that limitation should be at one vote. Hence the next result repeats the

simulation under the same conditions as from above but voters change two

votes instead of one vote if their voting rule permits them to. That means

that if voters are unsatisfied with the option elected, they will select among

the options they voted for last time, the two options they rank lowest and

cast them randomly to other options.

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 100 100 100 100 100 100 99.7
k=2 100 99.7 98.1 98.9 98.9 99.1 96.8
k=3 97.2 25.4 23.3 32.6 25.9 20.2 96.8
k=4 / 93.3 34.8 21.8 14.7 14.2 29.8
k=N-1 97.2 93.3 69.6 39.4 20.3 15.9 12.2

Table 4.11: Satisfaction Threshold 1 II: k-Approval and percentage of sincere
winner elected

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 100 99.9 100 100 100 100 100
k=2 100 100 100 100 100 100 100
k=3 100 98.6 98.2 98.7 98.3 98.2 98.4
k=4 / 99.3 18.4 14.8 17.1 17.6 28.2
k=N-1 100 99.3 94.0 89.2 80.1 67.5 52.9

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10

k=1 100 100 100 100 100 99.7 100

k=2 100 100 100 100 100 99.7 100

k=3 100 100 100 100 100 100 100

k=4 / 100 98.5 98.9 98.5 98.6 98.1

k=N-1 100 100 93.2 91.2 82.6 80.2 79.9

Table 4.14: Satisfaction Threshold 3 II: k-Approval and percentage of sincere

winner elected
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Table 4.12: Satisfaction Threshold 3 II: k-Approval and Percentage of Sincere
Winner Elected

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10
k=1 100 100 100 100 100 99.7 100
k=2 100 100 100 100 100 99.7 100
k=3 100 100 100 100 100 100 100
k=4 / 100 98.5 98.9 98.5 98.6 98.1
k=N-1 100 100 93.2 91.2 82.6 80.2 79.9

Table 4.13: Satisfaction Threshold 2 II: k-Approval and percentage of sincere
winner elected

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10

k=1 99.8 99.7 98.6 99.6 98.1 99.2 100

k=2 100 100 100 100 100 99.8 100

k=3 100 100 100 100 100 100 100

k=4 / 100 100 100 100 100 100

k=N-1 100 100 98.8 97.9 94.7 89.0 85.5

Table 4.15: Satisfaction Threshold 4 II: k-Approval and percentage of sincere

winner elected

k-Approval N=4 N=5 N=6 N=7 N=8 N=9 N=10

k=1 99.5 100 98.6 95.9 98.2 95.1 96.4

k=2 100 100 100 99.5 99.3 98.1 99.9

k=3 100 99.6 99.3 98.5 100 98.7 99.5

k=4 / 100 100 98.4 98.7 99.2 96.2

k=N-1 100 100 100 100 100 100 100

Table 4.16: Satisfaction threshold N-1 II: k-Approval and percentage of sin-

cere winner elected

While generally, for some of the voting rules the percentage changes with

which they elect the sincere winner certain key lessons do not. Hence, we
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may conclude with the following three key lessons from these simulations:

Lesson 1: No k-approval voting rule is always, i.e., across all satisfaction

thresholds, most stable or always least stable.

Lesson 2: No (non-trivial k = N) satisfaction threshold makes every k-

approval voting rule most stable to strategic voting.

Lesson 3: The combination of satisfaction threshold and k-approval voting

rule counts. Each satisfaction threshold has a matching k-approval voting

rule that is most stable for that satisfaction threshold. Moreover, the per-

centage of electing the sincere winner is about the same for each matching

pair.

A natural question emerging from the simulation results concerns their gen-

eralisability. It is expected that the proportion of elections in which the

sincere winner is selected will vary with the distribution of preference pro-

files under a given voting rule. However, the qualitative insight appears

robust: specific satisfaction thresholds correspond to particular k-approval

voting rules. This correspondence holds because each satisfaction threshold

has a matching k-approval rule that selects the sincere winner who satisfies

the greatest number of voters at that threshold. This relationship is indepen-

dent of other assumptions that might be introduced. Whether this matching

rule consistently emerges as the most stable option likely depends on the

preference profile distribution and the strategies voters use to switch their

votes. Nevertheless, the fact that a significant proportion of voters will not

seek to switch their votes in the initial round suggests that such a rule would

generally exhibit a degree of stability and thus elect more often the sincere

winner.
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4.4 Conclusion

When selecting a voting rule, we typically aim to ensure that the chosen rule

satisfies desirable normative properties. If lesson 3 generalises beyond this

simulation, there is an interesting connection between aggregating the “right”

subset of individual preferences and minimising successful strategic voting.

Since voters operate with satisfaction thresholds and are not maximisers, it

seems reasonable to argue that the appropriate subset to aggregate consists

only of the options that voters are satisfied with. This approach maximises

the number of voters satisfied with the election outcome. The simulation re-

sults show that when a voting rule aggregates these satisfaction-based prefer-

ences, it consistently minimises manipulation compared to other k-approval

voting rules.

Hence, I propose that an interesting takeaway from this simulation is that,

to the extent we believe satisfaction is linked to strategic voting, if a voting

rule elects an option that many voters are satisfied with, we can expect fewer

instances of strategic voting. This conclusion is based on the assumption

that satisfaction levels and strategic voting are related, though not neces-

sarily as closely as in this model. The model discussed in this chapter has

several limitations, and there is ample room for extension. For example, one

could introduce varied satisfaction thresholds to allow for more sophisticated

strategic voting, where voters cast votes randomly but not uniformly across

their options. Additionally, further exploration of how voters might change

their votes could be pursued. For instance, one approach could involve vot-

ers casting votes randomly but always selecting their highest-ranked option.

Different information states could also be introduced, with voters reacting to

these states in varied ways. Beyond that, one could employ entirely different

classes of heuristics or adjust the number of strategically cast votes. While

the real-world dynamics are more complex than those captured in this model,
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the key insight is that if a voting rule captures meaningful compromise, the

good news is that we can achieve greater stability against strategic voting at

a relatively low cost. In other words, this stability may come more easily if

satisfaction and strategic voting are indeed linked.

Generally, I take the results of these simulations to highlight the impor-

tance of considering empirical evidence when studying manipulation in order

to make descriptively adequate assumptions about voters. The results show

that the widespread assumption that more votes lead to a higher frequency of

the election result being overturned does not necessarily hold. To analyse the

threat of manipulation, we need an accurate model of voter behaviour. There-

fore, recommendations for voting rules should potentially vary on grounds of

the election context, the type of voters. Only by addressing what constitutes

a descriptively accurate model of voter behaviour can we formulate sound

normative recommendations concerning manipulation. The previous chapter

underscored the significance of normative assumptions in assessing the vul-

nerability to manipulation. This chapter aims to stress the importance of

descriptive assumptions in this endeavour.
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5

Conclusion

In conclusion, this thesis seeked to bridge critical gaps in the applications of

the verdicts of social choice models. By examining the interplay between in-

dividual decision-making processes and the design of collective decision mech-

anisms, the thesis underscored the necessity of aligning social choice models

more closely with the complexities of their target systems. The investigation

reveals that abstracting away from individual behavioural does not always

enhance the generality of models; instead, it can render them inapplicable

or even misleading when applied to concrete social systems. Another key

insight argued for across the chapters of this thesis is that the normative

assumptions in social choice models require careful scrutiny, as they shape

both the design and evaluation of collective decision-making mechanisms.

The thesis demonstrated the need for ongoing philosophical engagement with

social choice models, not only to refine the models but also to ensure that

they continue to serve as effective tools for guiding collective decision-making.

By integrating insights from philosophy of science, economics, computer sci-

ence, psychology, and political science, this thesis not only critiques existing

models but also proposes pathways for developing more robust and appli-

cable social choice mechanisms. It calls for a more nuanced approach that

carefully considers the underlying assumptions about individual voters and
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the normative goals of collective decision-making processes.

Future research could explore the impact of new descriptive and norma-

tive assumptions employed in the various emerging fields that apply social

choice models, such as computational social choice, artificial intelligence, and

multi-agent systems. These disciplines bring fresh perspectives on individual

behavioural, often involving algorithmic agents, and decentralised systems

that challenge traditional assumptions of voter rationality. Additionally, ex-

tending the analysis of manipulability beyond voting rules to other collective

decision mechanisms—such as matching markets, auctions, and cooperative

games—offers a rich avenue for exploration.
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Barberà, S., Gul, F., & Stacchetti, E. (1993). Generalized median voter

schemes and committees. Journal of Economic Theory , 61 (2), 262–

289.
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Appendix

A.1 MFC, Honesty, and EU-maximisation Guar-

antee Voter Competence

Proof. Assume, without loss of generality, that 1 is the true state of the world.

We know that if pi(T ) = 0.5 then EUi(Vi = T ) = 0 and EUi(Vi = F ) = F .

Hence if pi(T ) > 0.5 then EUi(Vi = T ) > EUi(Vi = F ). We know from

MFC that if X = T , Pr(pi(T ) > 0.5|X = T ) > 0.5. Thus, this simple model

guarantees voter competence.

A.2 Under SMFSC, Γ-Maximin Guarantees

Voter Competence

Proof. Without loss of generality, assume that X = T . If any voter i uses Γ-

Maximin we know that forD = {T, F}, for any voter i, whenever EUiPi
(T ) >

EUiPi
(F ), then Vi = T . Since P(T ) is a convex set of probabilities, we

only need to use the extreme points Pi(T ) and Pi(T ) to find EUiPi
(T ) and

EUiPi
(F ). In combination with the utility assumption that for any voter i,

Ui(T, T ) = Ui(F, F ) = 1, and Ui(T, F ) = Ui(F, T ) = −1, we have:

EUiPi
(T ) = min{Pi(T )− (1− Pi(T )), Pi(T )− (1− Pi(T ))}
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EUiPi
(F ) = min{−Pi(T ) + (1− Pi(T )),−Pi(T ) + (1− Pi(T ))}

Because Pi(T ) ≤ Pi(T ), we can write:

EUiPi
(T ) = Pi(T )− (1− Pi(T ))

EUiPi
(F ) = −Pi(T ) + (1− Pi(T ))

Thus, for any voter i, if Pi(T ) > 1− Pi(T ), it follows EUiPi
(T ) > EUiPi

(F )

and it follows that Vi = T . By SMFSC, for any voter i, Pr(Pi(T ) > 1 −
Pi(T )) > 0.5, thus for any voter i, Pr(EUiPi

(T ) > EUiPi
(F )) > 0.5 and

it follows that Pr(Vi = T ) > 0.5. Therefore, voters are guaranteed to be

competent.

A.3 Under SMFSC, E-admissibility Does Not

Guarantee Voter Competence

Proof. Without loss of generality, assume that X = T . If every voter i uses

E-admissibility, we know that for D = {T, F}, for any voter i whenever for

every pi(T ) ∈ Pi(T ), EUpi(T )(T ) > EUpi(T )(F ), then Vi = T .

Moreover, for pi(T ) = 0.5, EUpi(T )(T ) = EUpi(T )(F ) = 0, and thus Vi = F

or Vi = T . Also, for pi(T ) < 0.5, EUpi(T )(T ) < EUpi(T )(F ), and thus Vi = F .

Furthermore, for pi(T ) > 0.5, EUpi(T )(T ) > EUpi(T )(F ), and thus Vi = T .

Since for every pi(T ) ∈ Pi(T ), it is the case that pi(T ) ≥ Pi(T ), and it follows

that if EUPi(T ) > 0 for every voter i, then Vi = T . However, if EUPi(T ) ≤ 0,

it may be that Vi = F . Thus, if and only if Pi(T ) > 0.5, it is guaranteed

that Vi = T . It follows that to guarantee Pr(Vi = T ) > 0.5, Pr(Pi(T ) >

0.5) > 0.5. Yet, SMFSC only guarantees Pr(Pi(T ) > 1−Pi(T )) > 0.5, which

is compatible with Pr(Pi(T ) > 0.5) = 0. Thus, voter competence under

SMFSC is not guaranteed.
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A.4 Under MFSC, if Voters Can Abstain, Γ-

Maximin Can Retrieve Epistemic Bene-

fits of Voting

Proof. Assume without loss of generality that X = T . Then, if every voter

i uses Γ-Maximin for D = {T, F,A}, then Vi = T , whenever EUiPi
(T ) >

EUiPi
(F ) and EUiPi

(T ) > EUiPi
(A). Similarly, if EUiPi(T )

(F ) > EUiPi
(T )

and EUiPi
(F ) > EUiPi

(A), then for any voter i, Vi = F.

We already know that

EUiPi
(T ) = Pi(T )− (1− Pi(T ))

EUiPi
(F ) = −Pi(T ) + (1− Pi(T ))

EUiPi
(A) = 0

Now consider that Pi(T )− (1−Pi(T )) > 0 only if Pi(T ) > 0.5. Similarly,

−Pi(T ) + (1− Pi(T )) > 0 only if Pi(T ) < 0.5. Thus the following holds:

optEUiPi
(D) =



{T} if Pi(T ) > 0.5

{F} if Pi(T ) < 0.5

{F, T,A} if Pi(T ) = Pi(T ) = 0.5

{A} otherwise

MFSC guarantees that Pr(Pi(T ) > 0.5) > Pr(Pi(T ) < 0.5), and it fol-

lows that Pr(Vi = T ) > Pr(Vi = F ), and thus generalized voter competence

is guaranteed (i.e., c > 0.5). Abstaining does not increase the votes for ver-

dict T and also not for verdict F . Thus, as long as Pr(Vi = T ) > Pr(Vi = F ),

it will be the case that by the law of large numbers, as the number of vot-

ers approaches infinity, almost surely
∑

Vi = T >
∑

Vi = F , and thus the
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election outcome is almost surely T .
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