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Abstract

High-dimensional time series are increasingly ubiquitous, which leads to an urgent
need for statistical methodologies correspondingly. The emergence of tensor time
series, where data are arranged as general tensors (e.g. vectors, matrices) at each
timestamp, poses new challenges to researchers and practitioners. This thesis sheds

light on time series analysis from factor modelling to spatiotemporal analysis.

First, we explore how to estimate the factor structure in a tensor factor model
with missing data and weak factors. With a rank estimator proposed, we introduce
an imputation procedure by leveraging all estimators and discuss how to perform
practical inference. We elaborate on the performance of our method with two real

data examples on portfolio returns and national economic indicators, respectively.

We also attempt to answer a fundamental question on tensor factor modelling:
can we test if a factor structure is violated on a given tensor time series while
preserved on the flattened series? Generally put, we are interested to understand
whether the factor structure is mode-related or not. We formulate the testing prob-
lem and provide a residual test with theoretical guarantees, followed by extensive

data examples.

For matrix time series, we design a factor model with time-varying main effects
in addition to a common component to disentangle row and column information of
the observed matrix. It assumes a more general structure than the prevalent matrix
factor model with Tucker decomposition in the common component governing only
the “joint” effect. We establish theories for statistical inference and propose a test
on the necessity of our model. We apply our model to study a set of taxi traffic

data and discover an “hour” effect within.

Lastly, we contribute to the field of spatial econometrics by presenting a spatial
autoregressive model with time-varying spatial weights, featuring the spill-over ef-
fects among cross-sectional units contemporaneously in the observed vector time
series. We circumvent the difficulty of selecting spatial weight matrices by pe-

nalised estimation. A set of industrial profits is analysed through our approach.
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Chapter 1
Introduction

Large dimensional panel data is easier to obtain than ever thanks to quickly evolving computa-
tional technology and more diverse platforms. Due to the nature of time series data, method-
ologies particularly designed for independent data could give misleading conclusions. This has
motivated an active field of research to understand the dynamics of observed time series in the
presence of temporal and cross-sectional dependence.

One prominent approach is factor modelling which attributes the dependence within data
sets to only a few factors, i.e., the observed time series is assumed to be driven by latent factors
with a much smaller dimension (e.g. Chamberlain and Rothschild, 1983; Stock and Watson,
1998; Bai and Ng, 2002; Onatski, 2009; Lam et al., 2011; Zhang et al., 2024a). This is often
promising due to large data dimensions or the nature of data per se. While factor analyses have
been well developed for vector-valued time series, researchers nowadays have opened up to
studying generally multi-way time series, namely tensor-valued time series, which can be seen
as a generalisation of vector time series. Through exploiting the tensor structure of observed
data, instead of stacking them into vectors, more in-depth analyses can be available to retrieve
mode-wise information. For instance, Chen et al. (2022a) studies the monthly import-export
volume of products among different countries by proposing a tensor factor model based on
Tucker decomposition; Lettau (2022) applies both CP and Tucker decompositions to study mu-
tual fund characteristics; Guan (2024) adapts CP decomposition in immunological and clinical
studies; Liu et al. (2022) applies tensor PCA to study the spatiotemporal patterns in human
brains, to name but a few works.

Another useful methodology among others is spatiotemporal modelling, which reads cross-
sectional dependence as different kinds of spatial relations (e.g. Anselin, 1988; LeSage and
Pace, 2009). In other words, it is desirable to learn the interaction between individual units and
their neighbourhoods. One general form to describe spatial dependence is spatial autoregres-
sive models. A large body of literature focuses on how to specify appropriate spatial weight

matrices, which can be difficult in practice. See e.g., the development in Sun (2016), where



2 Chapter 1. Introduction

a spatial autoregressive model with nonparametric spatial weights is leveraged to analyse na-
tional economic growths; Lam and Souza (2020) and Higgins and Martellosio (2023) propose
to use a linear combination of multiple spatial weight matrices with constant coefficients.
This thesis contains two parts, respectively addressing the two fields discussed above. The
first part (Chapter 3—-5) consists of three projects spanning important areas of factor modelling
for matrix- and general tensor-valued time series, whereas the second (Chapter 6) concerns a
project on spatial autoregressive models. In particular, the contribution of those projects on

factor modelling can be viewed from three different aspects, as summarised below.

1. Application — Chapter 3 develops a missing value imputation scheme based on tensor
factor models. The main contributions are twofold. To the best of our knowledge, it is
new to impute general tensor time series while all existing literatures focus on vector
time series. Moreover, we propose a consistent estimator on the number of factors under

missingness, which is also new to the community of factor models for missing data.

2. Testing — Chapter 4 introduces a tensor reshape operator and tests the Kronecker product
structure in the loading matrix for factor models. Itis a first in the literature to formulate a
(series of) testing problems on the validity of Tucker-decomposition tensor factor models,
which is arguably the most fundamental problem for higher-order tensor factor models.

We hope our dedication enlightens a mindset to understand tensor factor models.

3. Modelling — Chapter 5 proposes a matrix factor model with time-varying main effects
to greatly enhance interpretability. Although certain efforts have been made on ma-
trix/tensor factor modelling, it still remains challenging to effectively utilise the infor-

mation along each mode. Our presented model aims to address this.

On our project related to spatiotemporal analysis, Chapter 6 introduces a spatial autore-
gressive model with time-varying spatial correlation coefficients. It incorporates multiple spa-
tial weight matrices through their linear combinations with varying coefficients and hence en-
compasses existing literature on changepoint/threshold spatial autoregressive models as special
cases. With adaptive LASSO estimators, the flexibility of our model is further enhanced.

From the above overview, we may conclude the main theme of our developed models as
“nested models” in the sense that traditional models are nested in our proposed frameworks.
The rest of this thesis is organised as follows. Chapter 2 introduces the (tensor) notations, which
are solidified in subsequent surveys on the existing literature of factor models. We review
recent works on spatial autoregressive models separately in Chapter 6. Chapter 3 discusses
our imputation procedure for a tensor time series with very mild observational patterns. In
Chapter 4, we design a test on the existence of Kronecker product structure for general tensor

factor models, where we formally define the concept of factor models with Kronecker product



structure and pinpoint the equivalence of Tucker-decomposition tensor factor models under a
reshape operator along any selection of modes. Chapter 5 proposes a matrix-valued (i.e., order-
2 tensor) factor model with time-varying main effects, and more importantly, we lay down a test
on the necessity of our model. Finally, Chapter 6 develops a framework of spatial autoregressive

models that can be versatile in variable selection and change point detection.






Chapter 2

Literature Review

2.1 Notations and Tensor Basics

Throughout this thesis and unless otherwise specified, we use the lower-case or capital letter,
bold lower-case letter, bold capital letter, and calligraphic letter, i.e., z or X, x, X, X, to
denote a scalar, a vector, a matrix, and a tensor (introduced later), respectively. We also use
x;, X; j, X;., X.; to denote, respectively, the i-th element of x, the (7, j)-th element of X, the
i-th row (as a column vector) of X, and the ¢-th column of X. We use a < b to denote a = O(b)
and b = O(a), while a <p b to denote a = Op(b) and b = Op(a). Hereafter, given a positive
integer m, define [m] := {1,...,m}. We use 1,, to denote a vector of ones of length m, 0 a
vector of conformable length, and I,, an m x m identity matrix. The i-th largest eigenvalue
(resp. singular value) of X is denoted by A;(X) (resp. 0;(X)). We use X' (resp. x’) to denote the
transpose of X (resp. x), and diag(X) to denote a diagonal matrix with the diagonal elements of
X, while diag({x1, . .., z,}) represents the diagonal matrix with {z1, ..., z,} on the diagonal.
A random variable X is sub-Gaussian with variance proxy o2, denoted as X ~ subG(o?), if
Elexp{s(X —E[X])}] < exp(s*)\?/2) forall s € R. A random variable X is sub-exponential
with parameter A, denoted as X ~ subE(\), if Elexp{s(X — E[X])}] < exp(s?\?/2) for all
|s] < 1/A.

Norm notations: Sets are also denoted by calligraphic letters. For a given set, we denote
by || its cardinality. We use ||-|| to denote the spectral norm of a matrix or the Ly norm of
a vector, and |||z to denote the Frobenius norm of a matrix or a tensor. We use ||-||max to
denote the maximum absolute value of the elements in a vector, a matrix or a tensor. The
notations ||-||; and |||, denote the L;- and L..-norm of a matrix respectively, defined by
X1 := max; >, [ Xi | and [ X[[oo := max; >, | X ;|. For ¢ > 0, we define the L,-norm of
a given real-valued random variable x as ||z||, := (E|z|?)'/9. Without loss of generality, we
always assume the eigenvalues of a matrix are arranged by descending orders, and so are their

corresponding eigenvectors.
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Tensor-related notations: For the rest of this section, we briefly introduce the notations
and operations for tensor data, which will be sufficient for this thesis. For more details on
tensor manipulations, readers are referred to Kolda and Bader (2009). To begin with, a vector
and a matrix are respectively order-1 and order-2 tensors. In general, an order-K tensor is a
multidimensional array with K ways, denoted by X = (X;, ;) € Rk Tts k-th way is
termed as mode-k, I}, as the mode-k dimension, and a column vector (X, i, iipy1.ix )ic[l]
as one of its mode-Fk fibers. We denote by mat;,(X') € R’**%+ (or sometimes X ), with I, :=
(Hjil I1;) /1)) the mode-k unfolding/matricization of X, defined by placing all mode-k fibers
into a matrix, see Figure 2.1 for an illustration (figure from Tao et al. (2019)). We use vec(+)

to denote the vectorisation of a matrix or the vectorisation of the mode-1 unfolding of a tensor.

The refolding/tensorisation of a vector x € R Ix on {I;, ... I} is defined to be an order- K
tensor FoLD(x, {/1,...,Ix}) € R"* "% such that x = vec{roLp(a,{/,...,Ix})}. The
refolding/tensorisation of a matrix X € R on {Iy,..., I} along mode-k is defined to

be roLpy (X, {]1,...,Ix}) € R I such that X = mat, {roLpy(X,{]1,...,Ix})}. The

RESHAPE(-, -) operator is only involved in Chapter 4 and hence introduced in Section 4.2.

Rllxlzlj
11
12173 eR
Mode-
XS
4 fibeY Matricization
I, <L, 1,
x,, €R" X, eR
Mode-2 fibers Mode- l l
B —
Matnclzatlon
Ll X
] I; >,
3 X E R* X( e RH™ 4
3
1, Mog )

%

mode 3
Nlatnclzatlon

Figure 2.1: Illustration of the mode-£ fibers and its corresponding unfolding matrix.

Product notations: We use * to denote the Hadamard product (i.e., element-wise product),
o the tensor outer product defined between an order- K tensor X and an order-L tensor ) as an
order-(K + L) tensor such that (X o)) =X inYii i s X Xi A the mode-k

T yeens BB 5 J 1y sd L 11, tK L g1, 0000
product defined between a tensor X’ and a conformable matrix A as
maty (X X A) := A mat(X),

® the Khatri—-Rao product defined between X € R** and Y € R°* as a ac x b matrix

X@Y: (X.1®Y.1,...,X.b®Y.b),
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and ® the Kronecker product defined between X € R**? and Y € R*? as a ac x bd matrix

X1.Y .0 XY
X®Y = : .. :
XY .o XY

By convention, the total Kronecker product for an index set is computed in descending order.
Useful properties related to products: All the above products are bilinear and associative.
For the mode-k product, distinct mode products are commutative in the sense that for n # m,

X x,Ax,B=Xx,,BXx,A,

where we do not distinguish the special case when the matrix A or B appears as a vector, as
long as during the mode products, we maintain the order of X even if it is degenerate, i.e., some

mode dimensions are 1. For identical mode products,
X x, Ax,B=X x, (BA).

Over the Kronecker product, transpose and inverse are distributive. More importantly, it holds

for any conformable matrices and tensors that

vec(AXB) = (B’ ® A)vec(X), (2.1
(A®B)(X®Y)=(AX)® (BY), 2.2)
matk(é\,’ Xngl A]) = A, matk(X)(AK Q& Ak-i—l QAL 1 ®® Al)/- 2.3)

2.2 Preliminaries: Tensor Decompositions

On the aspect of storage and computation, useful structures are often imposed on the data of
interest. Tensor, a mathematical object, has been developed since its initial introduction in the
19th century as a representation and computational tool; see Favier (2019) for the historical
background. Similar to matrices, general order tensors can be represented by elements in cer-
tain forms, namely different decompositions (also coined in some literature as “factorisations”
or “formats”). Throughout the development, there are two fundamental decompositions, which
are the CP decomposition (e.g. Hitchcock, 1927; Carroll and Chang, 1970; Harshman, 1970;
Kiers, 2000) and the Tucker decomposition (e.g. Tucker, 1963; De Lathauwer et al., 2000).
Although CP decomposition dates back as early as in Hitchcock (1927), we first focus on
Tucker decomposition, which is the form of factor models used in Chapter 3—5. Simply put,

Tucker decomposition is a generalisation of matrix singular value decomposition (SVD) to



8 Chapter 2. Literature Review

order-3 tensors when originally proposed by Tucker (1963), and further to general order tensors
by Wansbeek et al. (1986) using vectorisation and De Lathauwer et al. (2000) using mode
products. Therefore, Tucker decomposition is also known as higher-order SVD (De Lathauwer

et al., 2000). Formally, Tucker decomposition writes an order-K tensor X € R11**Ix ag
X:gX1A1X2"'XKAK, (24)

where G € R"™ "% js the core factor with ranks {r}e(x] and Ay € R (k € [K]) are
the factor matrices. Notice first (2.4) is trivial if G = & and every A; = I;,. On the other
hand, the HkK:1 I;; entries of X can be represented by (HkK:1 T+ Zszl Iy,r) entries according
to (2.4). This effectively reduces the amount of data when the tensor order is high and r;, < .
Hence it is often, if not always, assumed in the context of factor analysis that G’s size is much
smaller than A’s, so that X admits a low-rank structure. The study of Tucker decomposition
remains active in modern research. For instance, Zhang and Xia (2018) studies the optimality
for tensor SVD, whereas Zhang (2019) proposes a “Cross” measurement scheme to efficiently
recover tensor data.

The element-wise representation for a tensor decomposition is generally helpful to bridge

different products and hence tensor decompositions. Such a representation for (2.4) is

Xivie = > > G i Avivg - Ak e (2.5)

which used the fact that the (i1, ...,7ix)-th element of X’ corresponds to the element on the
ix-th row of mat,(X') for all k£ € [K], followed by a simple induction argument. Immediately

from (2.5), Tucker decomposition can be equivalently represented by outer products that

71 K
X=> > G j(Arg o0 Ak ). (2.6)
Ji=1 Jr=1
Suppose G in (2.4) is (super)diagonal, i.e., 7 =1 = --- = rx and G, ;. # 0 only if
j =71 =+ = ji. This special case of Tucker decomposition boils down to the CP decom-

position. Historically, CP decomposition has many names (even “CP” can be read as “CAN-
DECOMP/PARAFAC” or “Canonical Polyadic”), see Table 3.1 in Kolda and Bader (2009) for
some of them; we simply use “CP decomposition” in this thesis. It is convenient to represent

CP decomposition directly by outer products such that for an order-K tensor X € Rt *Ix

-----
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which indeed coincides with a special case of (2.6).
In essence, CP decomposition can be understood as a further data-sparse structure on top
of Tucker decomposition. To see this, consider Tucker decomposition and apply (2.1) and (2.3)

on the mode-1 unfolding of (2.4), then we arrive at
vec(X) = (A ® --- @ Ay)vec(G),

where (Ag ® --- ® A,) has []_, 7 columns in general. Under CP decomposition in (2.7),
the above core factor G is diagonal and hence we have

Gl,...,l
vee(X) = (Ag 1 ® - @A, ., Ak, ® - ®A,) :
Gl,...,l
:(AK@"’@A1) : ,

where (Ax ®---®A;) has r columns only, regardless of the order of X'. The discussion above
also suggests that the mode interaction within Tucker decomposition is governed through Kro-
necker products, while that within CP decomposition is through Khatri-Rao products. It is
worth to point out that this specific structure of CP decomposition is less of our interest for
dimension reduction when the tensor order and the core factor rank are assumed fixed. One
scenario where Tucker decomposition is particularly considered is the testing problem in Chap-
ter 4. We would restrict the test on tensor factor models in the form of Tucker decomposition
only, although the test can also be directly extended to the form of CP decomposition. In a
nutshell, Tucker decomposition features a general structure for dimension reduction, while CP

decomposition holds more stringently but allows us to potentially further exploit its structure.

2.3 Factor Modelling

2.3.1 Factor models

Due to the surge of big data, dependence across measurements is often inevitable and hence
ubiquitous. In the presence of multivariate or high-dimensional data, low-rank structure is often
seen, and ignoring it could lead to inefficient use of data and inaccurate conclusions. Therefore,
people have endeavoured to exploit such structures with either known or latent factors through
factor analyses which, stemming from the earliest work by Spearman (1904) to investigate psy-

chical activities, have been useful tools in multivariate analyses with widespread applications in
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psychology (e.g. Spearman, 1927; Bartlett, 1950; McCrae and John, 1992), biology (e.g. Hirzel
et al., 2002; Hochreiter et al., 2006), economics and finance (e.g. Chamberlain and Rothschild,
1983; Fama and French, 1993; Stock and Watson, 2002a,b), etc.

Throughout this thesis, we focus on (latent) factor models which we define as the factor
analyses for time series data. In factor models, there are two frameworks whose developments
are relatively independent of each other until recent decades. The first framework branches
from the literature of financial econometrics and was motivated by the study of pricing mod-
els CAPM (Sharpe, 1964) and APT (Ross, 1972). Tracing back, Ross (1976) first introduced
the exact/strict factor model as an alternative pricing model, which was later generalised by
Chamberlain and Rothschild (1983) proposing the approximate factor model. See also e.g. Bai
and Ng (2002) and Bai (2003). To illustrate, suppose y; € R? is observed at each timestamp

t € [T, then a (vector) factor model assumes that the time series admits a decomposition
yi=p+ Af + e, (2.8)

where p is a vector accounting for the mean of y;,, A € R*" is the factor loading with the
number of factors (or rank) r < d, f; € R’ is the zero-mean core factor (or factor score),
and e; is the idiosyncratic noise. We refer to Af; the common component of the factor model.
Generally, the time series can be demeaned by its sample mean, so that p4 = 0 which is assumed
for the remaining discussion on vector factor models. The model (2.8) is characterised by its
noise covariance ¥, := [Ele,e}|. An exact factor model assumes X to be diagonal, while an
approximate factor model allows for weak cross-sectional dependence in noise in the sense that
3. has uniformly bounded entries, i.e., 33, can have nonzero sparsely on its oft-diagonal.

The main idea in a factor model is that there exists a small number of factors driving all
dynamics of the series of interest. Notice the decomposition (2.8) always exists if we relax
r < d, butitis only useful with a low rank r to reduce the dimensionality. As a simple example,
consider the problem of covariance estimation given (2.8) being an exact factor model. Assume

for simplicity that any entry in f; is uncorrelated with e;, then we can read 3, := E[y,y;] as
3, =AY;A' + 3, (2.9)

where ¥ ¢ := E[f,f/]. Now we only need to estimate [dr + r(r + 1)/2 + d] parameters, rather
than d(d + 1)/2 parameters in 3, hence achieving dimension reduction. For a more general
treatment under approximate factor models, see e.g. Fan et al. (2013).

The second framework branches from the statistics literature, where researchers sought
dimension reduction in vector time series on both time and frequency domains. See Pefia and
Box (1987), Pan and Yao (2008), Lam et al. (2011), Lam and Yao (2012), and the references

within. The difference between the two frameworks mainly lies in the temporal dependence
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among the idiosyncratic noise. The noise can be serially correlated in the first framework,
but set as white noise in the second with the core factor accounting for all serial correlation.
With such modification, the second framework allows for a greater cross-sectional dependence
in noise by relaxing the uniform boundedness of 3... Another significant consequence of the
second framework is to allow for naturally leveraging nonzero-lag autocovariance matrices in

parameter estimation (e.g. Lam et al., 2011; Lam and Yao, 2012), see (2.12) in Section 2.3.2.

Remark 2.1 Both aforementioned frameworks are represented by static loading matrices as
in (2.8), and hence they are all referred to as static factor models. On the other hand, Geweke
(1977) proposes dynamic factor models by considering dynamic loading matrices in the form
of A(L) := Y o A,L", where L is the lag operator. There is a large body of literature on
this topic (e.g. Forni et al., 2000; Forni and Lippi, 2001; Stock and Watson, 2005; Doz et al.,
2011; Hallin and Lippi, 2013), see Barigozzi and Hallin (2024) for an overview.

2.3.2 Estimation: factor loading

For either framework in Section 2.3.1, (2.8) (with 4 = 0) can be equivalently written in a
matrix foomY = AF + E, where Y = (y1,...,yr), and F and E are similarly defined. Even
with an identification (or sometimes normalisation) on the loading matrix that A’A /d = 1,
A and F are identifiable only up to some rotation matrix H due to the indeterminacy incurred
by the multiplication AF = (AH)(H'F). However, the common component and the factor
loading space M (A) can be identified, where M (A) denotes the column space of A.

The above identification can be taken advantage of to facilitate estimation of the loading
matrix which, once obtained, leads to straightforward estimation of the core factor. Recall that
the number of factors 7 is also unknown, and hence there are two main steps in estimating the
factor structure in (2.8) — factor loading estimation and rank estimation.

First, let r be specified (known a priori or estimated). Consider (2.8) as an approximate
factor model, we may use asymptotic principal components to estimate the factor loading and
core factor at the same time (e.g. Connor and Korajczyk, 1986; Stock and Watson, 1998; Bai
and Ng, 2002), by solving a least squares problem

1 TV
V(T)—l%l’ng—dHY—AFHF subj.to A'A/d=1,. (2.10)

Concentrating out the core factor in (2.10), we can show the optimisation problem is equivalent
to maximise tr{ A’(YY’)A}, which gives a set of least-squares-type estimators (i.e. solutions

of some least squares problems)

A=Vdn(E),. ..., wE)], F=A'Y/d, (2.11)
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where iy := Y'Y'/T is the sample version of X, in (2.9), and ~;(-) denotes the eigenvector
corresponding to the j-th largest eigenvalue of a matrix. The estimation is closely related to
eigenanalysis, as discussed at the end of this subsection. The least-squares-type estimators are
also adapted under different settings, see for instance, Onatski (2012) and Bai and Ng (2023)
develop the estimators for weak factor models.

As discussed in Section 2.3.1, if the idiosyncratic noise is a white noise process, the factor
structure can be estimated from a different perspective (e.g. Lam et al., 2011). With (2.8)
(p = 0) and notations therein, given a pre-specified positive integer h(, we define

T—h ho

. 1 _ .

S0 = o S vyl M= 5,08, @12)
t=1 h=1

The matrix iy(h) is the sample autocovariance matrix at lag A, and M can be regarded as a
matrix accumulating the autocovariance information (from lag 1) up to lag iy. A factor loading
estimator (and hence the corresponding core factor estimator) is then feasible by the principal
component analysis (PCA) and constructed similarly as in (2.11), with f)y replaced by M. In
essence, we now leverage the autocovariance structure rather than the covariance structure in
(2.11). There are also extensions using both covariance and autocovariance structures, such as
Zhang et al. (2024a). One shortcoming of using autocovariance matrices (at nonzero lags) is
the difficulty in constructing asymptotic distributions for the loading or core factor estimators,
which is less challenging for (2.11); see Bai (2003), Bai and Ng (2023), etc.

Estimators obtained directly from PCA on some covariance-like matrices are referred to as
the PCA-type estimators. Notably, if we replace M in (2.12) by iy, the two types of estimators
are equivalent (sometimes up to a scale transformation). They remain so until we consider fac-
tor models for higher-order tensor time series; see Section 2.3.4. Recent developments include,
for instance, Barigozzi and Cho (2020) where a PCA-type estimator scaled by the eigenvalues
of the sample covariance matrix is proposed to remedy the potentially over-estimated number
of factors, and He et al. (2022a) where a PCA-type estimator based on the spatial Kendall’s tau

matrix is proposed to address heavy-tailedness under the elliptical distribution framework.

2.3.3 Estimation: number of factors

Except for performing hypothesis tests (e.g. Pan and Yao, 2008; Onatski, 2009) or incorporat-
ing both eigenvalues and eigenvectors (e.g. Freyaldenhoven, 2022, to discover local factors),
literatures on determining the number of factors use eigenvalue information in mainly three
forms, beyond which there are e.g. bootstrap-based estimators (Yu et al., 2024b). Extended
from the discussion in Section 4.1 in Freyaldenhoven (2022), we briefly summarise the main

types of estimators in the following, under the setup of (2.8) so that we only focus on static
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factor models for vector time series.

1. Threshold-based estimators select the number of factors by thresholding the eigenvalue
distribution. They usually appear in literatures as certain information criteria dated back

to Bai and Ng (2002) where the number of factors is estimated as

7 = arg min {V(l{:) + k- g(T, d)}, (2.13)

1<k<rmax
where V' (k) is from (2.10), ¢(T, d) is some information criteria, and 7, is some posi-
tive integers (such as |d/2] in practice) representing the upper bound for searching the
number of factors. Since V' (k) virtually requires AF to be the best rank-k approximation

of Y, we can rewrite V' (k) and hence (2.13) is equivalent to

7 = argmin {%(HYHQF B Xk: /\j(YY,)> +k-9(T, d)}
=1

1<k<rmax

= arg max { Z )\j(f)y) — kd - g(T, d)} (2.14)
1<k<rmax j=1

= s B 2d o),

which effectively sets a lower bound on the sample covariance matrix eigenvalues which
should be sufficiently inflated by all r factors. The estimator in (2.13) (or with V' (k)
replaced by log(V/(k))) is shown consistent by Bai and Ng (2002); see also the discussion
in Section 4.2 in Bai and Ng (2019).

Fan et al. (2022) proposes a scale-invariant estimator similar to (2.14) with f]y replaced
by the sample correlation matrix and the threshold value replaced correspondingly. For
more threshold-based estimators, see e.g. Li et al. (2017a) and Su and Wang (2017).

2. Difference-based estimators identify the number of factors with sufficiently large eigen-
gaps, i.e., differences between adjacent eigenvalues. Their motivation is from threshold-
based estimators based on the eigenvalues of sample covariance matrices, which typically
requires r eigenvalues to grow proportionally with d while the others remain bounded.
This should display on the scree plot a cut-off, whereas a gradual decrease is often seen
empirically (see e.g. Figure 1 in Freyaldenhoven (2019)), suggesting the existence of

“less pervasive” factors. To formalise this, let
|A||? = d%, (2.15)

where the factor strength 6; € (0, 1] can be heterogeneous across factors j € [r]. We
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have pervasive/strong factors if 0; = 1 or weak factors otherwise, and we do not seek
further classification of weakness in this thesis. An immediate example is (2.10) where

all factors are strong.

To handle weak factors, Onatski (2010), assuming a similar fashion as J; > 0, proposes
the ED (edge distribution) estimator resulting from an iterative algorithm based on

RO = max kM) - M (B) 2 ¢,

1<k<rmax

where £ is a calibrated constant, and the other notations are borrowed from (2.14). See

also Kapetanios (2010) using eigenvalue differences to construct test statistics.

3. Ratio-based estimators are constructed by the ratio between certain functions of (in most
literatures, consecutive) eigenvalues. For example, Lam and Yao (2012) uses M defined

in (2.12) and for arbitrary weak factors (with technical restrictions), introduce

7 = arg min M , (2.16)
1<k<rmax | Ax(M)

with only P(7 > r) — 1 constructed. Such estimator is further developed in e.g. Li et al.

(2017b) and Zhang et al. (2024a), where consistent estimators are proposed.

On the other hand, Ahn and Horenstein (2013) independently proposes the ER (eigen-
value ratio) estimator similar to (2.16) except for M replaced by fly, together with the
GR (growth ratio) estimator which is also ratio-based. Both were shown to cope with

weak factors by simulations, but consistency was only obtained under strong factors.

2.3.4 Higher-order tensor factor models: from matrices to beyond

With the advancement of statistical analyses for large dimensional panel data over the past
decade, researchers also open up more to time series data with higher order, namely, tensor
time series such that a tensor is observed at each timestamp; see Section 2.1 for an introduction
to tensor. A prominent example, compared with vector time series, would be order-2 tensor time
series, i.e., matrix(-valued) time series. Chen etal. (2021), Wu and Bi (2023), and Zhang (2024)
propose autoregressive and moving-average models for matrix time series. More recently, Yu
et al. (2024a) proposes matrix generalised autoregressive conditional heteroscedasticity mod-
els, and Han et al. (2024b) proposes a decorrelation scheme to transform matrix time series
into blocks of cross-uncorrelated submatrices. See Tsay (2024) for a comprehensive review of
matrix time series analysis.

Beyond matrix time series, general order tensor time series is also more of interest. Ex-

amples include different tensor autoregressive models proposed by Li and Xiao (2021) which
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extends Chen et al. (2021) and is based on CP decomposition, and by Wang et al. (2024) with
a low-rank structure using “generalised inner products” (or sometimes “contracted tensor inner
products” in the community of tensor regression), respectively.

As promised, we focus on factor modelling which, for matrix or general order tensor time
series, is a subject still in its infancy. As vector factor models achieve dimension reduction in the
form of singular value decomposition, it should not be surprising that higher-order tensor factor
models are closely related to tensor decompositions discussed in Section 2.2. For all existing
literatures and potential future works, we pinpoint the key theme in higher-order tensor factor
modelling — mode interaction, which is related to the flexibility of various frameworks and
naturally arises as there is more than one mode in higher-order tensors.

Compared to matrix/tensor factor models based on Tucker decompositions, those based on
CP decompositions are only studied to a limited extent. Generally speaking, there exist mainly
two independent series of approaches to address estimation/inference on factor models with the

common component governed by CP decomposition, as follows.

1. For matrix time series, Chang et al. (2023) develops a generalised eigenanalysis, where
as Chang et al. (2024) allows for rank-deficit loadings and proposes a non-orthogonal

joint diagonalisation scheme.

2. For general order tensor time series, Han et al. (2024c) proposes the HOPE (high-order
projection estimator) initialised by a composite PCA estimator, which is further investi-

gated by Chen et al. (2024b) using the sample covariance matrix.

See also Guan (2024) among others, where covariates can be taken into the loadings and pa-
rameters are estimated by an EM approach. For the rest of this subsection, we discuss Tucker-
decomposition factor models.

For matrix time series, factor models are first studied in Wang et al. (2019) based on Tucker

decomposition such that for each observed Y; € R®*% (¢ € [T']), we can write
Yt = l,l; -+ A]_FtAIQ + Et, (217)

where p is the mean matrix, F, € R™*" is the zero-mean core factor matrix, A, and A, are
the row and column loadings, and E; is the noise. When Y, degenerates to a vector y;, the
model boils down to (2.8). Hence (2.17) can be understood as a matrix analogy of the vector
factor model, with the common component decomposed using Tucker decomposition (2.4), and
we refer to (2.17) the Tucker-decomposition matrix factor model (MFM).

To estimate the factor structure in (2.17), Wang et al. (2019) follows the idea of Lam et al.
(2011) by leveraging the sample autocovariance matrices respectively for the row and column

dimensions. Suppose Y, has been appropriately demeaned, then the row loading estimator ;‘;1
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is a PCA-type estimator constructed by the eigenvectors corresponding to the first r; largest
eigenvalues of ﬁl defined akin to (2.12) (but based on tensor outer products, c.f. Equation
(16) in Chen et al. (2022a)) as

T—h ho do do

S . 1 — a A .

El(hvz7j> = T——h ZYt,'i £+h,~j7 Ml = ZZZ 21(h,l,j)21<h,l,]),. (218)
t=1 h=1 i=1 j=1

The column loading estimator KQ is obtained similarly but using the columns of Y7 instead of
Y,. With ;&1, ;‘;2, the core factor can be estimated by f‘t = A’IY“&Q. In contrast, Chen and Fan
(2023) uses the sample covariance matrix, yet different from the estimator (2.11) only based
on second moment information, also incorporates first moment information by weighting the
sample mean. For example, denote Y = ZtT:l Y, /T the sample mean and o € [—1, 00) some
hyper-parameter to be tuned, their namely a-PCA estimator for the row loading is obtained as

the eigenvectors (corresponding to the first r; largest eigenvalues) of the matrix
1
N\ ¥, VaV
(1+a)YY' + ;(Yt ~Y)(Y,-Y).

On the other hand, Yu et al. (2022a) proposes the PE (projection estimator). To ease dis-
cussion, let & = O for the rest of this section. To start up, PE requires initial estimators for the
row and column loadings (in fact, either one suffices); then the row/column loading estimators
are recursively updated by a PCA-type estimator using the data projected on the most updated
column/row loading estimator. With some stopping criteria, the resulting estimators are PE,
and the core factor estimator is again direct. He et al. (2024b) discovers that PE is nothing else

but a least-squares-type estimator corresponding to the least squares problem

T

.1 .

A E 1Y, — AF,AL||7 subj.to A'Ai/d =1,, ALAy/dy=1,. (2.19)
1,82,0¢t =1

The optimisation problem is non-convex to all parameters, but convex to individual parame-
ter given others. Eventually, we can show that A; (resp. As) as the solution should be the

eigenvector matrix corresponding to the first r; (resp. r2) largest eigenvalues of the matrix

T T

1 1

T E YtAQAIQYg <resp. T E Y;AlAllYf)
t=1 t=1

Thus, we may start with sufficiently good estimators and iterate, which is only non-trivial for
tensor time series with order at least two. To estimate (2.17), Xu et al. (2024) also suggests a

quasi maximum likelihood approach encompassing PE as a special case. Instead of the square
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loss in (2.19), He et al. (2024b) uses Huber loss on the Frobenius norm to alleviate heavy-
tailedness, which is further studied in He et al. (2023b) by using element-wise Huber loss.
More on robust factor modelling, He et al. (2022b) generalises He et al. (2022a) (for vector
time series) to matrix factor models by proposing row and column matrix Kendall’s tau.

Extended from (2.17), Chen et al. (2020) incorporates pre-specified constraint matrices to
enhance interpretation; Chen and Chen (2022) adopts (2.17) to analyse transport network, with
the possible scenario A; = A, considered; Liu and Chen (2022) studies threshold MFM with
regime changes governed by an observed threshold variable; Chen et al. (2024a) applies kernel
estimation to study time-varying MFM; Kong et al. (2024) proposes quantile MFM; He et al.
(2024a) studies sequential detection on the changes of factor loadings; etc.

All the above matrix factor models employ only two-way structures (not to be confused with
the inconsistent use of “two-way” over different works below) such that the mode interaction
(between row and column here) is governed simultaneously by one term, i.e., the common
component. Researchers also introduce different structures to exploit the matrix nature of the
data. In particular, one-way structures are often included so that rows or columns independently
contribute to the data matrix. Given a zero-mean time series with Y, € R%*% observed at each
timestamp, Gao and Tsay (2023) assumes the noise has both one-way and two-way structures

partially shared by the same source that drives the factor F, i.e.,
F, E
Y, = A, ( ! “) Al (2.20)

where Eq, Eo, E5 are noise components, A, A, are square matrices, and F, € R"™*" is the
low-rank core factor with r; < dy,rs < do; the estimation relies on PCA-type estimators
followed by projection which exploits the model structure. Yuan et al. (2023) proposes the

2w-DFM (two-way dynamic factor model) such that each observed Y; can be decomposed as
Yt = AlF/Lt + FzytAIQ + Et> (221)

where Fy; € R™*% and Fy;, € R%*" are two factor series with some unknown autoregres-
sive dynamics; all parameters are estimated in a two-step procedure based on quasi likelihood.
At the same time, He et al. (2023a) tests the existence of the two-way structure as in (2.17)
against the existence of only one-way factor structure as in (2.21), or just pure noise, through a
randomisation scheme based on the spectrum of the sample covariance matrices. Zhang et al.
(2024c) proposes the RaDFaM (rank-decomposition-based matrix factor model) incorporating

both one-way and two-way structures such that

Yt == AlFtAIQ + AlFll’t + F27tA/2 + Et7
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which can be either viewed as a combination of the Tucker-decomposition MFM and 2w-DFM,
or a similar form as (2.20) except for the absence of the particular structure implied by Es ;.

Frameworks or techniques from MFM can often be adapted to general order tensor factor
models (TFM). For example, Chen et al. (2022a) proposes the Tucker-decomposition TFM to
decompose each zero-mean order- K tensor ), € R4 >4 into

Vi=F X1 Ay g+ Xg Ag + &, (2.22)

where F; € R™* "% is an order-K core tensor, each A, (k € [K]) is the mode-k factor
loading, and &, has no serial correlation as in Lam et al. (2011). Define d = Hszl dj, and
d,, = d/dy. By generalising from Wang et al. (2019), Chen et al. (2022a) proposes the TOPUP
(time series outer-product unfolding procedure) to estimate each mode-% loading by PCA-type
estimators based on mat; (Vropup 1), where Yropupx € R *®+*dkxdixho jg an order-5 tensor

formed by stacking all order-4 tensor (h € [h])

T—h

1
Z matk(yt) o matk(ytJrh)
t=1

(yTOPUP,k)----h = ﬂ ~

in its last mode. To see that for K = 2 (i.e., matrix time series), the TOPUP estimator coincides
with the PCA-type estimator by Wang et al. (2019), we may read ﬁl in (2.18) as a block-matrix
product with each block 3 (h,i,j) so that

mat; (Vropup,1) maty (Vropup,1)” = M.

Besides, Chen et al. (2022a) also proposes the TIPUP (time series inner-product unfolding
procedure) based on mat; (Vripup i), Where Vrpup i € R4 >dkxho g an order-3 tensor formed
by stacking all matrix (h € [hg))

T—h

> maty(Ys)maty(Viin)' (2.23)
t=1

(yTIPUP,k)--h = T——h ~

in its last mode. See Remark 6 in Chen et al. (2022a) for the comparison between TOPUP and
TIPUP. Iterative procedures by projection (as in Yu et al. (2022a) for matrix time series) are
numerically demonstrated and later theoretically studied in Han et al. (2024a).

Almost concurrently, Barigozzi et al. (2023b) and Zhang et al. (2024b) independently pro-
pose the similar iterative projection estimator by extending Yu et al. (2022a) and He et al.
(2024b) from MFM to TFM; recall that the framework originates from approximate (vector)
factor models (Bai and Ng, 2002; Bai, 2003). The initial estimator is a PCA-type estimator

based on sample covariance matrices, i.e., (2.23) with h = 0. Instead of projecting on the
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space of loading estimators, Chen and Lam (2024b) proposes a pre-averaging estimator by
projecting on random sets of fibres to achieve superior results in the presence of weak factors.

Other developments include Chen et al. (2024c) on semi-parametric TFM, Barigozzi et al.
(2023a) on robust TFM which directly extends the Huber regression in He et al. (2024b), and
Barigozzi et al. (2024) on tail-robust TFM by element-wise truncation followed by iterative
projection, etc. There are also lots of studies on rank estimation for tensor (time series). Besides
those methods proposed within some aforementioned works, see e.g. Yokota et al. (2017), Lam
(2021), and Han et al. (2022).
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Chapter 3

Tensor Time Series Imputation through

Tensor Factor Modelling

3.1 Introduction

In large time series analysis, a less addressed topic is the treatment of missing data, in partic-
ular, imputation of missing data and the corresponding inferences. While there are numerous
data-centric methods in various scientific fields for imputing multivariate time series data (see
Chapon et al. (2023) for environmental time series, Kazijevs and Samad (2023) for health time
series, Zhao et al. (2023) and Zhang et al. (2021) for using deep-learning related architectures
for imputations, to name but a few), almost none of them address statistically how accurate
their methods are, and all of them are not for higher-order tensor time series. We certainly can
line up the variables in a tensor time series to make it a longitudinal panel, but in doing so we
lose special structures and insights that can be utilised for forecasting and interpretation of the
data. More importantly, transforming a moderate sized tensor to a vector means the length of
the vector can be much larger than the sample size, creating curse of dimensionality.

For imputing large panel of time series with statistical analyses, Bai and Ng (2021) define
the concept of “Tall” and “Wide” blocks of data and propose an iterative “TW” algorithm in
imputing missing values in a large panel, while Cahan et al. (2023) improve the TW algorithm
to a “Tall-Project” algorithm so that there is no iterations needed. Both papers use factor mod-
elling for the imputations, and derive rates of convergence when all factors are pervasive and the
number of factors known. Asymptotic normality for rows of estimated factor loadings and the
corresponding practical inferences are developed as well. Xiong and Pelger (2023) also base
their imputations on a factor model for a large panel of time series with pervasive factors and
number of factors known, and build a method for imputing missing values under very general
missing patterns, with asymptotic normality and inferences also developed.

To the best of our knowledge, for tensor time series with order larger than 1 (i.e., at least

21
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matrix-valued), there are no theoretical analyses on the imputation performance. Imputation
methodologies developed on tensor time series are also scattered around very different appli-
cations. See Chen et al. (2022b) on traffic tensor data and Pan et al. (2021) for RNA-sequence
tensor data for instance.

In view of all the above, as a first in the literature, we aim to develop a tensor imputation
method accompanied by theoretical analyses in this chapter. Like Cahan et al. (2023), we use
factor modelling for tensor time series as a basis for our imputation method. Unlike Cahan et al.
(2023), Bai and Ng (2021) or Xiong and Pelger (2023) though, we develop a method that can
consistently estimate the number of factors, or the core tensor rank, in a Tucker-decomposition
factor model for the tensor time series with missing values. Our method can be considered
a combination of Barigozzi et al. (2023b) for the tensor factor model, and Xiong and Pelger
(2023) for the imputation methodology with general missingness. In Section 3.2, we introduce
two motivating examples and our methodology at the same time. One is the Fama—French
portfolio return data with missing entries, to be analysed in Section 3.4.2. The other is a set
of monthly and quarterly OECD economic indicators, with missingness naturally occurring for
the quarterly recorded indicators relative to the monthly ones. We analyse this set of OECD
data in Section 3.4.3.

As a further contribution, we also allow factors to be weak. A weak factor corresponds to
a column in a factor loading matrix being sparse, or approximately sparse. This implies that
not all units in a tensor has dynamics contributed by all the factors inside the core tensor. In
Chen and Lam (2024b), they allow for weak factors and discovers that there are potentially
weak factors in the NYC taxi traffic data. We prove consistency of our imputations under
general missingness, and develop asymptotic normality and practical inferences for rows of
factor loading matrix estimators, with rates of convergence in all consistency results spelt out.

The rest of this chapter is organised as follows. Section 3.2 presents the Fama—French
portfolio returns data and the OECD data as two motivating examples, before describing the
tensor factor model and the imputation methodology we employ. Section 3.3 lays down the
main assumptions for this chapter, with consistent estimation and rates of convergence of all
factor loading matrix estimators and imputed values presented. Specifically, asymptotic nor-
mality and the estimators of the corresponding covariance matrices for practical inferences are
introduced as well in Section 3.3.3, before our proposed ratio-based estimators for the num-
ber of factors in Section 3.3.5. Section 3.4 presents extensive simulation results, together with
analyses for the Fama—French portfolio return data and the OECD economic data. Section 3.5
contains all the proofs of theorems and propositions. Our method is available in the R package

tensorMiss, which leveraged the Rcpp package to greatly boost computational speed.
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3.2 Motivating Examples and the Imputation Procedure

We first describe two motivating data examples in Section 3.2.1 and 3.2.2, before presenting our
imputation procedure for a general order-K mean-zero tensor V; = (Vi) € R
(t € [T]). The two data examples are analysed in detail in Section 3.4.2 and 3.4.3 respectively.

3.2.1 Example: Fama—French portfolio returns

This is a set of Fama—French portfolio returns data with missingness. Stocks are categorised
into ten levels of market equity (ME) and ten levels of book-to-equity ratio (BE) which is the
book equity for the last fiscal year divided by the end-of-year ME. At the end of June each
year, both ME and BE use NYSE deciles as breakpoints, with stocks of NYSE, AMEX and
NASDAQ firms allocated accordingly. Moreover, the stocks in each of the 10 x 10 categories
form exactly two portfolios, one being value weighted, and the other of equal weight. Hence,
there are two sets of 10 by 10 portfolios with their time series to be studied. We use monthly
data from January 1974 to June 2021, so that 7" = 570, and for both value weighted and equal
weighted portfolios we have each of our data set as an order-2 tensor X; € R!**1 fort € [570].
For more details, please visit
https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data_Library/det_100_port_sz.html.
If no stocks are allocated to a category (i.e., intersection of ME and BE categorisation) at a
timestamp, the corresponding return data is unavailable and hence missing. It is reasonable to
argue the missingness might depend on the rows of the loading matrix, i.e., extreme categories
tend to contain fewer stocks, but independent of latent factors and noise. The total number of
missing entries is 161 and hence the percentage of missing is 161/(10 x 10 x 570) = 0.28% for
both the value weighted and equal weighted series. However, the irregular missing pattern here
can be harmful if we are after a complete case analysis. For full observation after a timestamp,
we may only start from July 2009 and hence 74.7% of the data would be ditched. On the other
hand, we might ditch four categories to obtain a complete data set but lose the potential insights

on the return series of the four categories.

3.2.2 Example: OECD economic indicators

In this example, we study a group of economic indicators for a selection of countries obtained
from the Organization for Economic Co-operation and Development (OECD). The data con-
sists of monthly/quarterly observations of 11 economic indicators: current account balance as
percentage of GDP (CA-GDP), consumer price index (CP), merchandise exports (EX), mer-
chandise imports (IM), short-term interest rates (IR3TIB), long-term interest rates (IRLT), in-
terbank rates (IRSTCI), producer price index (PP), production volume (PRVM), retail trade
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volume (TOVM) and unit labour cost (ULC). They are observed for 17 countries: Belgium
(BEL), Canada (CAN), Denmark (DNK), Finland (FIN), France (FRA), Germany (DEU),
Greece (GRC), Italy (ITA), Luxembourg (LUX), Netherlands (NLD), Norway (NOR), Portugal
(PRT), Spain (ESP), Sweden (SWE), Switzerland (CHE), United Kingdom (GBR) and United
States (USA), with data spanning from January 1971 to December 2023. We correspond re-
spectively rows and columns to countries and indicators, so that we have our data as an order-2
tensor ), € R'™ ! fort € [636]. For more details, see key short-term economic indicators
available at https://data.oecd.org/.

The data is naturally missing for three reasons: unavailable indicator records for some coun-
tries at early time periods, quarterly indicators are only available at the end of each quarter, and
are sometimes unrecorded. Similar to the Fama—French data, we suppose the missing pattern is
dependent on the loading matrices by arguing that relatively less important indicators are only
available quarterly. The percentage of missing data is 26.2%, which leads to significantly inef-
ficient use of data if we hope to analyse a set of complete data. The fact that the data is observed
at least quarterly in the long run ensures the existence of a lower bound on the proportion of

available data, which in turn satisfies Assumption (O1) in Section 3.3.

3.2.3 The model and the imputation procedure

The Model: Suppose the order- X' mean zero tensor ); is modelled by
Vi=Ci+ & =Fix1 Ay Xo- - xg A+ &, tel[T], (3.1

where C; is the common component and &; the error tensor. The core tensor is F; € R™* %"k,
and each mode-£ factor loading matrix Aj has dimension dj, x r. See Barigozzi et al. (2023b)
amongst others using the same tensor factor model. Using the QR decomposition, if we can
decompose A, = QkZ,lc/ 2 (see Assumption (L1) in Section 3.3.1 for details), then (3.1) can be

written as

Vi=Fz: X1 Q1 Xo++- Xg Qg + &, te€[T], where

(3.2)
Fzpi=F X4 Z%/Q Xo oo X[ Z}(/Q.

Model (3.1) is an extension to the usual time series factor model (K = 1):
Y, = maty()};) = maty (F; X1 Ay) + maty (&) = Aymaty(F;) + maty (&) = A F, + &,
and also for a matrix-valued time series factor model (K = 2):

Yy = mat;(Y;) = Aymat; (F;) A, + maty (&) = A1 FAL + &;.
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The Imputation Procedure: We only observe partial data. Define the missingness tensor
M = (M, i) € R with

M 1, if V4, i, is Observed;
t,i1 - .
0, otherwise.

Our aim is to recover the value for the common component C; ;, ;. if My, ;. = 0. As-

.....

suming first the number of factors r, is known for all modes, we want to obtain the estimators
of the factor loading matrices, Qk for k € [K], and then the estimated core tensor series F 7t
fort € [T]. See (3.2) for the definition of Q; and Fz;. We can then estimate the common
components at time ¢ by

C, = Fzu x1 Q1 xo -+ xx Q. (3.3)

With (3.3), we can impute ); using

We leave the discussion of estimating r; to Section 3.3.5. See Section 3.2.4 in how to obtain
Qk and Section 3.2.5 in how to obtain F. 7t

3.2.4 Estimation of factor loading matrices

In this chapter, we make use of the following notation:
wk,ij,h = {t € [T] | matk(/\/lt)ihmatk(/\/lt)jh = 1} (34)

Hence 9 ;; 5, is the set of time periods where both the ¢-th and j-th entries of the /-th mode-£
fibre are observed, ¢, j € [d], h € [di] with d :=d - - - d /dy.
Inspired by Xiong and Pelger (2023) for a vector time series panel, our method relies on

the reconstruction of the mode-% sample covariance matrix Sy, defined for i, j € [dy],

dy T
1
(Sk)ij :_E maty, (), matg (V) ;. —E TE maty, (V;)inmaty (V) .- (3.5)
h=1 t=1

With missing entries characterised by M, and v ;; 5, in (3.4), we can generalise the above to

dg

Z{Wmd

=1

maty(Y,)inmaty (V) jh}. (3.6)

€YK ijn
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Intuitively, the cross-covariance between unit ¢ and j at the h-th mode-k fibre is estimated
inside the curly bracket in (3.6) using only the corresponding available data. PCA can now be

performed on §k and Qk is obtained as the first r;, eigenvectors of §k

3.2.5 Estimation of the core tensor series

With Qk available (which is estimating the factor loading space of Q;, with Qk having or-

thonormal columns), we can estimate F; (equivalently vec(F)) by observing from (3.2),

vec(Y)) = Qgvec(Fz,) + vee(E), where Qg = Qx ® -+ ® Q.

If Qg is known, then the least squares estimator of vec (]—" Z,t) is given by

vee(Fz) = (Q4Qs) "' Quvec (V) = (zdj Qo) ( 3 Q. free M))).

j=1 7=1
With missing data, using the missingness tensor M,, the above can be generalised to

d d

vec (ﬁz,t) = < Z[vec (Mt)]j@@J.Qf@’j_) -1 ( Z[vec (Mt)]j(f)&j, [vec (yt)]]) . (37

3.3 Assumptions and Theoretical Results

3.3.1 Assumptions

We present our assumptions for consistent imputation and estimation of factor loading matrices,

with the corresponding theoretical results presented afterwards.

(O1) (Observation patterns).
1. M, is independent of Fs and &, for any t, s € [T).
2. Given My with t € [T, forany k € [K],i,j € [dy],h € [d), there exists a constant
o such that with probability going to 1, we have

|wk ij h|
BRSNS > (.

(M1) (Alpha mixing). The vector processes {vec(F,)} and {vec(&,)} are c-mixing, respec-
tively. A vector process {x; : t = 0,%1,...} is a-mixing if, for some v > 2, the mixing

coefficients satisfy

a(h)'727 < oo,

WE

>
Il

1
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where a(h) = sup, SUPaenr | Bews, |IP(AN B) —P(A)P(B)| and H? is the o-field
generated by {x; : 7 <t < s}.

(F1) (Time series in ;). There is Xy, the same dimension as F;, such that we may write F; =
> >0 Af.qXfi—q- The time series {X;;} has i.i.d. elements with mean 0 and variance
1, with uniformly bounded fourth order moments. The coefficients ay, are such that

Y003, = Land y i lag,| < cfor some constant c.

(L1) (Factor strength). We assume for k € [K|, Ay is of full column rank and independent of

factors and errors series. Furthermore, as dj, — oo,
7 PALALZ S S (3.8)

where Zj, = diag(A} Ay) and X 4 1, is positive definite with all eigenvalues bounded away
from 0 and infinity. We assume (Zy);; < d,* for j € [r], and 1/2 < ap,p, < -++ <

apo < apy < 1

With Assumption (L.1), we can denote Qj := Akz,;l/Q and hence Q, Q) — X 4. We need

ay; > 1/2 so that the ratio-based estimator of the number of factors in Section 3.3.5 works.

(E1) (Decomposition of &;). We assume K is constant, and
Er=TFer X1 Aci Xo- - X Ac g + B x €, (3.9)

where F. ; is an order-K tensor with dimension .1 X - - - X 1. , containing independent
elements with mean 0 and variance 1. The order-K tensor €, € R¥* ¥4 contains
independent mean zero elements with unit variance, with the two time series {€,} and
{Fe+} being independent. The order-K tensor X, contains the standard deviations of

the corresponding elements in €;, and has elements uniformly bounded.

Moreover, for each k € [K|, A, € R%X"ek js such that ||Ae,kH1 = O(1). Thatis, A,

is (approximately) sparse.

(E2) (Time seriesin &;). There is X, ; the same dimension as F., and X, ; the same dimension
as €, such that . ; = ZqZO Qe qXet—gand €, = Zqzo Qe qXet—q With { X1} and { X, }
independent of each other, and each time series has independent elements with mean (
and variance 1 with uniformly bounded fourth order moments. Both {X.,} and {X.,}
are independent of { Xy} from (F1).

. 2 _ 2 _
The coefficients acq and a, are such that y ~qaz, = > ~,a;, = 1 and for some

q=20 eq
constant c it holds that 3 o |acq, > >0 lacql < c.
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(R1) (Further rate assumptions). We assume that, with d := [[1—, dy, and g, == [[ o, d}*",

)+1’ dgs_lT_ldi(ak’l_ak’%), dgs—ld:k,l_ak,rk_l/2 _ 0(1).

ng—QT—ldi(ak,l_ak,rk
Assumption (O1) means that the missing mechanism is independent of the factors and the noise
series, which is also assumed in Xiong and Pelger (2023) for the purpose of identification. It
also means that the missing pattern can depend on the K factor loading matrices, allowing for
a wide variety of missing patterns that can vary over time and units in different dimensions.
Condition 2 of (O1) implies that the number of time periods that any two individual units
are both observed are at least proportional to 7, which simplifies proofs and presentations,
and is also used in Xiong and Pelger (2023). Assumption (M1) is a standard assumption in
vector time series factor models, which facilitates proofs using central limit theorem for time
series without losing too much generality. Assumption (F1), (E1) and (E2) are exactly the
corresponding assumptions in Chen and Lam (2024b), allowing for serial correlations in the
factor series, and serial and cross-sectional dependence within and among the error tensor
fibres. These three assumptions facilitate the proof of asymptotic normality in Section 3.3.3,
and boil down to similar assumptions in Chen and Fan (2023) for matrix time series and in
Barigozzi et al. (2023b) for general tensor time series (see Proposition 3.2 in Section 3.5 for
the technical details). Together with Assumption (M1), we implicitly restrict the general linear
processes in (F1) and (E2) to be, for instance, of short rather than long dependence.
Assumption (L1) is quite different from assumptions in other existing works on factor mod-
els, in the sense that we allow for the existence of weak factors alongside the pervasive ones.
Chen and Lam (2024b) adapted the same assumption, which allows each column of A to be
completely dense (i.e., a pervasive factor) or sparse to a certain extent. A diagonal entry in Zj,
then records how dense a column really is, and the corresponding strength of factors defined.
Assumption (L1) is similar to, yet technically more general than, Assumption 1(iii) in Onatski
(2012) which requires 33 4 5, to be diagonal while the normalisation on the factor series is es-
sentially the same as ours. If all factors are pervasive, (3.8) can be read as d,;lA;Ak — XAk
which is akin to Assumption 3 of Chen and Fan (2023) for K = 2. Modelling with weak
factors is closer to reality, and empirical evidence can be found in economics and finance, etc.
For instance, apart from a pervasive market factor, there can be weaker sector factors in a large
selection of stock returns (Trzcinka, 1986). More recent work on factor models specifically
focuses on weak factors with real data examples confirming the existence of weak factors, such
as Freyaldenhoven (2022) and Chen and Lam (2024b).
Finally, Assumption (R1) gives the technical rates needed for the proof of various theorems
in this chapter because of the existence of weak factors. If all factors are pervasive (i.e., oy, ; =

1), then the conditions are automatically satisfied. Suppose K = 2, T" < d; =< ds and the
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strongest factors are all pervasive (i.e., a1 = 1), then we need oy, > 1/2 for (R1) to be
satisfied. This condition is the same as the one remarked right after we stated Assumption
(L1). A factor with o, ; close to 0.5 presents a significantly weak factor with only more than

1/2 . .
dk/ of elements are nonzero in the corresponding column of A;.

Remark 3.1 To see Assumptions (F1) and (E1) do not imply (M1), a simple counterexample
which satisfies (F1) and (E1) but not (M1) can be an appropriate moving average process
not satisfying a-mixing, see e.g. Sidorov (2010). Rather than delving into specific classes of
processes that are a-mixing, (M1) should be general enough to facilitate theoretical results to
be smoothly spelt out. More generally, unless a Gaussian innovation process is assumed in
the linear processes, showing (M1) by additional assumptions is unnecessarily complicated to
be pursued. As discussed in Section 15.3 in Davidson (2021): “[...] allowing more general
distributions for the innovations yields surprising results. Contrary to what might be supposed,
having the 8; tend to zero even at an exponential rate is not sufficient by itself for strong mixing
[...]”, where 0; is the coefficient in the linear process; see also Theorem 15.9 in Davidson
(2021) for a fairly general result which requires certain non-trivial smoothness conditions on
the innovations’ p.d.f.’s and decays on the coefficients for a univariate linear process to be
Q-mixing.

Remark 3.2 With the missing entries imputed by the estimated common components C:le .
we have a completed data set which could be used for re-estimation and hence re-imputation.
The convergence could be shown empirically to be accelerated by such a procedure. The rate
improvement would be from the difference between T and 1T, where 1) is the lowest propor-
tion of observation among all entries from Assumption (O1). We omit the lengthy proofs as
eventually the rates only differ by a constant, but we note here that re-imputation can indeed
improve our imputation, which is essentially credited to the more observations used when we
have an initially good imputation.

Note that even if we adopt the iterative projection estimator from e.g. Barigozzi et al. (2023b),
the initial imputation inherits the rate from our procedure and hence there would be no improve-
ment on the theoretical rate. To potentially obtain a better rate, we should investigate how to
adapt the iterative projection estimator to cope with missing data, which is non-trivial both
on imputation procedure and theoretical derivation. Since it is not the main concern here, we

leave this as a future direction as it is certainly a worthy yet technical extension.
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3.3.2 Consistency: factor loadings and imputed values

We present consistency results in this subsection. For k € [K], j € [di], define

~ N 1
Hk] :Dlzl Q.. |1/J - |
i=1 =1 |7 ksig:h
Tk / T-k !/
Z { Ak,hmmatk(FZ,t)-m} le{ Z Ak,hmmatk(fz,t)-m} ) (3.10)
teYr ijn  mM=1 m=1
1 aga
Hj = > D' Qi Qrmaty,(Fz) AjApmaty(Fz,)', (3.11)
t=1
where f)k = Q;gkék is a diagonal matrix of eigenvalues of §k defined in (3.6). Hence

H, ; = Hj if there are no missing entries, i.e., [{y ;4| = T for each k € [K],4,j € [d)] and
h € [d.x]. Furthermore, each Hy, ; and H} can be shown asymptotically bounded and invertible
(see Theorem 3.1 with Lemma 3.3 in Section 3.5).

We first present a consistency result for the factor loading matrix estimator Qk of Q. In
particular, our theoretical rates are shown in the presence of potential weak factors. To compare
with results in similar literature, we will end this subsection with a simplified result. Readers

interested in the rates under only pervasive factors can go straight to Corollary 3.1.

Theorem 3.1 Under Assumptions (O1), (M1), (F1), (L1), (El), (E2) and (R1), forany k € [K],

RN 2 2( -1 1 1\ d?

Ap 11—k ry ) —
d_kZHQ’” _Hkva’fJ'H :OP{dk * <m+d—k>g—2} = op(1),
Jj=1 - S

where g is defined in Assumption (R1). Furthermore, define n := 1 — 1)y with 1y from As-
sumption (O1). We have H is asymptotically invertible with |H{||r = Op(1), and

2
F

Q(Qk 1— 0k )—1 1 1 d2 . { 1 n2 }:|
o (k) s ] o
Op( i Td, + i) 7 + min T A —n? op(1)

The proof of the theorem is relegated to Section 3.5. The two results in Theorem 3.1 coincide

A . |
7 2 1~ HEQu | = 1Qu - QuE

with each other if n = 0, i.e., there are no missing values.

We present the two results in the theorem to highlight the difficulty of obtaining consistency
when there are missing values. Since a factor loading matrix is not uniquely defined, in the
second result in Theorem 3.1 we are estimating how close Qk is to a version of QQ;, in Frobenius

norm, namely Q;H¢, which is still defining the same factor loading space as Q. does. With
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missing data, such a feat is complicated, in the sense that for the j-th row of Q, Qk,j., there
corresponds an Hy, ; different from Hj; in general, so that Qk ;. is close to Hy, ;Qy ;.. The extra
rate min(1/7,7?/(1 — n)?) in the second result is essentially measuring how close each Hy, ;

is to H{. See Lemma 3.3 in Section 3.5 as well.

Theorem 3.2 Let all the assumptions in Theorem 3.1 hold, and define

9n = mm{f’m}’ Guw :Hdk .
k=1

g1 =30k,

Suppose we further have di = o(d), then we have the following:

1. The error of the estimated factor series has rate

Hvec(}A"Z’t) —( R ® H‘f/)_lvec(]-"z’t)H2

_ OP(}P%?] {T_lddiakﬂ_%lk’%gs_l 4 dQqu_ldiOékJ—?muk,rk—l + gngsdiak,1—3ak,rk+l} i i) ‘
S Yo

2. Forany k € [K], iy, € [dg],t € [T, the squared individual imputation error is

N d .
Cutnecin = Ciinin? = = 0p{ 753" 3" ot = Cencin -

Juw

3. The average imputation error is given by

1 T di,...di
ﬁ Z Z (Ct,il ..... ik Ct,i1,...,iK)2
t=1 i1, ixg=1
g 1—2ag ap.1—3a r, — _ ap1—3ag , 1
— OP(]?;%{Tldi k120, kg;1 _|_dg;1di k130, & 1 —|—d 1gngsdi k130, k-i-l} I g_>

The proof can be found in Section 3.5, which utilises some rates from the proof of Theorem 3.3
(without the need for extra rate restrictions like Theorem 3.3 though). The complication of
missing data comes explicitly from the rate g,. The average squared imputation error in result
3 improves upon individual squared error in result 2 when weak factors exist, with degree of
improvements larger when the difference in strength of factors is larger.

Our rate can be considered a generalisation of approximate factor models to a general order
tensor, with general factor strengths and missing data, see the comparison of our results with
others’ below Corollary 3.1. Such generalisations have certainly revealed that when there are
weak factors, especially when the strongest and weakest factor strengths are quite different,

those rates of convergence greatly suffer.
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Corollary 3.1 (Simplified Theorem 3.1 and 3.2 under pervasive factors). Let Assumption (O1),
(M1), (F1), (L1), (El) and (E2) hold. If all factors are pervasive such that oy, ; = 1 for all
k € [K],j € [rg), then with the renormalised loading and core factor estimators defined as
Ay =d, Qrand F, = F 2.1/ Vd, we have the following:

1. The (renormalised) loading estimator is consistent such that for any k € [K],

dk

2. The (renormalised) core factor estimator is consistent such that for any t € [T,

2

. , . 11 1
defﬁ—(H%®'“®H?)1“”09”2:Cb{§$§<Tdk ¥)+qanT(1fny)}

3. The imputation is consistent both for each entry and on average (with the same rate), such
that for any k € [K|, i) € [di],t € [T,

2

Conte = Cean? = Or{ s (7 + )+ () + 3

When K = 1 with missing data, result 1 has rate 1/ min(d;, 7"), which is the same as the rate
in Theorem 1 of Xiong and Pelger (2023). If K = 2 and n = 0 (i.e, no missing values), result
1 has rate 1/ min(dy, T'd,), which is consistent with Theorem 1 of Chen and Fan (2023), for
example. For a general order- K tensor without missing data (i.e., n = 0), our Lemma 3.5 in
Section 3.5 states that

1Qk. — HiQu||* = Op <% + di§>’ implying —HAk — AH | = OP(T?Z di%),
which aligns with Theorem 3.1 of Barigozzi et al. (2023b). Note that the rate in Lemma 3.5 is
improved at no cost if all factors are pervasive from the proof of the lemma. For more technical
details, see (4.40) in the proof of Lemma 4.5 where the decomposition therein shows how the
rate of convergence for the loading estimators can be improved.

If K > 2 and n = 0, result 3 has rate

1y 1 1
%mpmk+@>+gﬁmMﬂhwwﬂwﬁﬂuﬂy'

This rate is the same as the result in Theorem 4 of Chen and Fan (2023) for K’ = 2, which is a

rate for estimating the common component. On the other hand, if 7 is a constant and K = 1,
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then result 3 becomes d; ' +7~! =< 1/ min(dy, T), which is the same rate as result 3 of Theorem
2 in Xiong and Pelger (2023).

Remark 3.3 From the discussion below Corollary 3.1, our result would boil down to that in
Xiong and Pelger (2023), but we point out that the rate of convergence, e.g. for the imputation,
suffers from large portion of missing data due to the rate min(1/T,n*/(1 — n)?) which can
be neglected for K = 1, i.e., vector time series where 1/T'd, = 1/T. This is also manifested
throughout the derivation of theoretical results, where the improved rate 1/Td . from other
modes in a tensor factor models is undermined by the essentially the general missing pattern
considered in our setup. That said, we should expect to recover the classical rates on common
component estimators in tensor factor models if the observational pattern is regular, which then
becomes unrealistic and less useful for a general tensor time series. For example, we manage to
generalize the TALL-WIDE imputation algorithm in Bai and Ng (2021) for tensor time series,
also mentioned in Section 3.4.1, but this track of procedure is even hardly valid when the data
is missing at random. Hence it is celebrating to see how our procedure is capable of imputing
on even pessimistically observed tensor data. To further highlight the advantage of our method,
we refer to the comparison between our method and an iterative vectorisation-based algorithm

in Section 3.4.1.

3.3.3 Inference on the factor loadings

We establish asymptotic normality of the factor loadings for inference purpose. In Section 3.3.4
we present the covariance matrix estimator for practical use of our asymptotic normality result.

First, we define
HO™ = tr(A’,A))/? - D, ° 1,2/, (3.12)

where Dy := tr(A/, A ) diag{\; (AL A), ..., A\ (ALAg)}, and Ty is the eigenvector matrix
of tr(A/AL) - gtdy ™™ 2/°% 4 . Z,/?. Tt turns out HY™ is the probability limit of HY

defined in (3.11). Before presenting our results, we need three additional assumptions.

(L2) (Eigenvalues). For any k € [K], the eigenvalues of the i, X 1 matrix X 4 2y, from
Assumption (L1) are distinct.

(AD1) Define wg = d 1d2ak 3% g% and the following,

Ek,j = phm Var{ ZQkZ Z |¢k h| Z matk(St)jh(A_k)’h,matk(]—"t)’Ak,i.},
if,

T,d d—00
Lo 0K tEYE,ij,h

then we assume Twy - | Dy "Hy "By, ;(Hy ") Dy | . is of constant order.

'l
F



34 Chapter 3. Tensor Time Series Imputation through Tensor Factor Modelling

(AD2) Define the filtration G':=o(UI_|G,) with Go=c({ M, it < s}, A4, ..., Ak), and

,,,,,

1
|Vk.iin]

1
AF,k,ij,h:: Z matk(Ft)vMV;C’hmatk(.E)’ — T Z matk(E)kahV;%hmatk (ft)/,

tEYL ij.h t=1

where Vi = [Qicir)\(k} Ailn.. With Qy, being the normalised mode-k factor loading
defined below Assumption (L1), we have for every k € [K|,j € [d], for a function
hi; : R — Rk,

dy, d_p,
Ak,ry, —1 a,* /
VTd, ™" - D, Hy E Qi AL E ApkijnAr.
=1 h=1

— N(0,D;'H} by, j (A ;) (HEY)YD ) GT-stably.

Assumption (AD1) guarantees a part of the covariance matrix of the asymptotic normality
in Theorem 3.3 is of constant order. It can be regarded as a lower bound condition which is
necessary for the dominance of a certain term involved in the asymptotic normality. Since we
show the upper bound of Tw - || D}, "Hy ", ;(H ") D, Y|
of Theorem 3.3, this assumption is not particularly strong.

is of constant order in the proof

Assumption (AD2) is required since the missing data creates a discrepancy term Apy, ;55
as defined in the assumption. This assumption is also parallel to Assumption G3.5 in Xiong
and Pelger (2023). We demonstrate how this assumption is satisfied with Assumption (O1),

(F1), (L1) and two additional but simpler assumptions in Proposition 3.1 in Section 3.3.6.

Theorem 3.3 Let all the assumptions under Theorem 3.2 hold, in addition to (L2), (AD1) and
(AD2) above. With 1y, fixed and dy,, T — oo for k € [K], suppose T'dj, = o(de’lJrak""’“), then

VT - (Quy. — HiQyj) = N (0, D" HY (Td)™ - By + hij (A)) (HP" D).

Itag,1 =30k,

Furthermore, if Td " g%g,d, = o(1) is also satisfied, then

VTwp - (Qry. — HiQp, ) = N(0, Twg - D' HY B, (H* YD ).

. .- +ag,r
If all factors are pervasive, the rate condition T'd_, = o(d,,"'""*"*) reduces to Td., = o(d3),

which is equivalent to the condition needed for asymptotic normality in Bai (2003) for K = 1
and Chen and Fan (2023) for K = 2. The first asymptotic normality result is compatible to
Theorem 2.1 of Xiong and Pelger (2023) when all factors are pervasive. In their Theorem 2.1,
the 9% is in fact of rate N7, so that the normalising rate is v/T'N, which is exactly v/Td; in
our first result when K = 1.

1+C!k 1— 30‘1@ Tk

Suppose all factors are pervasive. The rate condition 7'd~'g2g,d, = o(1) is
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automatically satisfied when there is no missing data, i.e., 7 = 0 so that g, = 0. If so, the rate
of convergence is v/Twg = v/Td, which is compatible to Theorem 2.1, Theorem 2.2 of Chen
and Fan (2023) and Theorem 3.2 of Barigozzi et al. (2023b) (after our normalisation to their
factor loading matrices). The condition is also satisfied when there is only finite number of
missing data, so that n < T~ and ¢, < T2, and d;, dy = o(T') for K = 2.

Remark 3.4 We do not establish asymptotic normality for the estimated factor series and com-
mon components. The reason is that for tensor with K > 1, the decomposition in the estimated
factor series and the common components cannot be dominated by terms that are asymptoti-
cally normal. This is also the reason why Chen and Fan (2023) does not include asymptotic
normality for the estimated factor series and common components. Barigozzi et al. (2023b)
constructs asymptotic normality for the core factor built upon their projection estimator Fe
which is sensible as the projecting loading estimator already has an improved rate. In compar-
isons, the rate of any PCA-type estimators, such as the one in Chen and Fan (2023) for matrix
data and the one in our case for general tensors, is insufficient for a potentially asymptotically
Gaussian term to be dominating. The main goal of this chapter is to impute missing entries,
and existing methods on tensor factor models using Tucker decomposition should be able to be

applied with all missing entries replaced by the consistent imputations.

3.3.4 Estimation of the asymptotic covariance matrix

In order to carry out inferences for the factor loadings using Theorem 3.3, we need to es-
timate the asymptotic covariance matrix for Qk] — H{Qy ;.. To this end, we use the het-
eroscedasticity and autocorrelation consistent (HAC) estimators (Newey and West, 1987) based
on {Qy,, mat,(C,), matk(a)}tem, where

~

matk(at) = (Qk)matk(]?z,t)(QK Q- Qk—i—l & Qk—l ®---® Q1)
matk(éA}) := matg();) — maty (CAt)

With a tuning parameter 3 that § — oo, 3/(Td,""*)"/* — 0, we define two HAC estimators

~ v
EHAC = Dk70,j + Z (1 - ) (Dk,u,j + D;g,u,g)a

—
+
™

v=1
B
E%AC = DkAO,j + Z (1 _ Y ) (D,ﬁy’j + (D,ﬁm)/>, where
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Pyp— 71 72 K
Dyyji= Y { > (f > Dy Q;C(k),sc(k),s,z') > WE(k),t,th(k),t,ih}
t:1+l/ =1 s=1 h:1 580,
dy, d_,
1 -1/ & . & 1{t — v € Yrijn} = = !
) _ZDleZC(k),sC(kLsJ- Z { B ’ }E(k),t—u,jhc(k),t—u,ih )
T Uk, ijn|
=1 s=1 h:1 ¢y
T dy, T d.i
1 PPN ~ ﬂ{tEI/}k“h}’\ ~
A L )09,
Dp,, = > { > <T ZDle;C(k),SC(k),s,i.) > (WQ@WQ@W
t=1+v  i=1 s=1 h—1 ij,

dy

It — vV € Yrijny A ~ 1~ ~ /
: < { ] }C(k),t—u,ihc(k),t—u,jh - _C(k),t—u,ihc(k),t—u,jh>} ,
P |Vr.ij.n] T

where 6(;@),8 = matk(@) and ]/E\I(k),s = matk(gs).

Theorem 3.4 Let all the assumptions under Theorem 3.2 hold, in addition to (L2), (AD1) and
(AD2) above. With ry, fixed and dy,, T — oo for k € [K], suppose also the rate for the individual

common component imputation error in result 2 of Theorem 3.2 is o(1), together with T'd ;, =
o(dzk’1+ak’r’“) and di(ak’l_ak’r’“)[(Td_k)’l +d;'|d*g;2 = o(1). Then

1. f),;lleAcf)lzl is consistent for D, 'Hy "2y ;(H*)' Dy s

2. f),;lflﬁAcf);l is consistent for (T'd, "™ )" 'D; "HY hy i (Ag.) (HE*)Y DL

3. (Brac + Xiac) " P Di(Quy. — HiQry) = N(0,1,,).

The extra rate assumption di(ak’l_ak”’“) [(Tdy)~! +d,"|d%g;72 = o(1) makes sure that we have
Frobenius norm consistency for Qk from Theorem 3.1. The imputation error from result 2 of
Theorem 3.2 also has rate going to 0 when are all factors are pervasive, for instance. With
result 3 in particular, we can perform inferences on any rows of Q - Practical performances of
result 3 is demonstrated in Section 3.4.1. The reason that we need two HAC estimators is that
similar to Theorem 3.1, there is a component for missing data, arising from the fact that H, ;

is different from H¢ for each j € [dj] in general.

3.3.5 Estimation of number of factors

The reconstructed mode-k sample covariance matrix Sy is in fact estimating a complete-sample

version of a matrix R}, where

T
1
R} = > Qumaty(Fz,) A Agmaty(Fz,)'Qj, (3.13)
t=1
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and F, and Ay, are defined in (3.2). It turns out that \; (Sk) =p A;(Ry) for j € [ry], and

K
N(R;) =p dpt gy, go =[] di* as defined in (R1).

k=1
We have the following theorem.

Theorem 3.5 Let Assumption (O1), (M1), (F1), (L1), (El), (E2) and (RI) hold. Moreover,

assume

dgs—ld:k,l—ak,rk[(Td_k)—l/z + dlzl/?] _ O(dzk,ﬂrak,j)’ j € [re — 1] with ry, > 2;
Ay, [(Tdx) ™2 + ] = o(1), re=1

Then T}, is a consistent estimator of ry, where

~ : )\e+1(/s\k) +¢ - Y ~1/2
T, 1= arg min {m, C e [[d/2]] }, &= d[(Tdy) "7 +d, 7. (3.14)

The extra rate assumption is satisfied, for instance, when all factors corresponding to A are
pervasive. An eigenvalue-ratio estimator is considered in Lam and Yao (2012) and Ahn and
Horenstein (2013), while a perturbed eigenvalue ratio estimator is considered in Pelger (2019).
However, all of these estimators are for a vector time series factor model. Our estimator 7,
in (3.14) extracts eigenvalues from §k, which is not necessarily positive semi-definite. The
addition of ¢ can make §k + &1, positive semi-definite, while stabilizing the estimator. We
naturally assume that r, < dj /2, which is a very reasonable assumption for all applications of

factor models. In fact, our recommended choice of ¢ is
1 —1/2 —1/2
&= gd[(Td_k) +d, ]

The requirement & =< d[(T'd.,) /2 +d,;1/ 2} ensures & = op(A,, (Sy,)) from our rate assumption

in the theorem. Our simulations in Section 3.4.1 suggest that this proposal works well.

3.3.6 *How Assumption (AD2) can be implied

This section details how Assumption (AD2) can be implied from simpler assumptions. Readers
can skip this part and go straight to the next section for a more integral reading experience. We

begin by presenting a proposition.

Proposition 3.1 Let Assumption (O1), (F1), (L1) hold. For a given k € [K],j € [dy], assume:

(67

1. The mode-k factor is strong enough such that oy, > 4/5, and d,
with some € € (0, 1).

k,l_a’k,rk T_e/z _ 0(1)
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2. There exists some 1y, ;; such that y, ;; = Vi p for any i € [dy], h € [d.i|. Furthermore,
there exists wy i j such that for any t € [T, as dj,, T — oo,

di  dy,

_9 T - ]l{t S Q/J;mvj} B T. ﬂ{t c @bk:,lj} - ) |
K ; zz:; ( |Vk,ij] 1) < |51 1) — Wep k-

With the above, Assumption (AD2) is satisfied. Moreover, condition 2 can be replaced by miss-

ing at random over all elements such that P(M;, ;. = 1) is the same for any t, i, . .. ,ik.

Condition 1 and 2 in Proposition 3.1 are on the factor strength and missingness pattern, respec-
tively. Condition 1 is trivially satisfied if all factors are pervasive. If the data is also missing at

random, Proposition 3.1 holds.

Remark 3.5 Condition 2 can be satisfied by assuming that in maty,();), all the elements are
missing at random over rows with probability 1 — py, and meanwhile missing dependently over
columns such that V1 = -+ = Yr4ja, (which still allows the pattern to be different to

certain extent over columns). We then have for each t € [T, as dy,, T — oo,

v dy
T-1 y T-1 .
23} ( {t € Yris} 1> ( {t € duy}y 1)

= |thk,i5] |thr.15]
Ay d

_ d;z Zk: Zk: T2 . ﬂ{t S wk,ij} . ﬂ{t € iﬂk’l]‘} B T- ﬂ{t S wk,ij} B T - ﬂ{t S wk,lj} n 1>
= o |nis] - [tn5] |¢0ki5] |15

RN pal — 1,

which is wy . ;. Similar to Assumption $3.2 in Xiong and Pelger (2023), the value of wy 1 ; can
be regarded as a measure of missingness complexity. It is a parameter related to the variance

of the stable convergence, and tends to increase when there is a larger portion of data missing.

3.4 Numerical Results

3.4.1 Simulations

We demonstrate the empirical performance of our estimators in this subsection. Note that we
do not have comparisons to other imputation methods since to the best of our knowledge, there
are no other general imputation methods available for & > 1 apart from tensor completion
methods for very specific applications as mentioned in the introduction. However, we will
make comparison with an alternative approach to impute tensor time series combining Xiong
and Pelger (2023) and Chen and Lam (2024b). Under different missing patterns which will

be described later, we investigate the performance of the factor loading matrix estimators, the
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imputation, and the estimator of the number of factors. We also demonstrate asymptotic nor-
mality as described in Theorem 3.3, followed by an example plot of a statistical power function
using result 3 of Theorem 3.4. Throughout this subsection, each simulation experiment of a
particular setting is repeated 1000 times, unless stated otherwise.

For the data generating process, we use model (3.1) together with Assumption (E1), (E2)
and (F1). More precisely, the elements in JF; are independent standardised AR(5) with AR
coeflicients 0.7, 0.3, -0.4, 0.2, and -0.1. The elements in F. ; and €, are generated similarly, but
their AR coefficients are (-0.7, -0.3, -0.4, 0.2, 0.1) and (0.8, 0.4, -0.4, 0.2, -0.1) respectively.
The standard deviation of each element in €, is generated by i.i.d. [N(0, 1)|.

For each k € [K], each factor loading matrix A, is generated independently with A, =
U, By, where each entry of U, € R%*™ isii.d. N(0,1), and B;, € R"™*"* is diagonal with
the j-th diagonal entry being d,;c’“’j , 0 < (k,; < 0.5. Pervasive (strong) factors have ¢ ; = 0,
while weak factors have 0 < (;.; < 0.5. Each entry of A, € R%**"* is i.i.d. N'(0, 1), but
has independent probability of 0.95 being set exactly to 0. We set r., = 2 for all k € [K]
throughout this subsection.

To investigate the performance with missing data, we consider four missing patterns:
* (M-i) Random missing with probability 0.05.
* (M-ii) Random missing with probability 0.3.

* (M-iii) The missing entries have index (¢,iy,...,ix), where

057 <t<T, 1<i,<0.5dforall k € [K].
* (M-iv) Conditional random missing such that the unit with index j along mode-1 is miss-
ing with probability 0.2 if (A;),; > 0, and with probability 0.5 if (A;);; < 0.
To test how robust our imputation is under heavy-tailed distribution, we consider two distribu-
tions for the innovation process in generating F;, F.; and €;: 1) i.i.d. N'(0,1); 2) i.i.d. ¢3.
Accuracy in the factor loading matrix estimators and imputations

For both the factor loading matrix estimators and the imputations, since our procedure for vector
time series (K = 1) is essentially the same as that in Xiong and Pelger (2023), we show here

only the performance for K = 2, 3. We use the column space distance

DP(Q,Q) = |Q(QQ)'Q - QQQ) '
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for any given Q, Q, which is a commonly used measure in the literature. For measuring the

imputation accuracy, we report the relative mean squared errors (MSE) defined by

Zjes(aj - Cj)2
Zjes CJ2 7

where S either denotes the set of all missing, all observed, or all available units.

relative MSEgs =

(3.15)

We consider the following simulation settings:

(Ia) K =2,T =100,d; = dy = 40,7 = 1,7, = 2. All factors are pervasive with ¢ ; = 0
for all k£, j. All innovation processes in constructing F;, F.; and €, are i.i.d. standard

normal, and missing pattern is (M-i).
(Ib) Same as (Ia), but one factor is weak with (;; = 0.2 for all k € [K].

(Ic) Same as (Ia), but all innovation processes are i.i.d. ¢3, and all factors are weak with
Ck; = 0.2forall k, j.

(Id) Same as (Ic), but 7' = 200, d; = dy = 80.

(Ie) K =3,T =80,dy = dy = d3 = 20,7, = ro = r3 = 2. All factors are pervasive with
Ck,; = 0 for all k£, 5. All innovation processes in constructing J, F.; and €, are i.i.d.

standard normal, and missing pattern is (M-i).
(If) Same as (Ie), but all factors are weak with ¢, ; = 0.2 for all £, j.
(Ig) Same as (If), but 7' = 200, d; = dy = d3 = 40.

Settings (Ia)—(Id) have K = 2, and settings (Ie)—(Ig) have KX = 3. They all have missing
pattern (M-i), but we have considered all settings with missing patterns (M-ii)—(M-iv), with
performance of the factor loading matrix estimators very similar to those with missing pattern
(M-i). Hence we are only presenting the results for settings (Ia)—(Ig) in Figure 3.1 for the
missing pattern (M-i). The imputation results for the above settings are collected in Table 3.1,
together with those under different missing patterns.

We can see from Figure 3.1 that the factor loading matrix estimators perform worse when
there are weak factors or when the distribution of the innovation processes is fat-tailed. How-
ever, larger dimensions ameliorate the worsen performance. The increase in the loading space
distance from k£ = 1 to k = 2 in settings (Ia)—(Id) is due to more factors along mode-2, which
naturally incurs more errors compared to smaller ;. In comparison, the loading space error
shown in the right panel of Figure 3.1 are in line for all modes due to the same number of factors

along each mode.
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Figure 3.1: Plot of the column space distance D(Qy,, Qk) (in log-scale) for k € [K| for missing
pattern (M-i), with ' = 2 on the left panel and K = 3 on the right. The horizontal axis is
indexed from (a) to (g) to represent Settings (Ia) to (Ig), with the k-th boxplot of each setting
corresponding to the k-th factor loading matrix Qj therein. Performance on other missing
patterns are very similar, and are omitted.

From Table 3.1, we can see that missing pattern (M-iii) is uniformly more difficult in all
settings for imputation. This is understandable as there is a large block of data missing in setting
(M-iii), so that we obtain less information towards the “centre” of the missing block. This is
also the reason why under (M-iii), the imputation performance for the missing set is worse than
the observed set, unlike for other missing patterns where all imputation performances are close.

Random missing in (M-i) and (M-ii) are relatively easier for our imputation procedure to
handle. Note that if the TALL-WIDE algorithm in Bai and Ng (2021) were to be extended
to the case for K > 1, it can handle missing pattern (M-iii), but not (M-i) and (M-ii). The
design of our method allows us to handle a wider variety of missing patterns, including random
missingness. We want to stress that we have attempted to generalise the TALL-WIDE algorithm
to impute high-order time series data for comparisons, yet the method is almost impossible to

use in tensor data. The generalisation is also too complicated, and hence is not shown here.

Performance for the estimation of the number of factors

We now demonstrate the performance of our ratio estimator 7, in (3.14) for estimating r;, for
K = 1,2,3. For each k € [K], we set the value of ¢ in Theorem 3.5 as & = d[(T'd.;)~Y/? +

_1/ 2] /5. We have tried a wide range of values other than 1/5 for £ in all settings, but 1/5 is
Worklng the best in vast majority of settings; see simulation results on the sensitivity of different

¢ in Table 3.4. Hence we do not recommend treating it as a tuning parameter in this section for
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Setting K=2 K=3
Missing Pattern | S (Ia) | db) | de) | dd) | de) | (If) | (Ig)
obs | .002 | .020 | .066 | .039 | 2.61 | 120 | .293
(M-i) miss | .002 | .020 | .066 | .039 | 2.63 | 121 | .294
all |.002 | .020 | .066 | .039 | 2.61 | 120 | .293
obs | .003 | .025 | .079 | .045 | 5.97 | 154 | .702
(M-ii) miss | .003 | .025 | .079 | .045 | 6.06 | 155 | .703
all |.003 | .025 | .079 | .045 | 6.00 | 154 | .702
obs | .004 | .025 | .079 | .048 | 6.64 | 136 | 1.75
(M-iii) miss | .009 | .036 | .107 | .061 | 14.7 | 164 | 4.02
all | .005 | .026 | .083 | .050 | 7.19 | 138 | 1.89
obs | .004 | .027 | .086 | .047 | 7.75 | 173 | .888
(M-iv) miss | .004 | .028 | .088 | .047 | 8.49 | 179 | .964
all | .004 | .027 | .086 | .047 | 8.00 | 175 | 914

Table 3.1: Relative MSE for settings (Ia) to (Ig), reported for S as the set containing respec-
tively observed (obs), missing (miss), and all (all) units. For K = 3, all results presented are
multiplied by 10%.

saving computational time.
We present the results under a fully observed scenario and a missing data scenario for each

of the following setting:

(IIa) K =1,T = dy = 80,r; = 2. Allfactors are strong with (; ; = 0 for all 5. All innovation
processes involved are i.i.d. A/(0, 1). We try missing patterns (M-ii), (M-iii) and (M-iv).

(IIb) Same as (Ila), but ¢; ; = 0.1 and we only try missing pattern (M-ii).
(IIc) Same as (IIb), but factors are weak with ¢; ; = 0.1 and ¢; 2 = 0.15.
(IId) Same as (Ilc), but 7' = 160.

(IMa) K =2,T = dy = dy = 40,7, = 2,17, = 3. For all k, j, we set (;, ; = 0. All innovation

processes involved are i.i.d. N'(0, 1), and we only try missing pattern (M-ii).
(IIb) Same as (Il1a), but all factors are weak with ¢, ; = 0.1 for all k, j.
(Ilc) Same as (I1Ib), but 7' = d; = dy = &80.

(IVa) K =3,T =dy =dy =d3 =20,m = 2,73 = 3,73 = 4. Forall k, j, we set (;, ; = 0. All

innovation processes involved are i.i.d. A/(0, 1), and we only try missing pattern (M-ii).

(IVb) Same as (IVa), but all innovation processes are i.i.d. ts.



3.4. Numerical Results 43

(IVc) Same as (IVa), but 7" = 40.

Since estimating the number of factors with missing data is new to the literature, it is of
interest to explore the accuracy of the estimator under different missing patterns. Hence we
explore different missing patterns in setting (Ila). Extensive experiments (not shown here) on
the imputation accuracy using misspecified number of factors show that underestimation is
harmful, while slight overestimation hardly worsen the performance of the imputations. Thus,
for each of the above settings, we also compare the performance using re-imputation and iTTP-
ER by Han et al. (2022), where the re-imputation is done by using both 7, and 7 + 1 to avoid

information loss due to underestimating the number of factors, see Table 3.2 and Table 3.3.

Setting (11a) (True r; = 2)
Missing Pattern T Tre0 Trel TiTIPre0 | TiTIPre,l Tl TATIP full
Mean sp)
(M-ii) 1.98(13) | 1.98(13) | 2.000.06) | 1.97(18) | 1.97 (22
(M-iii) 1.92027) | 1.93(26) | 1.97(20) | 1.90(30y | 1.92(31) | 1.99¢10) | 1.92(28)
(M-iv) 1.98(14) | 1.98(14) | 2.0108) | 1.97(17) | 1.98( 24
Correct Proportion
(M-ii) 982 982 .996 967 949
(M-iii) 921 93 .96 901 .898 .99 917
(M-iv) 979 979 .993 97 943

Table 3.2: Results for setting (Ila). Each column reports the mean and SD (subscripted, in
bracket) of the estimated number of factors over 1000 replications, followed by the correct
proportion of the estimates. The estimator 7 is our proposed estimator; 7 o and 7y ; are similar
but used imputed data where the imputation is done using the number of factors as 7 and 7+ 1,
respectively; Tirpre0 and Tirpre,; are iTIP-ER on imputed data (using 7 and 7 + 1 respectively);
Ttan and Tyt are our estimator and iTIP-ER on fully observed data (in green), respectively.

From both Table 3.2 and 3.3, it is easy to see that our proposed method generally gives
more accurate estimates than iTIP-ER, and it is clear that the re-imputation estimate is at least

as good as the initial estimate. In fact, 7 ; outperforms 7, which is based on full observation.

Sensitivity for the tuning parameter in Theorem 3.5

We provide some simulation results on the performance of our number of factor estimator 7,
relative to the choice of ¢ in Theorem 3.5. For demonstration purpose, we adapt the general
setup depicted in Section 3.4 to generate the loading matrices, factor and noise series, except
that only NV(0, 1) is used to generate the innovation process. On the dimension of data, we
consider order K = 1,2, 3 such that



44 Chapter 3. Tensor Time Series Imputation through Tensor Factor Modelling

Correct Proportion

=)

Setting 7”\re,0 ?re,l ?iTIP,re,O ﬁTIP,re,l Tt ?iITP,full
K =1(Truer; = 2)
(ITb) | .556 | .556 | .886 | .526 765 | .633 .53
(Ilc) | .626 | .626 | .762 | .594 .668 .67 539
Id) |.791 | .791 | .817 | .794 837 | 812 | .767
K =2 (True (ry,r2) = (2,3))
(IlTa) 1 1 1 995 995 1 .994
(IIb) | .978 | .978 | .987 | .985 989 | 981 | .986
(IIIc) | .999 | .999 1 1 996 | .999 1

K =3 (True (ry,re,r3) = (2,3,4))
(I'Va) 1 1 1 987 987 1 988
(IVb) |.996 | .996 | .999 | .991 991 1 991

(IVe) 1 1 1 999 1 1 1

Table 3.3: Results for settings (II), (II), and (IV), excluding (Ila). Refer to Table 3.2 for the
definitions of different estimators. The missing pattern concerned in all settings is (M-ii).

s K =1:T =160, d; = 80;
'K:2T2d1:d2:40,
’K:31T2d1:d2:d3:20;

where we assume two pervasive factors on each mode, i.e. true r, = 2 and (; ; = O forall &, j.

To show the robustness of our choice of &, each setting is repeated 1000 times under four
missing patterns: fully observed, (M-i), (M-ii) and (M-iii). See Section 3.4 for the description
of these missing patterns.

As the dimension and the number of factors along each tensor mode is the same (within any
setting), it suffices to study the correct proportion of 7; = r; = 2. The result for different values
of £ € {0.002,0.02,0.2,2,20} is shown in Table 3.4. It is clear from the results that relatively
small values of £ should help to estimate the number of factors consistently. In particular, &
ranges from 0.02 to 0.2 should work sufficiently well.

Asymptotic normality

We present the asymptotic normality results for ' = 1,2, 3 respectively. When the data is
a vector time series (K = 1), our approach is similar to Xiong and Pelger (2023), but their

proposed covariance estimator for the asymptotic normality includes information at lag O only
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Correct Proportion of 71 = r; = 2
Missing Pattern | £ =0.002 | £ =0.02 | £ =02 | (=2 £=20
K =1 =160, d; = 80)

Fully observed .999 999 1 .986 909
(M-i) .999 .999 1 .985 906
(M-ii) .997 997 .995 .985 903
(M-iii) .99 989 987 934 791

K =2T =d, = dy = 40)

Fully observed 1 1 1 .992 .843
(M-i) 1 1 1 .993 .842
(M-ii) 1 1 1 .986 .842
(M-iii) .994 .995 .996 972 815

K=3{=dy =dy=d;=20)

Fully observed .999 .999 .997 967 132
(M-i) .999 999 .997 967 73
(M-ii) 998 998 .996 959 718
(M-iii) 995 997 995 95 .695

Table 3.4: Results of correct proportion for the number of factor estimator 7, relative to the
choice of ¢ in Theorem 3.5 on mode-1 in 1000 replications.

(i.e., the estimator of the asymptotic variance of the loading estimator), while we use the HAC-
type estimator facilitating more serial information. For all K considered, we present the result
on (Q)11, with the parameter 3 of our HAC-type estimator set as |3(Td1)"*]. We use (M-i)
as the missing pattern for all settings.

The data generating process is similar to the ones for assessing the factor loading matrix
estimators and imputations, but the parameters are slightly adjusted. All elements in F;, F. .,
and €; are now independent standardised AR(1) with AR coefficients 0.05, and we use i.i.d.
N (0, 1) as the innovation process. We stress that we include contemporary and serial depen-
dence among the noise variables following Assumption (E1) and (E2), while most existing
literature demonstrating asymptotic normality display results only for i.i.d. Gaussian noise.

We assume all factors are pervasive in this subsection. For all X' = 1,2,3, given d;,
we set T, d; = dy/2, 1 # 1. We generate a two-factor model for X' = 1, and a one-factor
model for K = 2,3. For the settings (K, d;) = (1,1000), (2,400) and (3, 160), we consider
(fJHAc + iﬁAc)*l/Qﬁl (Ql,l. —H{Q;1.). In particular, we plot the histograms of the first and
second entry in Figure 3.2, whereas the corresponding QQ plots are presented in Figure 3.3.

The plots in Figure 3.2 provide empirical support to Theorem 3.3 and result 3 of Theo-

rem 3.4. For K = 3, there are some heavy-tail issues, as seen in the bump at the right tail in
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the histogram (confirmed by its corresponding QQ plot). The QQ plot for K = 2 also hints
on this, but the tail is thinned as the dimension increases. Our simulation is similar to that in
Chen and Fan (2023) for K = 2, but we allow partial data unobserved and we generalise to any
tensor order KA. We remark that the convergence rate of the HAC-type estimator is not com-
pletely satisfactory, such that relatively large dimension is needed, and it becomes less feasible

for some applications. We leave the improvements of the HAC-type estimator to future work.

K=1, T=500, d; =1000 K=2, T=200, d; =400, dp =200 K=3, T=80, d; =160, d» =80, d =80
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Figure 3.2: Histograms of the first entry of (f]HAC + i%AC)‘l/Qﬁl (lel. —H{Q;1.). Ineach
panel, the curve (in red) is the empirical density, and the other curve (in green) in the left panel
depicts the empirical density of the second entry of (X 40 + 25 4c) V2D (Q11. — HIQ1 1.).
The density curve for A/(0, 1) (in black, dotted) is also superimposed on each histogram.
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Figure 3.3: QQ plots of the first entry of (Zpac + 25 ,40) D1 (Qr1. — H2Q,1.). The
horizontal and vertical axes are theoretical and empirical quantiles respectively.

Lastly, we demonstrate an example of statistical testing for the above one-factor model for
K = 2. More precisely, we want to test the null hypothesis Hy : Q11 = 0 with a two-sided
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test. A 5% significance level is used so that we reject the null if (EHAC + ﬁﬁAc)_l/Zﬁl Ql,ll
isnotin [—1.96, 1.96]. Each experiment is repeated 400 times and the power function for Q; 11
ranging from —0.02 to 0.02 is presented in Figure 3.4. The power function is approximately
symmetric, and suggests that our test can successfully reject the null if the true value for Q; 11
is away from 0. When Q; ;; = 0, the false positive probability is 7.25% which is slightly higher
than the designated size of test. This is due to the slow convergence of the HAC estimators,

and an increase in dimensions would improve this.

Power of the test of size = 5%

Power
0.4 0.8 1.0

0.2

I I I I I
-0.02 -0.01 0.00 0.01 0.02

Alternative (Qj1.)1

Figure 3.4: Statistical power of testing the null H : (Q1.1.)1 = Q1,11 = 0 against the two-sided
alternative. The null is rejected when |(Zpac + 245 .40) " /?D1Qq 11| > 1.96.

Comparison with an iterative vectorisation-based approach

We compare our proposed tensor factor-based imputation method with the following procedure.

Iterative vectorisation-based imputation

1. Given an order-K tensor with missing entries, ), € R4**4x for t € [T, obtain y; =
vec (yt) € R for all timestamps. Impute the vector time series {¥t}+eqr) by Xiong and
Pelger (2023) and denote by the tensorised imputation data {JAiveC,t}tem.
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2. Replace missing entries in ); by corresponding entries in ;)A)VBC,t. On the resulting series,
estimate the loading matrices, core factors and hence the common components by Chen

and Lam (2024b). Denote the series of estimated common components by {JA)preanvt}te[T].

3. Iterate from step 2, except that the missing entries in ); are replaced by entries of :)Aipreavgt

from the previous iteration.

The above algorithm is a natural way of leveraging the vector imputation of Xiong and
Pelger (2023) to tensor time series, and the iteration step is akin to Appendix A of Stock and
Watson (2002b). For demonstration, all innovation processes in constructing ., F. ; and €, are

i.i.d. M(0, 1), and all factors are pervasive. In particular, the following settings are considered:
(Va) K =2,T = 20,dy = dy = 40,1, = ry = 2, and missing pattern is (M-ii).

(Vb) Same as (Va), except that the missing pattern is (M-iii).

(Vo) K =3,T=10,dy = dy = d3 = 10,7, = r9 = r3 = 2, and missing pattern is (M-ii).
(Vd) Same as (Vc), except that the missing pattern is (M-iii).

The results for settings (Va) to (Vd) are shown in Figure 3.5. From both panels, our pro-
posed method (in dashed lines) performs better than the direct vectorised imputation. One
intuition can be the following. Suppose we have a matrix-valued time series Y, € R%*2, and
assume d; < d, and the data is asymptotically observed with the rate < 1/y/T'd;. According
to Corollary 3.1, the squared imputation error has rate 1/(T'd;) + 1/d?. In comparison, if we
choose to vectorise the data and impute, the squared error rate is 1/7 + 1/d? which is inflated.

The performance of the vectorisation-based imputation can be further improved by iterative
imputation in the context of tensor data. However, Figure 3.5 demonstrates the low efficiency of
such iterative method if the missing pattern is unbalanced to a certain extent. We also point out
that the computation time of the initial vectorised imputations can be significantly larger than
the our proposed method if the order of the data is large. In fact, the computational complexity
(given the number of factors) of direct vectorised imputation is (ignoring the cost of vectorisa-
tion and unfolding) O(T'd* + d?), while our proposed method is O (K maxyer{T'ddy + d3}),

which can be of significantly smaller order than d?.

3.4.2 Real data analysis: Fama—French portfolio returns

We analyse the set of Fama—French portfolio returns data described in Section 3.2.1. With suf-
ficient observed samples of each category along its time series, Assumption (O1) in Section 3.3

can be satisfied and our imputation approach is applicable under such missing pattern. Since
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Figure 3.5: Plot of the relative MSE for Setting (Va) to (Vd), averaged over 1000 replications.
Setting (Va), (Vb), (Vc) and (Vd) are represented by symbols in red on left panel, green on left
panel, red on right panel and green on right panel, respectively. Dashed lines denote our tensor-
based approach (without iteration); points denote the iterative vectorisation-based method with
step O corresponding to the initial imputation.

the market factor is pervasive in financial returns, we remove the market effect by modelling
the data with CAPM as

vec(X,) = vec(X) + B(r, — 7) + vec(V,),

where vec(X;) € R'™ is the vectorised returns at time ¢, vec(X') is the sample mean of
vec (Xt) based on all observed data, 3 is the coeflicient vector to be estimated, r; is the return
of the NYSE composite index at time ¢, 7 is the sample mean of 7;, and vec (yt) is the CAPM
residual. We compute the sample mean using only the observed data, and more sophisticated

methods could be studied in the future. The least squares solution is

G S (e — 7){vee(X;) — vec(X)}
= = - .
> i (re —7)?
Hence for the rest of this subsection, we focus on the matrix series {)A)t}te[mo] with JA& € R10x10,
constructed from the estimated CAPM residual {vec(X;) — vec(X) — B(r, — 7) }iepsro)-
To estimate the rank of the core factors, we first use our proposed rank estimator to obtain

initial estimates (71,72) = (1, 1) for both series, followed by re-estimating the rank based on
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initial Miss-ER BCorTh iTIP-ER RTFA-ER
T T T T T
Value Weighted 1 1 1 1 2 1 1 1 1 2
Equal Weighted 1 1 1 1 2 1 1 1 1 2

Table 3.5: Rank estimators for Fama—French portfolios. Miss-ER represents the rank re-
estimated by our proposed eigenvalue-ratio estimator for missing data.

the imputed series using (7, + 7., 72 + r.) with some pre-specified integer . to capture any
omitted weak factors. We have seen in Table 3.2 and Table 3.3 where such rank re-estimation
with 7, = 1 is stable and accurate. However, factors can be empirically too weak to detect
in the initial estimation under various missing patterns. According to previous studies by e.g.
Wang et al. (2019), we choose 7, = 3 here to ensure sufficient information of factors is carried
in the imputation, at the cost of including more noise. For re-estimation, in addition to our
eigenvalue-ratio estimator, we also experiment BCorTh by Chen and Lam (2024b), iTIP-ER by
Han et al. (2022) and RTFA-ER by He et al. (2022b). The results are presented in Table 3.5.

To ease demonstration, we use (2, 2) as the core factor rank for both series hereafter.

ME1 ME2 ME3 ME4 ME5 ME6 ME7 ME8 ME9 MEI10
Factor 1| -15 -14 -9 -7 -6 -3 -1 0 2 3
Factor2|| 5 3 -3 -6 -7 9 -10 -11  -10 -10
BE1 BE2 BE3 BE4 BE5 BE6 BE7 BE8 BE9 BEI10
Factor 1 2 -1 -2 -3 -5 -6 -7 -8 -10 -18
Factor 2 || 16 12 9 7 5 3 3 2 1 -7

Table 3.6: Estimated loading matrices Ql and Qg for the value weighted portfolio series, after
varimax rotation and scaling (entries rounded to the nearest integer). Magnitudes larger than
9 are in red to highlight units with heavy loadings. All null hypotheses of a row of Q; or Q,
being zero (see (3.16)) are rejected at 5% significance level.

With the chosen rank, we perform imputation which is further refined by re-imputation.
The results are similar on the two portfolio series, so we only present the one for the value
weighted series. The estimated loading matrices are presented in Table 3.6, after a varimax
rotation and scaling. It is clear from the entries in red that on the size factor (i.e., ME loading),
ME]1 and ME2 form one group (“small size””) and ME7 to ME10 form the other (“large size”).
On the book-to-equity factor (i.e., BE loading), BE1 and BE2 form a group and BE9 and BE10
form the other, which can be interpreted as “undervalued” and “overvalued” respectively. This
grouping effect is similarly seen in Table 9 and 10 in Wang et al. (2019).

Moreover, we apply our Theorem 3.3 and Theorem 3.4 to test if any rows of the loading



3.4. Numerical Results 51

matrices are zero. For each k € [2],i € [10], we test

H() . Qk,i~ = 0, Hl . Qk,i' 7é 0. (316)

The above can be tested since Hj;Q ;. = 0 under the null, and no matter what varimax rotations
we use, it retains its meaning. For instance, if Q; ;. = 0, then it means the ¢-th category of the
row factor (here, the i-th Market Equity category) is useless in explaining any data variability.

It turns out that at 5% significance level, we cannot reject any null hypotheses for Q; ;. = 0
or Qq; = 0, meaning that individual market equity and book-to-equity ratio categories are
tested to be meaningful in explaining some variations of the data. We remark that, since the
dimensions of our data are not very large, the accuracy of the asymptotic normality and the
HAC estimators are weakened, and there can be false positives as a result.

Lastly, two imputation examples for the category (ME10, BE10) are displayed in Figure 3.6.
From the timestamps on which the portfolio series is observed, we see that the estimated series
(in green) does capture some patterns of fluctuations on the true CAPM residual series (in red)
and hence can be a good reference for the CAPM residual of portfolios consisted of large size,
overvalued stocks. This is certainly more revealing than a naive imputation using zeros or local
means. From the above discussions, the estimated factors can be potentially used to replace the
Fama—French size factor (SMB) and book-to-equity factor (HML) in a Fama—French factor

model for asset pricing, factor trading etc., with a further sophisticated analysis of the data.

3.4.3 Real data analysis: OECD economic indicators for countries

We analyse the OECD economic data described in Section 3.2.2. After investigating the esti-
mated number of factors (Table 3.7) in a similar re-imputation approach as in Section 3.4.2, we
decide to use (77, 72) = (3, 3) for the rest of this section due to the potentially weak factors sug-
gested by iTIP-ER and RTFA-ER. The estimated loading matrices for countries are presented
in Table 3.8 after a varimax rotation and scaling, with entries highlighted in red to facilitate
interpretation. The first factor is mainly formed by European countries except the Northern
European ones which, together with Canada, form the third factor. Such regional grouping
effects are also confirmed in the second factor which mainly consists of the United States, and
the fact that Germany loads also heavily on this factor suggests their similar economic patterns
as large economic entities. For the estimated loading for indicators reported in Table 3.9, CP,
PRVM and TOVM form the first factor (“consumption factor”), PP and ULC form the second
(“production factor”), and EX and IM form the third (“international trade factor”).

Moreover, we apply Theorem 3.3 and Theorem 3.4 to test if a particular row in the two
factor loading matrices is zero, meaning that if a country (if a row in Q; is 0) or an economic

indicator (if a row in Qs is 0) cannot explain any variations in the data. The meaning here
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Imputation from March 2003 to April 2007 Imputation from May 2007 to June 2011

0.00 0.05

-0.05

Figure 3.6: Two 50-day examples for the value weighted series in the category (ME10, BE10),
with horizontal axis of both panels indexed by each day of the selected period. Green triangles
denote the estimated series and red squares denote the observed true series. Bold symbols
represent the imputed series which consists of the observed series whenever available and the
estimated series otherwise.

initial Miss-ER BCorTh iTIP-ER RTFA-ER
e T Ty T T T T T
OECD 1 1 1 1 1 2 4 5 3 3

Table 3.7: Rank estimators for economic indicators. Refer to Table 3.5 for the definitions of
different estimators.

is independent of the varimax rotation performed. For each k¥ € [2],i € [di],j € [3] with
(dy,dy) = (17,11), we form the hypothesis

Ho: Qri =0, Hi:Qps #0. (3.17)

Similar to the Fama—French data analysis, all null hypotheses of a row of Q; or Qs being zero
are rejected at 5% significance level. It means that all individual country and economic indi-
cator are tested to be meaningful categories in explaining some variations of the data. Similar
to a reminder in Section 3.4.2, there could be false positives due to the fact that the dimension
of the data is not very large.

In Figure 3.7, we present two examples of the imputed series overlaid on the observed se-
ries. One panel plots ULC of the United States and the other plots PP of the United Kingdom.
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BEL CAN DNK FIN FRA DEU GRC ITA LUX NLD NOR PRT ESP SWE CHE GBR USA
1] -10 4 3 -7 -8 -8 9 -7 -1 -2 1 -1 -10 0 -15 -13 1
-1 -6 2 5 20 -2 7 -1 2 -7 0 2 1 -2 0 -1 24
3 1 -2 -8 -5 -2 3 6 4 -11 -6 -12 -11 -2 -10 5 4 -1

Table 3.8: Estimated loading matrix Ql on three country factors for the OECD data, after
varimax rotation and scaling (entries rounded to the nearest integer). Magnitudes larger than
9 are in red to highlight units with heavy loadings. All null hypotheses of a row of Q; being
zero (see (3.17)) are rejected at 5% significance level.

CA-GDP CP EX IM IR3TIB IRLT IRSTCI PP PRVM TOVM ULC
1 0 20 13 0 0 0 0 -20 -11 -1
0 -6 2 3 1 1 1 20 1 9 18
3 0 9 18 22 -2 -2 -2 1 -4 -2 -1

Table 3.9: Estimated loading matrix Qg on three indicator factors for OECD data, after varimax
rotation and scaling (entries rounded to the nearest integer). Magnitudes larger than 9 are in
red to highlight units with heavy loadings. All null hypotheses of a row of Qs being zero (see
(3.17)) are rejected at 5% significance level.

ULC is a quarterly observed index and the peak pattern in-between each reported timestamp
suggests potentially high labour cost in the United States from 1971 to 1975. The PP data in
our OECD data is unavailable for the United Kingdom until December 2008. Our imputation
implies a gradual increase of the PP before the data is reported, which is reasonable by the
impact of the financial crisis. Lastly, we compare between our tensor imputation (matrix impu-
tation for this example) and the vectorised imputation using Xiong and Pelger (2023). We use
different models to perform imputations whose results are summarised in Table 3.10 similar
to Wang et al. (2019), except that the reported residual sum of squares are computed on the
observed entries. Although we require a larger number of factors in general for matrix models,
the imputation by matrix models with less parameters can perform better than those by vector
models with a much larger number of parameters. This is consistent with the conclusion of
Table 11 in Wang et al. (2019).

3.5 Proof of Theorems and Auxiliary Results

From Section 3.2.4, Qk contains the eigenvectors corresponding to the first 7 largest eigen-
values of §k Hence with ﬁk an r, X rj diagonal matrix containing all the eigenvalues of §k
(WLOG from the largest on the top-left element to the smallest on the bottom right element),
we have §k(§k = Qkﬁk so that

Qi = S, Q:D; . (3.18)



54 Chapter 3. Tensor Time Series Imputation through Tensor Factor Modelling

Imputation from January 1971 to February 1975 Imputation from November 2006 to December 2010

S
o =

8
o =

3
&

&
&

3
J

Figure 3.7: 50-day examples for unit labour cost of the United States (left panel) and production
price index of the United Kingdom (right panel), with horizontal axis of both panels indexed by
each day of the selected period. Refer to Figure 3.6 for the explanations of different symbols.

Factor RSS # factors # parameters
Matrix model (3,3) 7,087,373 9 84
Matrix model (4,4) 4,542,956 16 112
Matrix model (5,5) 3,066,851 25 140
Matrix model (6,6) 1,973,321 36 168
Vector model 2 8,240,976 2 374
Vector model 3 3,954,554 3 561
Vector model 4 2,093,001 4 748

Table 3.10: Comparison of different models for the OECD data. The total sum of squares of
the observation is 324,402,709.

To simplify notations, hereafter we fix £ and only focus on the mode-£ unfolded data. Define

D :=D,, Y, := mat,(J}), S := Sy, Yijn = Vrijn, Q= Qg,
A = Ak, FZ,t = matk(]-'Z’t), Et = matk(é’t), Hj = de', Ha = HZ,

(3.19)

where H;, ; and HY are defined in (3.10) and (3.11) respectively, and similarly to all respective
hat versions of the above.

Before proving any theorems, we present and prove the following Proposition first.
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Proposition 3.2 Let Assumption (El), (E2) and (F1) hold. Then

1. there exists a constant ¢ > 0 so that for any k € [K],t € [T],i) € [dx] and h € [d], we
have EE, ;, =0, EEL < ¢ and

..... i1, 0l —

ZZ( maty (€)maty(£,)1]] < c.

j=1 i=1

d.y

Z Z Cov(matk(&)ihmatk(ﬁt)jh,matk(é’s)ilmatk(ﬁs)ﬂ> <
=1 szk,ij,l

2. there exists a constant ¢ > 0 so that for any k € [K],i,j € [dy], and any deterministic

vectors u € R™ and v € R"™* with constant magnitudes,

2
( . ; 9%, Jh!1/2 Z matk(gt)ihu/matk(]:t)v> <g

L€V, ij,h

3. forany k € [K],1,5 € [di], h € [d4],

T
1
PEE— matk(Ft)matk(}} Zmatk Ft)matk(}}) —) Ek =T k’ITka
k,ij,h
with the number of factors 1y, fixed as min{T,dy,...,dx} — oc. Foreacht € [T, all

elements in JF; are independent of each other, with mean 0 and unit variance.

Our consistency results in Theorem 3.1 can be proved assuming the three implied results from
Proposition 3.2, on top of Assumption (O1), (M1), (L1) and (R1). Result 1 from Proposition 3.2
can be a stand alone assumption on the weak correlation of the noise &; across different dimen-
sions and times, while result 2 can be on the weak dependence between the factor F; and the
noise &. Finally, result 3 can be a stand alone assumption on the factors F;.

Proof of Proposition 3.2. We have E(&;) = 0 from Assumption (E1). Next we want to
show that for any k € [K],¢ € [T] and iy, € [d}], EE};,

each entry in & is a sum of two parts: a linear combination of the elements in F.;, and the

.... i 1s bounded uniformly. From (3.9),

corresponding entry in €;. By Assumption (E2), we have

4
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all indices. With this, defining A*™ := A x ... x A (element-wise m-th power),

IEE™ | max = [ E[maty(E)]*Y || imax
< 8(||E[A. gmat (Fu )AL 1" [max + 125 - [Eef™ [|inax)
<8([| Akl [ Actlly - TEFG ] + 155 o [Tl max)

max

K
= 8( TT 1Al NEEE? |+ 12 s Bl ) <
j=1

where C' > 0 is again a generic constant, and we used Assumption (E1) in the last line and the
fact that r; is a constant for j € [K]. This is equivalent to EE; ;< cfor some constant c.
With (3.9) in Assumption (E1), we have

maty, (&) = A pmaty(Fe;)A, ;. + maty(3.) * mat,(€;),

where A, = Ak @ - @ Ack1 ®Ac 1 ®@--- @ A, ;. Each mode-£ noise fibre e, ,; for
[ € [d] can then be decomposed as

ek = Acpmaty(Fer)Ac k. + 2;/]3’l€t,k,la (3.20)

where X ;; = diag((mat,(3,)).(mat,(X%,))’,), and €, contains independent elements each
with mean 0 and variance 1.
Given h € [d],i € [dy], from (3.20) and Assumption (E1) and (E2), we have

dy dg

3 )E[matk(&)ihmatk(é})jl]

I1#h j=1

< [[Ackn Akl Aekll1][Acklloc = O(1).
Moreover,

di
> |Elmat(€)mmate(€)n]| < ICov(ewrns ern)

J=1

< [AcmnlPlAckllil Acklloe + [ Bernl = O(1),

where the last equality is from Assumption (E1).
To finish the proof of the first result in the Proposition, fix indices k,t, 1, j, h. From As-
sumption (E2) and (3.20), we have

maty (E)]a = Y _ e gALy;mat(Xey—g) Acrr. + [Maty(Ze)]a Y aegmaty(Xe—g)u.

q=>0 q=>0

(3.21)
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Hence when [ # h, from the independence between {X,;} and {X. .} and the independence

of the elements within { X ;} in Assumption (E2), we have for any s € ¢y, ;;,,

Cov (matk(&)ihmatk (&) jn, maty (E;);maty, (5s)jl)
= COV{ ( Z Ae,g AL 1 mat, (X —g) Ac k- > ( Z Qe gA matk(Xe,t—q)Aerkvh‘) ' (3.22)

q>0

( Z Qe qA i matk(X&S_q)Ae’_k’l.) ( Z Qe qA kj matk(Xe,S_q)Ae;k,l.) }

q=0 q=0

By (E2), all mixed covariance terms are zero except for Cov (maty,(X. o), maty (X, —q)2,,)

forall ¢ > 0,n € [reg],m € [re 4], with coefficient aZ ja2 A2 A 4 0 A2 w42 i

Thus we have

d_zk

I=1,l#h
di

Cov <matk (&) inmaty (&) i, maty (€, );maty, (gs)jl>

Te,k Te,<-k

2 2
E § E :ae qae q+|t— S\AekmAek:]nAe khmAe -k,lm

=1,l#h ' n=1 m=1 ¢>0
- Cov (matk(Xei_q)im, matk()(evt_q)im) '
Te,k Te, -k
O{Z Qe qae q+|t—s| ( Z Ae Jkin e k jn)( Z Ae -k hmZAe -k lm)} :Zo(ag,qag,q—k\t—ﬂ)’
>0 I=1,1h >0

where we use Assumption (E2) in the second last equality, and (E1) in the last. Consequently,

d.g

Z Z ‘COV (matk(é})ihmatk (&) in, matk(gs)ilmatk(gs)jl)

I=1,l#h s€Yk ij.1

T
=Y > 0(a2 0 i) = O(1),

q>0 s=1

where the last equality uses Assumption (E2). Now consider lastly [ = h. All arguments

starting from (3.21) follow exactly, except the following term is added in (3.22):

2 2
E ae,qae,q-l-\t—sl Zﬁvkvhviizﬁk’h’jj

q>0

- Cov (matk(?{e,t,q)ihmatk(Xe,t,q)jh, maty (X s—q)inmaty (X s—g ]h> (Z aZ al e s‘>

q>0
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which is O(1) and we used again Assumption (E2) in the last line. Finally,

S COV(matk(&)ihmatk(&)jh,matk(cfs)ihmatk(é's)jh> —0(1).

SEVk ij.h

This completes the proof of result 1 in the Proposition.
To prove the second result, fix & € [K],4,j € [dj] and deterministic vectors u € R"* and
v € R"™ with ||u]|, |[v|| = O(1). Note that

E[maty (F;)vv'maty (F,)'| = v'v(ry Z af,q0fq+it—s )Ly,
q>0
as the series { Xy} has i.i.d. elements from Assumption (F1). Similarly, from (3.20) and As-
sumption (E1) and (E2),

Cov(maty (&) jp, maty (&) 1)
= ]E[Ae k.3 matk(F )Ae,-k,h-A/e,-k,l.matk(Fe,s)IAe,k,j'] + ]E[G:‘/,k,h(Ee,k,hvj'zii,k,m'>1/265’k’l]

/ 2
= AL 1Ak Akl - § QeyqQe,g+lt—s| T Lin=t} - Lieje,h,jj § :ae,qae,qﬂt_s\.

q=0 q=>0

Hence if we fix h € [d;],t € 9y, then together with Assumption (E2), we have

Z Z ’wk l‘ [matk(&)jhu’matk(ft)v.matk(gs)jlvlmatk(fs),u}
ij,

=1 s€y,ij

= E g - Cov(matg (&) jn, maty (&) 1) - E [u’matk(]—"t)vv’matk(]-"s)’u}
I=1 se |77Dk 7, l|
SEYL,i
dg

1
= Z m{()(A,e,-k,l-Ae,—k,h- A7) - Z Z Z Qe,qQe,q+|t—s|Af,pAfp+|t—s|
=1 s

q>0 p>0 s€Py ij,1
+ O(l{h:l} ’ Eezkzhvjj> ' : : : : : : a/e,qae7q+|t—8|af,paf,p—f—‘t—s‘}
q>0 p>0 s€y ;5.

d.g
] 1
- Z O(AL s Acain Ak I + Linmyy - Sepngi) = O<_>’
— |Vkij g

(3.23)

where for the second last equality, we argue for the first term in the second last line only, as the
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second term could be shown similarly:

§ :§ : E : Qe,qQe,q+[t—s|AfpAf p+|t—s| = E :E :a&qaﬁp § : Qe,q+|t—s| A f,p+|t—s|

q>0 p>0 s€y ij.n q>0 p>0 SEVK ijh
) 1/2 ) 1/2 )
<SS lacdllagal (Y @piia) (D @in) 2D laeallans] < &
q>0 p>0 SE€EYE,ij,h SEVE,ij,h g>0 p>0

where the constant c is from Assumption (F1) and (E2). Finally,

d 2
]E{Z Z |T/}lc h|matk(8t)jhu’matk(]:t)v}

h=1teyy, ij n

:_Z 2 2 rwmhuwm

R hl=1 €Yk ij nSEVE i

S o(k) =0l

h=1t€yYk ijn

<matk (&, )jhu’matk (ft)V maty, (55 )jlv’matk (.Fs)’u>

which then implies result 2 of the Proposition.
Finally, we prove result 3 of the Proposition. From Assumption (F1), we have E[F;] = 0.

Next, for any ¢ € [T, it is direct from Assumption (F1) that all elements in F; are independent.
Moreover,

Efmat,(F)mate(F)'] = B{ (D agmate (X)) (3 apomatn(Xyiy)') |

q>0 q>0

= a} Elmaty(Xy,,) maty (X7, )] = (Z afﬂq) ol =1l

q=>0 q=>0

where we use Assumption (F1) in the last line. To complete the proof, without loss of generality,

consider the variance of the j-th diagonal element of maty(F;)mat,(F;)". From Assumption
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(F1), we have

Var{%i[matk(}—t)] [maty (F)]; }

_ %Var{ tXT; (; afqmaty(Xri—y)] ) (; agqmat,(Xp—q)] ) }
= LQ i Z:_F: Cov{ ( Z af7q[matk()(f7t_q)];,> ( Z af,q[matk(Xﬁt_q)]j.) :
(3 apalmate (s o)]5) (D apalmate(so)l; ) }
= % i a?,anf([matk(Xf,tfq)]}.[matk(Xf,tfq)]j)
+ % :1 ; % afc,qafﬁpVar([matk(Xf,t,q)];-,[matk()(ﬁt,p)]j_)

= T2 Zzaquaf([matk(Xft ) ﬂ) ZZZ%%

t=1 ¢>0 t=1 ¢>0 p#q
1 T T 1 T ) 1
4 2 2 2
=72 O(ZZam +ZZZaf,qaf,p) = O{ﬁ > (Z“f,q) } = O(T) =o(1),
t=1 ¢>0 t=1 ¢>0 p#q t=1 ¢>0

where the third equality uses the independence in Assumption (E2). This completes the proof
of result 3, and hence the Proposition. []

To prove Theorem 3.1, we first present some lemmas and prove them. From (3.18),

. =D" ZQz S;=D" 2;le| - > YinYin. (3.24)

t€Vijn

With the notations in (3.19), (3.1) can be written as Y; = QF z; A’ + E,, and hence for i, j €
[dk]7 h e [dk]’

Tk Tk

}/t,ih - (Z Z QinAhmFZ,t,nm> + Et,ih

n=1 m=1

Tk Tk /
Q.. ( Z AhmFZ,t,-m> + By in = ( Z AhmFZ,t,-m) Q;. + Ein.
m=1 m=1
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Hence the product Y, ;,Y; jp, in (3.24) can be written as
Tk , Tk ,
YiinYijn = ( Z AhmFZ,t,-m> Q. < Z AhmFZ,t,-m) Q. + EvinEy jn
e m=l e (3.25)
_ !/ _ /
+ Eugn (D AP zim) Qi+ Buin (D AumFz0,m) Q-
m=1 m=1
We then have, from (3.24) and (3.25) that
Q. — {Z Q. Z S° EunEogn
i=1 |¢’Jh| teijn
+ZQZZ|¢ | ZEtjh(ZAhmFZtm>Qz
i=1 G yeiin (3.26)
d d
+ZQZZ|¢ | Z Etzh(ZAhmFZtm> Q]}
i=1 ij:h teY;jn
= DT, + T, + 1L,
where
d o de
1;:= ZQZZ il Z Etin B i,
i=1 h=1 |7i5h teY;;,
d, g
I7,:=Y Q. Y. W | Z Emh(ZAhmFm ) Qi
i—1 h=1 |7 ey
d, g
777, =Y Q.Y lw | Z Em(ZAhmFm ") Q.
i=1 h=1 | "3k tei;,
The following lemma bounds the terms Z;, 77, and Z17;.
Lemma 3.1 Under Assumptions (Ol), (F1), (L1), (El) and (E2), we have
z ZIII 2 = Op( +d2) (3.27)
T anz I3 = 0p (1% ) an I (3.28)
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Proof of Lemma 3.1. To prove (3.27), we decompose

dy d.p
~ 1
Li=> Q.Y —— > EuFEy
= o Wl S
- i Q di Ztemj’h (Et,ihEtJ'h - E[Et,ihEt,jh]) n Ztewij’h E[Et,ihEt,jh] (3.29)
p i %3] |%i,n]

dk dk
= Z Qi&ij + Z Q,.mij, where
i=1 i=1

f dzk Zte%’j N (Et,ihEt,jh — ]E[Et,ihEt,jh]) i Zt@/)z‘j n E[Et,ihEt,jh]
ij = ’ RS :
T |¥ijinl &= |¥ijinl
We want to show the following:
de  di ) dd
O — Ok
S|, = 0n(FF). (3.30)
j=1 =1
de i )
>[I Qums|, = Or (aa). (3.31)
j=1 i=1

To show (3.30), first note that E;; = 0, and also by Assumption (O1),

dy
1
E[&;[? = Var(&;) < WVM{ Z Z (Et,ihEt,jh — E[Et,ihEt,th}

h=1tey;; n
dyp dg

1
<Y > D |Cov (BvinBusn — B[EvinBusn], BoiBost — BEsaFog)) ’
0

h=1 1=1 t€;; n s€¥ij;,

dg d.y
1 Cd_k
= dj(%TQ Z Z Z Z COV(-Et,ihEt,jhaEs,ilEs,jl) < w(Q)—Ta (332)
h=1t€y;pn I=1 s€;j;,

where the last inequality and the constant ¢ are from result 1 of Proposition 3.2 (hereafter
Proposition 3.2.1, etc.). Then by the Cauchy—Schwarz inequality,

ZHZC” iﬁf}(iuéi.ui)(ig@) — 0p (M),
J= 1= = . <

T
which is (3.30). To show (3.31), note that if we define

W;,M Zte%j,h ]E[EtaihEt»jh]

1 12, 1 1/2°
(W)ij,hl Ztewij,h ]E[Et%zh]) <\¢ij,h\ Zt@l}ij,h E[Et%]h])

Pij,h =
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then |p;;| < 1 and hence p7;, < |pi;nl. Itis then easy to prove also that

Zh 1 |¢” nl Zt@p” n [Et in iy jh]
2 1/2 1/27
(Zh 1 |w” Al Ztew”h [Et m]) (Zh 1 |¢Z]h| Ztew” N [ tih ])

Pij =

also satisfy [p;;| < 1and p7; < |p;;|. By Proposition 3.2.1,

LNy E[E7,)
tewi" h t,Zh
= = OP(d—k)7
2 i
and hence
. <§: > s E[Et,mEt,jh]) _ <§: D ieviyn EIEL ]) (i > ievisn E[Ezjh]>
v |Vij.nl Y |%ij,n] |Vij,h]
h=1 4 h=1 i h=1 v,
Ztew [ z] vz & Ztezp E[Ethh] 1/2
= Il (3 Fn ST T (3 e TR T 0,
! hz:; ¢1],h| hZ:; |77Z}z],h|
s  E[EmEr
ZZteww EnFin Op(dk) = |n:|Op(d-r)
— |%i.n]

Using the above, we then have

2<Z(ZHQZ )(an)wkii%

nw
Jj=1 =1
dr dg dyp di dg
k)'ZZ‘nij‘:OP(d-k T Z ZZZ’EEtzhEt]h’—OP dd
j=1 i=1 W ’tew]hh 1 j=1 i=1

(3.33)

where the second last equality used Assumption (O1), and the last equality used Proposi-
tion 3.2.1. This proves (3.31). Using (3.30) and (3.31), from (3.29) we have

de  dy

1 & 1
d_kZ;HIJ’H?:d_ ' 1 wa”z@l Z%h
1= 7j=1 =

ZHZQMU

‘fz‘j

Op( + ).
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This completes the proof of (3.27). To prove (3.28), consider

dy 2

—Z IZZ;11% = Z

Qz Z|¢gh| Z Etjh(ZAhmFZtm> Q..
=1

teY;;,

Tk
LS ma( s @)
’ j m=1

F

d dg

(fanz HF) S

2

rdek G G [ G 2
=3 > 1> Z B jn[@ieprp gy Al Fr A
dk - — dk |wz] |
2

dek di  dy 1 V'l 1
_ w; — FE v F — W )
d > w17 E: Z Ay - [ign] " |

7j=1 i=1 h=1tevy;; n

(3.34)

where A = Aj and F; = mat,(F;) above, and we define v, := [®ic[x\ (k3 Ailn, Wi = A,
By Proposition 3.2.2, the last bracket in the last line of (3.34) is Op(d_,"T~!), and hence

di  dg

dZHﬂuF 0r () Y3 Il = 0p (3% )ZHAHF—OP( Ll

7=1 =1

where the last equality follows since for any | € [K],||A]|% = Op(tr(Z;)) = Op(d;"") by
Assumption (L1). The bound corresponding to ZZZ; can be proved similarly (omitted), and
hence (3.28) is established. This concludes the proof of Lemma 3.1. [

Lemma 3.2 Under Assumptions (O1), (M1), (F1), (L1), (El), (E2) and (R1), with H; and D
from (3.19), we have

K
D7, = 0n(d " T, ) o
j=1

2 O {dg(%l_ak’%)q( 1 n l) ﬁdQ(l—aj,l)} (3.36)
P - P k Td_k dk . j . .

Jj=1

1 <A
& > HQJ~ - H;Q;.
j=1

Proof of Lemma 3.2. First, we bound the term ||f)*1 Hi by finding the lower bound of

Ary (D). To do this, define wy, := " TR, d57, and consider the decomposition

Jj=1"3

S=R'+ (R—R*)+R; + R, +Rg, (3.37)
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where for a unit vector -,

di  dy dr  dy
R(7) - _7 S7 - 227273 g T 22717] Z W) h| Z Yt,ihY;,jh
i=1 j=1 i=1 j=1 i tEY;jn
—: R*(y) + (R(y) — R*(y)) + Ri + Ry + Rs, with
dip dy dg
R(7y) := i = —ZZZ gumk Z(ZAhmFZt m)Qz (ZAhmFZt m)Q] 7
=1 j=1 h= 1|¢ij’h|t€w 5 m=1
di di dy T Tk
R* (")/) = i"}’ = w—k Zl Zl ; ’YZ’YJ Z( Zl AhmFZ,t,~m> /(Qz ( Zl AhmFZ,t,~m> /(Qj-a
=1 j= m= m=
di  dy dg '
R, = —’y’Rl'y = ZZZ ‘;ﬁ;‘ Z EyinEy i,
i=1 j=1 h=1 """ yeyy; g
dy dy d.
R :—’)’,R’Y = iii Y Z Etgh(ZAhmFZtm) Qza
i=1 j=1 h=1 [¥ijin] t€ijn
Ry = —7’R N iii LRIE Et,ih(iAhmFZ,t,mij., (3.38)
i=1 j=1 h=1 [l t€ijn m=1

and we used (3.25) for the expansion above. Then we have the decomposition

R(v) — R*(7) = R(y) = R(%) + R(v) — R*(). (3.39)

Similar to the treatment of the term Z; in the proof of Lemma 3.1, since ||| = 1,

dr  dg dr dg 1 dr dg dr dg
|R1| < - ZZ7@7J§Z] 22717]771] S ;(ZZ§13> (szg)
=1 j=1 i=1 j=1 i=1 j=1 i=1 j=1
= Op{dak1 e <T1/2d1/2 1/2) Hdl %1} - <d[(Td_k>7l/2 + d;1/2]/wk>a
(3.40)

where the second last equality is from (3.32) and part of (3.33). Together with Assumption
(R1), (3.40) implies that as 7', d., d_. — oo, we have R, 0.

From (3.34) and the arguments for ZZ; immediately afterwards, we see that

oS5 (5

=1 =1

= o))

tew'L] h
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K
= Op(wi!) - Op (T*l/2d1/2 de‘“/Q) — Op ((dgs)1/2 T*1/2/wk) — op(1), (3.41)

J=1

where the last equality is from Assumption (R1). The term R3 can be proved to have the same

rate with same lines of proof as for Ry. Hence we have

sup |R(y) — R(v)| = sup |Ri + Ro + Rs| & 0. (3.42)

vlI=1 [vII=1

Similar to the proof of (R6) in Lemma 4 in Xiong and Pelger (2023), using the definition
= [®ier]\ (k) At n- as before,

fN%( ) — B*(7)

T
- — Z S v Z (| v~ Z Q. F A A, FY,Q; Z QLF A A} F,Q;)
7, t=1

i=1 j=1 teY;;,
dk dk
= Z D Z A; ( Z FovaviF, Z Fovivi F >

i=1 j=1 tew
di dg
= Z 2717] ZA AFk: Jid, hA'j ) where (3.43)

11]1

. E § : A nl
AF,k,ij,h . |w | FchVhF FchVth.
ij,h t:l

te;jn
By the Cauchy-Schwarz inequality, we then have

de  dp 12

|[R(7) ~ Sw—k{ZZ[A’(ZAMM) ]} . (3.44)

=1 j=1

With Assumption (M1), using the standard rate of convergence in the weak law of large number
for a-mixing sequence and the fact that the elements in F; are independent from Assumption
(F1), since Af ;; has fixed dimension, we have for each k € [K],4, j € [di] and h € [d],

T /A nl 2
Fovivy By — 05 v )
SO il = Op )

T F

F F
Z A — Vi,V Zi

+

F

[AFkjkllF< — Vi Ve Es

T1/2

t=1

(3.45)
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From Assumption (L1), we then have

dk dk dk dk

ZZ{A’(ZAFW) eSS A A, ||F(Z||Amwh|| )
i=1 j=1 =1 j=1
< Al - 0p{ (Z Vi) } = At - Op ()l ©sctsons AsllE)
1 & 4 115 20051
=0r(z 1Tl = 0 (F IT4™): (.46
Jj= Jj=

and hence from (3.44), we have by Assumption (R1) that

~ 1 api—aw, _
[R(v) - ) = opld 2R = op(1),  (347)

R (%) = 0p(—=
7) } P ﬁ
where the second last equality is from Assumption (R1). Next, with Proposition 3.2.3, consider

T

A (R = A (730 Q2 AAT, Q)

t=1

1 T
= (7 D0 ARF e Al [ @iepns AjFiAL)
t=1

> A (ALAL) - A ( ZFt jeirnisy As) [ Sierrnin AlF)

=p " A (@ A AN D) =<p Ay [ 47 = we

JEIK\{k}

With this, going back to the decomposition (3.37),

~ A (S) _ A (R ~ .
w e (B) = 280 5 AR B) — RY )| — sup [Ry + B+ Ryl =p 1,

Wk Wk lvII=1 vII=1

where we used (3.42) and (3.47). Hence finally,

K
HD?IHF = OP()\;;(D)) — OP((JJk_l) — OP <d:k’1_ak”“k de_aj,l>’

j=1

which completes the proof of (3.35).
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To prove (3.36), from (3.26) we obtain
1 de 9 1 dy, L, 9
T ; HQj. “HQ = o ; HD (Ij + 1T, +III]~) (F
d
~ 2 i ’ 2>
<157 (5 '
) 9 dy, ) 4 dy, 4 dy, )
~ 2
<15 (7 X 1m05) + (7 X 17zil) + (7 o 17757) §
j=1 j=1 j=1

—0 {d2(ak,1*ak,v-k)*1< 1 + i) ﬁdQ(l—Oéj,l)}

T, + 1T, + 111,

where the last line used (3.35) and Lemma 3.1. This concludes the proof of Lemma 3.2. [

Lemma 3.3 Let all the assumptions in Lemma 3.2 hold. For any j € [dj], with H; and H*
from (3.19) and the notation n = 1 — 1y,
2

18, =70 = Op {min (5. 2 )™} = o),
T (1—mn)

Proof of Lemma 3.3. Firstly, consider Agy, ;; 5 from (3.43), where

T
1 1
|AFkjnllF = Hm Z Fyv, v, F, — T ZFchV;LF;
P teijn t=1 F
T
1 1 1
= ||/ Fov,vi,Fill + H (— — —) Fv,v, F,
H Wil S I liinl T ; I

ij,h
< Or(g =g l) + sy Or(TIhl) = 0r (5 Il)

Combining this with (3.45), we have

1Arkin] = OP{ min (iT %) th||2}. (3.48)
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Note also the following two results that
=D Z Q. Z > ALFLQuALFY,
i=1 |¢U h| teYijn ’ 7
=D- Z Qi Z | w | > Q.FzAnALF,:
i=1 i:h t€Yijh
1 Z Q, Z - Z Q,Fz ApALF,.
i=1 h=1" t=1
‘We then have, for _& = Z,IC/ZQZ». and using (3.48),
all2
L — e
N dy, d.k 1 1 T 2
= |[D™! Qz Q. F 2 AW AN Fy, — =) Qi Fz A AL Fy,
) T )
i—1 [0l tein =1 F

D

dy, d.g 2
S A 1/2
= (D> QAL Z ArpinZy’|| <
i=1 F

dy, R
ZAFW (1A - 1AL
=1

. (1 2
= Op(w;)- op{ min (7 ﬁ) N @sermnan Aally} - 1Al 1A

dy 2
i E AFijh
h=1 F

= Op(w”) - max

1 ek 1~y )
= OP{ min (?7 W)dk k k,rp } = OP(I);

where we used (3.48) in the second last line, Assumption (L1) in the second last equality, and

Assumption (R1) in the last equality. This completes the proof of Lemma 3.3. []



70 Chapter 3. Tensor Time Series Imputation through Tensor Factor Modelling

Proof of Theorem 3.1. The first result is shown in Lemma 3.2. Together with Lemma 3.3,

2
F

1 dg N ) 1 dy, R ) 1 s,
2 —HQ P < 3@ ~HQuf + 30| (- B,
Jj=1 j=1 =

dp d
1 ~ 1 .
= > 11Qs - HQ, | + 4 DR e e [{e 4
=1 j=1

2( )—1 1 1 K ( )
—0 {d Qg1 —Qk,ry ) — < _) d2 1—aj1 }
L Ty a1
7=1
. 1 772 2(ag,1—g,r, )—1
Op{ min (7 A
PO )

2(e,1—0k,ry ) —1 1 1\ d? . {1 772 }}
g (S )
P<k a4 @ T T

where we used d; ' Z?il 1Q;. 1% = ;. '| Q% = O(d,.!) by Assumption (L1).
Thus together with Assumption (R1), we may note that

I, =QQ=Q[Q-QH"] + QH" = QQH" + 0p(1)
= H°Q'QH? + 0p(1) = H*S 4, HY + 0p(1),

where the last equality used Assumption (L1) and it is immediate that H* has full rank asymp-

totically. We also have

o1(H") - 07, (Bag) - 00 (HY) < 01 (H") - 0, (Z 4, HY)
< Ul(HazA,sza,) = OP(Ul(ITk)) = OP(l)v

which implies |[H||z = Op(1) by (L1). This completes the proof of the theorem. [J

Before we prove the consistency results for our imputations, we want to prove asymptotic
normality for our factor loading estimators first. Consistency for the imputations will then
use the rate obtained from asymptotic normality of the estimated factor loading matrices. We

present a lemma first before proving Theorem 3.3.

Lemma 3.4 Let Assumption (O1), (M1), (Fl1), (L1), (L2), (El), (E2) and (R1) hold. For a
given k € [K], let R* be from (3.37) and wy, := d(,:k’r’“ ~*g,. Then

wi ' R* B tr(A/L AL - wy TARAL,
w;lﬁk 2y w0 Dy = w (A AL - diag{ Vi (ALAL) | 7 € [}
Hy 5 HY' = (ir(ALAL) Y2 D12,
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where Yy, is the eigenvector matrix of tr(A’ A ) - w;lz,lg/QEA’kZ,lg/z.

Proof of Lemma 3.4. First, let §, Q, f), H?* be from (3.19), and R*, ﬁ, Ri, Rs, R3 from
(3.37). Define also H** := HJ’*, then we have

1 oy ~ by 1 -~ ~ ~
—D-QR'Q)=—Q(S-R")Q
Wik Wi
1 ~ ~ N 1 ~ R 1 ~ N 1 ~ R (3.49)
=—QR-RHNQ+—QRQ+ —QRQ+ —Q'R3Q = 0p(1),
Wk Wk Wk W

where the last equality follows from the proof of Lemma 3.2.

Using the structure in Assumption (F1), we have

E(wikR*> wkTZ]E{Ak<Zaquft q>A Ak(zaqu’ft q>A;}

q=>0 q=>0

!

1

(AL A,
(A AL -

1
— > aj ArAL = (AL AL) - w—kAkA;.

t=1 ¢>0
Meanwhile, we have

*

R A
Var( wkﬂ) - o S5 cov{ A (D araXpe o) ALAL( D ar X, ) Ars

t=1 s=1 q>0 q>0
Al ( > af,qXﬁs—q) ALLA ( > af,qX},s—q> A,w».}
q>0 q>0

T
= 2T2 Z Z Z ai’qa?"p ) Var (A;Cvi'Xf7t_inkA_kX.lfvt_pAkﬂj')

t=1 ¢>0 p>0

T
= 2T2 Z Z CL?qCL?:’p OP(HA—k”%?) — OP (T_ld;QQk’rk H d;(ljJ) — OP(]-),

t=1 ¢,p=0 JE[K\{k}

where we used Assumption (E2) in the third last equality, both (L1) and (F1) in the second last,
and (R1) in the last. We can then conclude w,, Y & S = tr(A/ Ag) - wk_lAkAz. Together with
(3.49) and Assumption (L2), we obtain the limit of w, D as

w'D B W'D = wiltr(AL A L) - diag{\;(ALAL) | 5 € [ri]}- (3.50)
Define further
Res = w;'Z/°Q (R — R") + Ry + Ry + R3)Q.

With similar arguments in the proof of Lemma 3.2, we have ||R,e||r = OP(HZI/ ’|l#). Left-
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multiply both sides of §Q = Qf) by w, IZ,lg/ 2Q’ , We can write

(Z/”QQ)(w;'D) = 'Z,°QSQ = v 'Z"QR'Q + Re
— w2}’ QR Q(Z,°Q'Q) ' + R (Z)°Q'Q) | (Z*QQ).

Hence, each column of Z,lc/ 2 Q' Q is an eigenvector of the matrix
v 'Z*QRQ(Z,°Q Q) + Res(2,°QQ) .
2voV (72000 P / = :
We have (Z,/"Q'Q)'(Z,/"Q'Q) — (tr(A/,A))~" - D, since

w2 QQ)(2°QQ) - (w(A,A ) D}
1~ ~ 1 A~
= {2 QAAQ - (A} AL) QR'Q}
{ S (0(ALAD) QR'Q - (u(A}AL) D),

which is op(1) from the limit of wk_lR* (for the first square bracket) and from (3.49) and
(3.50) (for the second square bracket). Hence the eigenvalues of (Q'Q)'(Q'Q) are asymptoti-
cally bounded away from zero and infinity by Assumption (L1), and also || (Z,lg/ Q Q)‘l |lF =
Op((|Z; ' |[r). Let

T; = (r(ALA L) (2,°Q QD

Using the limit of w, 'R*, we have
v 'z QRQZPQQ) T B (AL AL) w2/’ Q'QZQQQQ) 12,
— (AL AL) - w'Z,°Q'QZ,
— (AL AL) w2 S Az,

and ||Rres(Z,1€/ Q Q)*l |F = op(1) from the above. By Assumption (L2) and eigenvector per-
turbation theories, there exists a unique eigenvector matrix Y of tr( A/, A ) -w, ! Z,lﬁ/ ’ Ak Z,i/ 2
such that || T, — Y| = op(1). Therefore, we have

QQ = (i(ALAL) 2 2 PTIDYE 5 (AL AR) T 2P TD
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Thus, we have

QAFA LA FZ” =D 'QRA(ALA,)'Z/* =D 'QR'QE},

3|
M=
Ja)

— r(A}A) - D' QQZQQS L +0p(1) B (r(ALA L)Y - DTz
(3.51)

This completes the proof of Lemma 3.4. []

Proof of Theorem 3.3. Suppose we focus on the k-th mode, and hence we adapt all nota-
tions by omitting the subscript k for the ease of notational simplicity; see (3.19) for example.
Moreover, we set X ; := maty (X, ), X, := maty (X, ;) and Xy, := mat,(Xy,).

To proceed, we first decompose

Q, — H°Q;. = (Q, — H,;Q,) + (H; — HY)Q,.. (3.52)

Consider the first term (Q — H;Q;,.). Using the decomposition in (3.26),

d,
i=1 ‘wl] h‘ t€Yijn
dy
+D- - H,Q;) Eyon(AL), FIA,
; Z I%hl te%:, (3.53)
dy
+D™ Z -H;Q,;) Z W}”h| Z EyinEyjn

1

{ t€Yijn

+Zu;+Zy; +22p;+ 2111y, where

dp, d.g

Iy = D! ZHan Z Z Eyjn(Ag), FiA,;,
i=1 W”h’ t€Pisn
dy, d

Ii . = D‘li(H H")Q; Z ! > En(Ax),FA

H,j 7 i ‘wh‘ t,jh k)p L ¢43iey
=1 h=1 "0 ey
—1 & o 1 /
IIH] = ZH]Q'L Z Z Et ’Lh(A k)h FtA] )

i=1 h=1 |¢ij’h| teYijn

Z EiinEy jn, with A = ®ZE[K}\{1¢}A1-

t€Yijn

T1Ty; :=D" ZH Q.. Z ww

We want to show that Zp ; is the leading term among those in (3.53). To this end, we will
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show v/Twp - T, r,; converges to a normal distribution with mean zero and variance of constant
order (see (3.63) later), so that Zy ; is of order (Twg)~"/? exactly. Then it suffices to show
that the rate (Twp)~" is dominating the following rates multiplied by the rate of |[D~1||2, =
Op{di(ak’lfak”’“)gf} from Lemma 3.2:

dg 2

> (H; - HY)Q,. Z > En(Ag), FA, (3.54)
i=1 WJ” d t€visn
2

ZH Q.. Z > Ean(AL),FiA, (3.55)

|¢Z] h| t€Pisn

2

ZH Qi Z > EunEijn (3.56)

|,l/}1] h| te’l/)"
d 2
> Qi - H;Qu) Z > En(An)FA (3.57)
i=1 ’w” h’ tE€Yijn
d 2
> Qi - H;Qu) Z | ¢ | > Ean(Aw), FiAl (3.58)
i=1 wh 1€Yijn
dp. 2
> Qi - H;Q;) Z > EunEijn (3.59)
i—1 W)U h’ tedisn

Note that we can easily see the rates of (3.55) and (3.56) are greater than those of (3.58)
and (3.59) respectively, using Lemma 3.2 and the Cauchy—Schwarz inequality.
Consider (3.54) first. We have

. t
> (H;-H )Qi.zw | > En(Ag), FA,
=1 h=1 | 7i3h t€Yijn
dg dg dg 9
< (ZHHJ-—H“HMQZ-.H?)-Z(ZW | z By (A FiAL)
i=1 i=1 ij;h teY,;,
dy

VS

— oy i, - Y (Y% T h‘Et,jhm_k)z.F;Ai.)z
g,

i=1  h=1 t€i;n

a 1 1 2
O(d2) - | H; — Y3 Znuzn?(z S BuviFi—w)
A Tl ]

h=1 t€;j

Ak 1~ Qg r d- Qe 1 .
= op{dy ’“)<T—§>dk’“’ b with vy = (A, W= A

where we used Lemma 3.3, Proposition 3.2.2 and (L.1) in the last equality.
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To bound (3.55), note from Assumption (E1) and (E2) that we can write

Et,ih: E aqu Xet qu -k,h- + matk e zh E asq €t— q

q>0 q>0

Consider first 3%, D tevisn (Yo gm0 GeqAl i Xet—gAc ki) (Ar), FiA . By Assumption
(O1), (E1), (E2) and (F1), we have

E{ [i Z ( Z ae,qA/e,k,i.Xe,t—quy'kyh') (Ak)/hF;AJ] 2}

h=1 tewij h q>0

= cov{ Z S A (D are X)) As (D AL Xer g Acin ).

=1 tew” h QZO QZO
Z Z (Ak)/h < Z af,qX/f,t—q> AJ’- ( Z ae,qA/e,kz,i-Xe,tque,—k,h-) }
h=1tey;; q=0 q=0

= Z Yo Dby AP AR A I Ackn 1Al 1Ak

Ew” hmwm l q>0

OT) AP 1| Acall.

(3.60)

Consider also 3% S0 D teii;n Qi ((maty (3)]in > >0 teq(Xe—q)in) (Ak)), FiA; .. Sim-
ilarly, by Assumption (O1), (E1), (E2) and (F1), we have

E{Hfﬁi > Qi ([mat (Sl D aeq(Xexg)in ) (A FiA,;

i=1 h=1 tG’L/)ijyh

)
=cOv{didi > QAW (Y araXu, ) A (mat(S)n Y ace(Xeig)in ).

=1 h=1 tEl[)ij,h q>0 q>0

i ik: Z Q.. (AL, ( Z af7qX'f,t_q> A, <[matk(§]e)},-h Z agﬁq(Xat_q)ih) }

=1 h=1t€;j;n q>0 q>0

drp dyg
=YD D> D aigal Eennii AP (AP QP = OT) - | A 17 [|ALI QI
i=1 h=

1 t€vijnq=0

(3.61)
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Hence it holds that

2
z S BunlAL), FiA,
|¢zg h| LE€Yij,n
di dy 2
<IN o 3 Qu{maw(S)n Y ace(Xeao)in (AR FIA,
i=1 h=1 W}”h| t€Ysjn q>0

dy

+(§:||Qi-||2>§; Z|@/)Uh|
= 0p{d a“( )H )

where we used Assumption (L.1), (3.60) and (3.61) in the last equality.
For (3.56), by Assumption (O1), (E1), (E2), and the proof of Proposition 3.2 we have

>0 A Al XermgAecin (AL FIA,

teyijn g0

)

A dy
Var<zz Z Qi-Et,z‘hEt,jh)

=1 h=1 te’l,z)ij h

Te,k Te, -k

d
(Z Z Z ZZZ“quekm ekw“Agk]nAgkhmAzklm

t,w=1 h,l=1t€Y;j My, n=1 m=1 ¢>0
dr  dy

QI Qu - Var(Xea)2,)) +O(3D" 3 D al Sk Zeknis

i=1 h=1 t€v;; nMpwj1 20

Qa1 - Var((Xs,t—q)ih(Xs,t—q)jh)) = O(T +Tdy) = O(Td.y).

Moreover, it holds that

dk dk dk dk
B(YD" Y Buabin) =303 D (IAconnl? 1Acki | [Acks | +Sexnis) =O(Td).
i=1 h=1t€v;;p i=1 h=1t€di;n

and with max; [|Q;. || < |A; |12 - |12, /*||> = Op (d, ™"™*), we thus have

2
> EvinEujn

t€Yijn

< |17 -

2
> EvinEujn

t€Yijn

Z ’wz] h’

zZQl Z ’wz] h’

zo(dT + i, ak)
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Now consider (3.57). Similar to (3.54), we have

> En(Aw), FA,

tEYijn
! / 2
E Et,jh(A-k)h.Ftsz>

dy, d dg
< (L1 -mals) (X
i=1 i=1 h=1 M ey,
d N 1 1 2
%) - (; 1Q:. — HjQz'-%) Z Huz|l2(z Z dr- Wij’h’Et,thZFQmuO

h=1 te,;,

—on () (i ) T8 )

where we used Lemma 3.2, Proposition 3.2.2 and (L1) in the last equality.

dy,

Z —H QZ Z |w1]h|

=1

2

Finally, we consider the following ratios with dy, ..., dg, T — oc:
S ! 2ori—ok,)
2_(H; —H)Q. Z T X B (A FA T f ()
=1 ih tEY;iin

2(ak,1—ak,r 1
:Op(dk - F k)?> :0p<1),

1 (a1 =0, ) _2/ -1
H.Q, Erin(AL), FIA,. d 1) =2 [
izl J ;|¢ij,h|t@/)z t,h( ) g ( B)
:Op< S T ) = o),
JE[K]\{k}
2
2(ap 11— _ _

QL5 a1

ik t€Yijn

— Op (Td_kd;“w’a’“> — op(1),

dy, dy,

Z(QZ—HJQZ)Z 1 > En(Ag), FiA,

=1 h=1
2( ) 1 1 K ( )

-0 {d A, 1~ Xke,rp ( _) d2 1—aj1 } — 1 ’

P Tt o H ] op(1)

20/k,1—304k,rk

by Assumptions (R1) and the rate assumptions d,

Q1+,

Theorem 3.2) and T'd., = o(d,, " ). Hence Zy ; is indeed the dominating term in (3.53).

In other words, we have

2
di(ak’l_ak%)9;2/(Tw3)_1

= o(d) (from the statement of

Q, —H,Q;. = Iy, +op(1). (3.62)
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Then we want to show that

\ TWB'IH,]' = T(JJB D 1HGZQZ Z |w hl Z Et,]h(A—k);LF;AZ
=1 i,

L€V n

(3.63)

> En(Aw), FA,

tEYijn

L /Twg -D~ 1H‘”ZQZZ
i=1 |w7/]h|
2 N(0,Twp - DT'HIE,, ;(H YD),

where D and H}" are from Lemma 3.4, and we require Assumption (AD1) for the covariance
matrix to have constant rate. In fact, using Lemma 3.4 and Proposition 3.2, the upper bound is

of constant order by

HTWB D~ 1HZ*:k](H“’*)’D‘1‘

F

X;Qz Z Imm S En(AW,FA;

te€Yijn
=o{ = dam-@mml) Z( WWZ Eun(Asi FiAL) | = 0n(1)

=1

2
= O(Tws) - I~}

We will adapt the central limit theorem for a-mixing processes (Fan and Yao (2003), Theo-
rem 2.21). Due to the existence of missing data and the general missing patterns that we allow,

we construct an auxiliary time series to facilitate the proof. Formally, define {B;; }+cr as

dp  dyp
B, = o5 DHIY Y Qi |w — Fun(A R FIA - 1{t € by}
i=1 h=1 s

Hence we have the following,

1 T
\/TWB 'IH7‘ g — B'7t.
J \/T; J

It is easy to see that [E[B,;] = 0 by Assumption (E1), (E2) and (F1). Moreover, B, is also

a-mixing over t. To see this, consider

Bt (A F A
= < Z aequle,k,i'Xeut_quFle' + Ei,/]jh,ll Z a€7q (Xf,t—q)lh> Afk,h ( Z a/f7qX,f,t7q> A'L °
q=0 >0 q>0

Define b, := Zqzo QeqXet—qs Deint = Zqzo eq(Xei—q)in and by, = Zqzo afqXfi—q
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which are independent of each other by Assumption (E2), we can then rewrite

B, = h(be,tv (Be.int)iclde],he[dg]s bf,t)a

for some function A, and hence Theorem 5.2 in Bradley (2005) implies the a-mixing property.
Then similar to Chen and Fan (2023), it is left to show that there exists an m > 2 such that
E[||B;+||™] < C for some constant C'. With Assumption (E1), (E2) and (F1) and similar to the

proof of Proposition 3.2, we have

d.g T
(5 gy B it =0t

where u € R™ and v € R"* are any deterministic vectors of constant order. Hence
E([IBj.™)
2
W% D g (ZHQ )"

<{ sz; (Z Tanl Epin(Ag) FiA; - 1{t € ¢ij’h}>2}m/2>

m/2 B e L \m/2
_ o{ <de_kdgk’l) } D = op{ (de_kdk e T d; 2%1> } — 0p(1),

j=1

where we used Lemma 3.2 and the definition of wp in the last line. Theorem 2.21 in Fan and
Yao (2003) then applies. With (3.62), (3.63) and Lemma 3.4, we can directly establish that

VTwg - (Q; — H;Q;) 2 N (0, Tws - D™TH 8, ;(HEY)YD ). (3.64)

Consider now the second term in (3.52). By Lemma 3.3 and 3.4, we have

2
20ék 1—304]C T

a 2 a - e n , :
(B, —H0)Q, [|* < [ H—H 3| Ay 1212 = Op { min (f,m)dk 3

implying

|(H, - H“)Qj.HQ/H ZH“QZ Z |¢ N > En(Aw), FA,
g tEYijn

= 0p{min (1, 72 Yl Iy

e[KN\{k}
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which is unrealistic to be op (1) in the presence of missing data in general. Thus (H; — H®)Q);.

contributes to the asymptotic distribution of (Q;. — H*Q;.). Rewrite

(H; — H“)Q 2
1 T
—D- 12 0. Z (W ‘ > QUFZAALF, - 2> Q/F 7 A AL FY,)Q;
i=1 G eiin t=1
d
= ZQ A/ ZAFkZthl 2Q]
=1 h=1
d d,k dk d—k
=D Z —H'Qu)ALY  AprinZy Q.+ DTHYY QALY ApinZy Q.

h=1 =1 h=1

Note the first term is dominated by the second term due to Theorem 3.1. Using Assumption
(AD2) and the Slutsky’s theorem, we have

\/Td;"™ - D'H" Z Q.A; Z ArpinZy Q.

=1

— N (0,D_lHZ’*th(Aj.)(HZ’*)’D_ ) G'-stably. (3.65)

Furthermore, Z ; and (H; — H*)Q,. are asymptotically independent since the randomness of
Zy,j comes from E, ;5 (A )}, F; while that of (H; — H*)Q,. comes from A gy, ;; . From (3.64)
and (3.65), we conclude that

VTS - (Q,. — H'Q,.) —>N(O D H (Td," ™ - By + by (A;))(HE YD),

On the other hand, if we have finite missingness or asymptotically vanishing missingness such
that

T 2 (o] a7 fo @ p
min{l, 1 n 2} 3(k1 kyrg,) H dQJI 1 _ gl gs ndH- k13kk:0(1>7
(1=m) JElRI\ (k)

then (3.65) is dominated by (3.64), and hence it holds at the absence of (AD2) that
VTwg - (Q. — H'Q;.) 2 N(0,Twy - D™'HI B, ;(HS YD),
This completes the proof of Theorem 3.3. []

Proof of Theorem 3.4. By Lemma 3.4, IA)k is consistent for Dy, and Hj, is consistent
for H;”*. Similar to the proof of Theorem 5 in Chen and Fan (2023), it suffice to prove that

the HAC estimator 3, ac based on {Qk, maty, (@), matk(é’;)}te[gp} is a consistent estimator for
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¢=,,;(Hf)'. Recall that

ek, (HE)'
_Var<ZH lez|¢k”h|te%hEt]h FA,“>
= Var{ Z:; (]5,;1% Z QLQUF 7 A'AFY, ) Qi Z m — tewzw h Eyin(A1); FiA b
:Var{f;( ZD 1Q., - mat,(C,) maty(C,); )Z T tewz mat, (&)1 matk(Ct)ih}.
pe o

By Theorem 3.1, and the rate assumption in the statement of Theorem 3.4, we have Qk being
consistent for a version of Q. (in Frobenius norm) for any £ € [K]. By Theorem 3.2 and
the assumption that the rate for individual common component imputation error is going to 0,
CAM-I ,,,,, i 18 consistent for Cy;, ;. forany k € [K], i), € [dg],t € [T]. Hence, it also holds that

. is consistent for &;;, ;. forany k € [K], iy € [dy],t € [T]. We can finally conclude

77777

that 37 4¢: is estimating H{ 5, ;(H})’ consistently (Newey and West, 1987), which is result 1.

-----

We can also show a similar result for iﬁ 0> Which is result 2 (details omitted). Combining
both results, and consider the general statement of Theorem 3.3, we can easily conclude result
3. This completes the proof of the theorem. []

We will present two other lemmas before proving Theorem 3.2. While we stick with the

notations in (3.19), we use the following also hereafter:

ye = vec(Y;), my = vec(M,), £z, = vec(Fyz,), & := vee(&,), ¢, := vee(C,),
fi:=vec(F), Hg :=H{ ®---@H{, Ag = A Q@ - QAy, Zg :=Zx®--- ® 7L,
(3.66)

where the hat versions (if any) of the above are defined similarly.

Lemma 3.5 Under the assumptions in Theorem 3.2, for any k € [K] and j € [dy)],

20,1 =30 TE —2

-~ 3 —20p,r,,  _ _ 2 -3
Qs ~ BEQus [ = O (T dady™ g4 2 ).

+ gnd,

(3.67)

Proof of Lemma 3.5. First, consider the case when T'd_;, = o(dzk”k +ak’1). From (3.64) in
the proof of Theorem 3.3, we have || Qg ;. — Hy;Qui.]|% = Op(T'wy"). Thus,

1Qus = B Qi I3 = O (1 Qe = Hiey Qu 3+ [1(Hy — H) Qi [1})
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— OP <(TCL)B)71 + gndiak,1*3ak,rk> — Op( ldkdgak 1— 20, Tkg,Q 4 gndi(xk,lf&yk,rk),

S

(3.68)
where we used Lemma 3.3 in the second equality, and
2 —-1/2 —« C,T
Qi ||” = 11Z5 " Ax s |I* = Op(d, ™" ™).
Now suppose T'd = o(dzk’r’“ Mk’l) fails to hold. From the decomposition of Qk] —

H;, ;Qx ;. in (3.53), Ty ; is not the leading term anymore, and the leading term among the
expressions from (3.54) to (3.59) will be (3.56). It has rate

op(‘%ﬂz?d M) = Op(dd, ™),

g,y Fk,1

where the above equality used the fact that 7'd_;, = o(d . ’ ) does not hold. Together with

the bound on ||f),:1 || from Lemma 3.2 , we have

1Qus = His Qus [}, = O (dg; 2™ 7072, (3.69)
Combining (3.68) and (3.69), we arrive at the statement of the lemma. [J

Lemma 3.6 Under the Assumptions in Theorem 3.2, with the notations in (3.19) and (3.66),
we have the following for any j € [d):

lQsHL [} = Op(1), (3.70)
HQ®j —HgQg ;. ||2
_ OP{ A <T 14 deak 1=,y 9 gw + dzgs 2 1d2ak 120k, — + 09 _1d2ak 1—2a, Tk) }7

ke[K]
(3.71)
1Qe — Q=HL |,
:Op{in% <T 1dd3ak1 20,0, _2—|—d2 —2d2ak1 3o, — + d2ak1 3ay, rk+1>}' (3.72)
(S

Proof of Lemma 3.6. For (3.70), with Assumption (L1) we have

| QeHGI7 < [|Ho ;- HHQkHF—OP>
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To show (3.71), for any j € [di], by a simple induction argument (omitted),

Qo — HaQoy || = [[(Qe — QaHL); |
= [{@re-0Q) - QB0 QH)}
K

2

7

<7 (max [Quy —H;Qu | T max 0w )

1 JEl] ee[K\{k}’
—1 30%, _20%,7‘ -2 2 —92 QCYk7 —3ak,T —2 2ak7 —3ozk,T —Qy r
:OP<£2%?]{<T dady ™ g P g AT g™ ) [T 4.""})
Ce[K\{k}
. 1 3ap1—Qkr, —2 _1 2 2 —1 j2ap1—20p,, — —1 j2ap1—20r,
—Op Ign[z% T d_kdk 9s G +d g, g d +gn d ,
€

where the second last equality used (3.67) and
1Qes | < 2 (/1 Qe — BEQus||” + Qe *)
= 0p (| Quy — H7Qu |+ 152, A )

_ OP{HQEJ HZQZJ H + HHEHF < aew/2> . 1} _ Op<d20<l,7'g).
Finally it also holds that
HQ@ Q@H HF— H QK® ®Q1)—(QKH%®~.®Q1H“/)H?

<maxz ||Qk] — H;Qu H )

ke[K]

1)-2 |Qx — QuHY |2 =
k=1

:OP{ max (T ldd3ak1 20,r, _2+d2 _2d2ak1 3ag,r, —1 tg d2ak1 3aka+1)}
ke[K] )

where the second equality could be shown by a simple induction argument using H Qx H =0(1)
(omitted), and the last equality is from (3.67). [

Proof of Theorem 3.2. The equation (3.7) is essentially
. d PN - .
f7:= ( Z My j Q®,j-Ql®,j~> ( Z mt,jQ@,j~yt,j>
j=1 j=1
d L, d
A A/ B A /
( Z mt,jQ@,j-Q®,j.> ( Z My Qe (Q . f2: + 5t,j)>
j=1 j=1

d d
~ ~ -1 ~
( > oy Q®,j-Ql®,j~> ( > mt,jQ@,jQ/@,j.fZ,t)
=1 =1
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d d
~ ~ -1 ~
+ (X msQesQey) (S mesQesens)
j=1 Jj=1
d o, d
AN A A A -1
= (o meQesQy) (Do miyQesQl, ) (HL) ey
j=1 Jj=1
d oy, d
(X msQesQey) (S mesQesen)
j=1 J=1

d P 1,0 . A
(X mQesQoy) (D misQos (HeQuy — Qo)) (L) 'z
j=1 j=1

= (H,®)_1fZ,t + gH,t + gt + ffZ,ta where (373)

d R R 1 d
( Z mt’]Q®7jQé,]> < Z mt:JH®Q®J€t7]> ?

gH,t =
i=1 i=1
d oy, d
&= (mQes Q) (X mes(Qey — HoQuy)ers),
i=1 i=1

- d N . . .
f7.:= (Z mt,jQ@,j-Qf&j) <Z m,; Qe j-(HeQg,j. — Q®,j-)l> (Hy) 'f2,.
P =1

Then we have

d d
H Z mt,jQ@J-Q/@,j- - Z mt,jH®Q®,j-Ql®,j-Hl®
i=1 i=1

F

d
< Z HQ@JQ&),]'. - H:Qs,;.Q5, Hy ||,
j=1

d d
< Z HQ@J- - H®Q®,j-H2 + 2 Z HQ@,]’- —HyQs,;| - |[He Qe |
=1 j=1

= 00 (/@0 — QuHL [ + Q. — QuHL )

1
= Op{ max (T’lddi%lfzak’r’“ g5+ dzgfdiak’lfgak’r’“fl—i- gndiak‘ﬁgak’”ﬁl) 2} =op(1),

ke[K]

where we used the Cauchy—Schwarz inequality, (3.70) and (3.72) in the last equality, and As-

sumption (R1). Hence we have

d d
Z mt,jQ@,j-Qég,j. 2 Z mt,jH®Q®,j-Q,®,j~H:®' (3.74)
j=1 j=1
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Note that by (3.51) we have |H;'||r = Op(1) - 1QQx ®---©Q,Qu|| = Op(1), which will
be used later in the proof. To bound f;;, from Assumption (F1), we have

E[f]* =r = 0(1),

and hence with Assumption (L.1),

K
E24l1” < 2115 - 161> = OP(Hd?j’l> = Or(gs).

J=1

With (3.72), (3.74) and the above result,

d d
B2l = 0p (1) - (3 [1Qas ) (D HoQes — Qi)
j=1 j=1

NEax @ @Zan) - [HS ] - €20

2ak71—3akmk -

= OP{ Eé%?c] (T—lddiak,l—Qak,Tkgs—l + d2g8_1dk 1 —I— gngsdiakyl—f}akmk—l-l) }’
(3.75)

where we also used Assumption (L.1) in the last equality. Similarly, by (3.71),

d
&= 0 ([[(Saxe. ©2an) [ IEL I max |HeQo .~ Qoyll” 3 [Eerszed)

je=1
3o 1—o 20 120 —2 2a 120
:O { (T*ldd_ d k,1 ko —2 —1 d3 —2 71d k,1 kg d 71d k,1 k,rk>},
P ’?61[&]?} E%E 9s gw+ 9s Guw A +g779w k
(3.76)
since Z;{z:l |Ee; jer o] = O(d) by Assumption (E1). By the same token,
- 112 _
|€ml* = Op(1) - [[(Bak @+ @ Baa) 7| IHG 7
(3.77)

C = 0p(d/gu).

d
Nz - H > mijAs e
j=1
where we used

) d
< max HA®J'H2F : Z ‘Eet,jet,A = 0(d).

ield
J€ld] Py

d
]EH Z mt,jA&j.et’j
j=1
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Therefore, we have from (3.75), (3.77) and (3.76),

T2 — (FL) " 20| < Eall® + 1€ + [1E2]2

3ag,1—20u r) 71 20,1 —3a,r, —1

+d*g;'d),

20 1 =30k . +1 d
+gngsd S k+)+_}a

_ op{ . (T Lid, p

ke[K]

where we alsoused 1/2 < ., < g1 < 1 from Assumption (L1) to conclude that dg; ' g,' =

o(1), so that in fact ||&,]|2 = op (||f2,")

Now from (3.73) and using the notations in (3.66), we can obtain the vectorised imputed
values, which are the vectorised estimated common components, as ¢; = @@;f\z,t for any t €
[T]. Then for j € [d], we have the squared individual imputation error as

Crisroie = Coirire)? = (@ — )2 = (Qly . £20 — QL i.f20)°
= {(Q@,yﬂ —HgQq,;. )/((H/ )Mzt €yt &t th) + A, i lg R (€Ht+ €t th)}2

= Op{ max <T ldd3ak L2, g gt

ke[K]

20,1 =30, ry —

+d%g; g, ) L) +i},

"t gugs00

where we used (3.71), (3.72) and Assumption (R1) in the last equality.

Lastly, we have the average imputation error as the following,

1iue el 1%\}@? Qutsl
= t — Ct||” = /5 Zt Zt
Td = Td — ® ®

2

T
1 ~ -~ L
- Td Z H (Q® - Q®H/®) (Hfgg)ilfz,t + Qg (€H,t +e& + fz,t)
t=1

o g e Qg o Qg 1
= Op{ s (T 1™ g dg T g g g )
ke[K] Gw

(3.78)

where we used (3.75), (3.77), (3.76) and Lemma 3.6 in the last equality, and the fact that
Qs |2 =7 = O(1). This completes the proof of Theorem 3.2. [J

Proof of Corollary 3.1. 1t is direct from Theorem 3.1 and Theorem 3.2. [

Proof of Theorem 3.5. Firstly, we use the notations in (3.19), and define also Z := Z; and
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R* := R}, which coincides with the R* defined in (3.37). Then for j € [ry],

MR = (7 ZQFZtAAF Q)

1 T
=\ (T Z; AF[ Dseinim Al [ Oseirnin Ay FQA%)
t—

T
1
= A (AZAk T Z Ft[®£€[K}\{k}A€]/[®ZG[K]\{I<:}A€]F:€>

=p A (ALAL - (@i ALAY)) = Ni(ALAL) [ w(AjAY)

ce[K\{k}
)(ZQ'Q) H Zd% = zi{izzm H a5
e[K\{k} i=1 KNk}
= \;(Z)d, ™ lgs = gady ™ T (3.79)

where the third line uses Assumption (F1), and Assumption (L1) in the second last line. The
last line uses Theorem 1 of Ostrowski (1959) on the eigenvalues of a congruent transformation
2114/ iZEl/ 2 of Z, and from Assumption (L1) that 3, has eigenvalues uniformly bounded
away from O and infinity.

Since S = R* + (S — R*), for j € [r;], we have by Weyl’s inequality that

I\(S) — A\j(RY) y <|S-R|| <|R—R|| + ||Ru| + || Ro|| + || Rs]|
sup |R R*(y)| + sup Ry + sup Ry + sup Rg) = op(wi), (3.80)
lIvIl=1 lIvll=1 l[~vll=1 lIvll=1

where we use the decomposition in (3.37) in the first line, and wy, := gsdak TET g defined at

the beginning of the proof of Lemma 3.2. The second line uses R( ), R*(v), R1, Rz and Rj
defined in (3.38), and the convergence in probability in (3.42) and (3.47).
Secondly, with Assumption (R1) and our choice of £ (see also (3.40)),

&Jwp = dg d T (T )~ 4 di P = o(1). (3.81)

For r, > 1,if j € [ry — 1], using (3.80) and (3.81), consider

A (S ) £ o A1 (RY) + €+ X1 (8) = A (R _ A1 (RY) + op(wk)
A (S) + A (R7) +€ = [X(8) = Ay (RY)| Aj(R7) + op ()
_ An(RY (1+o0p(1)) xp dpfo7 7", (3.82)

Aj(R¥)
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where the last line uses (3.79). Also, for j € [r, — 1],

Apr1(8) +6 - XnS)+E ) (An(S) | €
)‘rk(s\) _|_§ - wk(l + Op(l)) N OP( Wk + wk> (383)
= OP( sup (E(’Y) — R*(v) + Ry + Ry + R3) + f/wk>
llvl=1
— Op(g/wk) = OP(de’j+1_ak’j), (384)

where the second last equality uses (3.40), (3.41) and (3.47) together with our choice of £, and
the last equality uses the extra rate assumption in the statement of the theorem. In the third

equality, we assume the following is true (to be shown at the end of this proof):

AS) = M(R—R)+Ri+Ry+Ry), j=re+1,....d (3.85)

M) (S (R R+ Rat Rot Ra)) < sup (Ry) — B*(7) + B + B + Ra).

Wk lIvll=1

Hence for j = r, + 1,..., |dx/2] (true also for r, = 1),

1 _ §fwn > L
Aj(S)+¢&  supy =i ((R(y) — R*(v)) + Ri + Ro + R3) + {fwp C

(3.86)

in probability for some generic constant C' > 0, where the last inequality uses (3.40), (3.41)
and (3.47) together with our choice of £&. Combining (3.82), (3.84) and (3.86), we can easily
see that our proposed 7, is a consistent estimator for 7.

If r,, = 1, then (3.84) becomes

)‘Tk-‘rl (§> + 5
WE

IOP Wi IOpl.
Y (§/wr) = op(1)

When combined with (3.86) which is true also for 7, = 1, we can see that 7, = 1 in probability,
showing that 7, is a consistent estimator of 7.

It remains to show (3.85). To this end, from (3.79) and (3.80), the first r; eigenvalues of
S coincides with those of R* asymptotically, so that the first r;, eigenvectors corresponding to
S coincides with those for R* asymptotically as 7', d;, — oo, which are necessarily in N'* :=
Span(Q), the linear span of the columns of Q (see (3.13), where R* is sandwiched by Q and
Q’). This means that the (r; + 1)-th largest eigenvalue of S and beyond will asymptotically

have eigenvectors in \V, the orthogonal complement of A'*. Then for any unit vectors v € N,
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we have from the definitions of R*, R.. R, R, and R3 in (3.38) that
¥Sy=v(R*+(R—R*) +Ri + Ry + R3)y =~ ((R — R*) + R, + Ry + Ry)y
which is equivalent to (3.85). This completes the proof of the theorem. [

Proof of Proposition 3.1. For simplicity, first consider the scenario with conditions 1 and
2 satisfied. We can show stable convergence in law similar to Proposition 3.1 in Xiong and

Pelger (2023). First, using Assumption (F1) we can write
dy dy,
VTd,"™ - DHY! Z Qi Al Z Appijn Ay
I S
|¢k,z],h|

=1 h=1
. D_IHZ’*Qk,i-Ak,i. (matk (Ft)vk,hvfc,hmatk (.Ft)/ — V;,hvk,hEk)AkJ..

Define the filtration G7 := o(U’_,G,) where the sigma-algebra G, := o({ M, .
s}, A1,...,Ak). Let u € R™ be a non-random unit vector. For a given k € [K|,j € [dy],

define also the random variable

i T-1{t € Yr4jn}
ZZ( |77Z)k’,w,hr : 1>

=1 h=1

Oék Tl

Gkjt =
. D*IHZ’*QM_A;’Z-_(matk (}"t)vk,hvﬁg’hmatk(ﬁ)' — V;,hvk,hEk)AkJ_.

Since each entry in F; is i.i.d. by Assumption (F1) and is independent of (M, Ay,..., Ak)
by Assumptions (O1) and (L1), we have E[gy ;+ | Gi—1] = 0. Define

EF,k = Var{vec(matk(E)Aka_kmatk(E)’ — tr(A_kAfk)Zk) },
Xpki = vee([AL ;. ® (DTHY Quu AL )|Eri ALy © (DT HY Qi AL)),

so that we have
gl < HEMH? D - 112

= Op (@ " Hd_4"‘“ [T @) =0p(@™m),

j=1 JEIK\{k}
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leading to
dg ;
ocr T- ﬂ{tewkl} )(Tﬂ{t€¢k1} >
7 E < JL 9 b1 ) (x — Elx y
; =1 |wk,lj’ ‘¢k’,l]| ( Fik,j,il [ Fk,j, l])

—OP( 4 5C¥krk) :Op<1).

Hence, it holds that
T
ZE[QI%,j,t | gt—l}
_ dz‘k% & T- ﬂ{t€¢klj} T'l{ted)k,lj} .
B Z { Z Z ( Uk, i5] 1> ( |[Vn 5 1>

. D_lHZ’* (AL, ® (Qk,i.Ak,i,)}Vec(matk(]-"t)Aka_kmatk(]:t)’ —tr(AA)Zs)
. vec (matk(]-"t)Aka_kmatk(ft)/ — tr(A_kAfk)Ek)'
- [AL. ® (QuiA; l.ﬂ’(H“v*)'D-lu G}
dj
P 24an, 1 T- ]l{tElD]“]} T-ﬂ{t€¢klj}
= d ELlim — -1 e 1
k dj,—o0 d2 Zl ; < |1/}k,7,]| ) ( ’wk’,lj‘ )
w'DTH (AL @ (QUAW)]Eri[AL; ® (QuAL)] (Hy)D 'u

2+ayg Tk

L dy " wy - W DTTH[AL ) © (QAR)] Erc[AL ® (QAL)] (HE YD My,

which satisfies the nesting condition of Theorem 6.1 in Hausler and Luschgy (2015). From
Assumption (O1), we have |(T"- 1{t € Yy }/|¥rijn|) — 1| < max(4y' — 1,1). Hence with
¢ from Proposition 3.1, we have

T

Z E[g:55 1G]

t=1

<Ay P d R D

2+ZHZ;<T 1|{1sz Urijh} 1)

k
t=1 1
A/ / T e
. Qk,l'Ak,i- matk(}'t)vk,hvk’hmatk(]:t) Vk7hvk,h2k
Ak (14€/2) Qg 1~ Qe
a Qk,rp. € dkk —a . (14€/2 € d,” Tk
= OP{<d S T T g2 } = 0P<—k T2 > = op(1),

which is sufficient for the conditional Lindeberg condition in Hiusler and Luschgy (2015) to

hold. Then by the stable martingale central limit theorem (Theorem 6.1 in Hausler and Luschgy
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(2015)), we have
T
D kg =N (o, D H (A (Ay.)] (HZ’*)’D‘l) G”-stably as T — oo,
t=1

2+akmk

— !/
where hy,j(Arg) = dj, M wpr c [Aly @ (QuAL) | Erk AL ® (QRAL)] -

When condition 2 is relaxed, all the previous steps can be repeated by noticing that we now
have |y i p| Lo ;; for some constant ¢, ;., and there exists some constant py ;. such that as
T,dl,...,dK — 00,

dg
T-1{t € yn}t
¥k .0l
Tpy s

2 1) {matk(ft)Aka_kmatk(.Ft)’ — tI'(A_kAfk)Ek},

/N

1> (matk (]—"t)vk,hv§€7hmatk (J—"t)/ — v§€7hvk,h§]k)

with wy ;. 1= A2 721(sz7ij/c}‘;’ij — 1)(Tp}y.,4/cr,; — 1). Then the convergence of
ZtT:l E[g7 ;¢ | Ge—1] can be similarly constructed, etc. This completes the proof of Proposi-
tion 3.1. UJ
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Chapter 4

On Testing Kronecker Product Structure

in Tensor Factor Models

4.1 Introduction

With rapid advance in information technology, high-dimensional time series data observed in
tensor form are becoming more readily available for analysis in fields such as finance, eco-
nomics, bioinformatics or computer science, to name but a few areas. In many cases, low-
rank structures in the tensor time series observed can be exploited, facilitating analysis and
interpretations. The most commonly used devices are the CP-decomposition and the multilin-
ear/Tucker decomposition of a tensor, leading to CP-decomposition tensor factor models and
Tucker-decomposition tensor factor models, respectively. See Section 2.3 for a review on factor
models. While tensor time series can be transformed back to vector time series through vectori-
sation and be analysed using traditional factor models for vector time series, the tensor structure
of the data is lost and hence any corresponding interpretations from it. Moreover, vectorisation
increases the dimension of the factor loading matrix significantly relative to the sample size,
leading potentially to less accurate estimation and inferences (Chen and Lam, 2024b).
However, a tensor factor model comes with its assumptions. For using the Tucker decom-
position in particular, a tensor factor model assumes that the factor loading matrix for the vec-
torised data is the Kronecker product of smaller dimensional factor loading matrices. For in-
stance, suppose at each ¢ € [T, a mean-zero matrix Y, € R4 >4 is observed. Consider a

matrix factor model of the form
Yt - AlFtAIQ + Eta (41)

where F;, € R™*" is the core factor, A, € R%**"* is the mode-k factor loading matrix, i.e.,

A, and A, are respectively the row and column loading matrices, and E; is the noise matrix.
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The vectorisation of (4.1) is
vec(Y:) = (A ® A;) vec(F;) + vec(E;) = Ay vec(F;) + vec(E;), 4.2)

where Ay := Ay ® Ay, which is a vector factor model for the time series data {vec(Y;)} with
factor loading matrix Ay.. Clearly, the implicit assumption of a Kronecker product structure
for Ay when using a matrix factor model for matrix-valued time series data should be the first
thing to check before such a factor model is applied.

Motivated by this simple example, we propose a test in this chapter to test the Kronecker
product structure of the factor loading matrix implied in the vectorised data when using a
Tucker-decomposition tensor factor model (TFM), and extend it to higher order tensors. He
et al. (2023a) has also noted this implicit assumption in a Tucker-decomposition matrix factor
model, and proposes to test the “boundary” cases of each column (resp. row) of the data fol-
lowing a factor model with a common factor loading matrix, but with possibly distinct factors,
or the whole matrix is just pure noise. Model (4.2) with a general Ay also implies a vector fac-
tor model with potentially different factor loading matrices for each column (resp. row) of the
data, but they share the same factors. To explore the data as a matrix, connectedness through
having a set of shared common factors rather than having the same factor loading matrix with
all distinct factors is more meaningful. Practically, (4.2) is an alternative model easier to be
satisfied by data than the “boundary” cases in He et al. (2023a), since the data still follows a
more general factor model, just the implied Kronecker product structure in the factor loading
matrix Ay is lost. This comes as no surprise then, that in all of the tests in He et al. (2023a)
for their real data analyses, they cannot reject the null hypothesis of a matrix factor model. An
easier alternative such as (4.2) with just a general Ay can provide a more critical test for the
null hypothesis of a matrix factor model. See our portfolio return example in Section 4.5.2 for
cases where our test can reject the null hypothesis of a matrix factor model, when He et al.
(2023a) cannot.

We also stress that our model is fundamentally different from those used in testing for Kro-
necker product structure in the covariance matrix of the data. For example, Yu et al. (2022b)
and Guggenberger et al. (2023) both propose tests for the Kronecker product structure of the
covariance matrix of a vectorised matrix data. For model (4.1), even in the simplest hypotheti-
cal case of E; and F; being independent and F'; contains independent standard normal random

variables, we have
Cov{vec(Y,)} = AsA, ® A; A’ + Cov{vec(E;)},

so that the covariance matrix is never exactly of Kronecker product structure because of E;.

Moreover, even with E; = 0, both A; A’ and A,Al, are of low rank, which is different from
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the full rank component matrices in the two papers mentioned above.

Our contributions in this chapter are threefold. Firstly, as a first in the literature, we propose
a test to test directly a Tucker-decomposition TFM against the alternative of a (tensor) factor
model with Kronecker product structure lost in some of its factor loading matrices. As shown
in Section 4.3, for higher order tensors, testing against a tensor-decomposition TFM can be
against a tensor factor model for the reshaped data, but not necessarily the vectorised data.
This gives rise to flexibility and in fact statistical power in practical situations. Secondly, our
analysis allows for weak factors, with our theoretical results developed to spell out rates of
convergence explicitly. Last but not least, as a useful by-product, we developed tensor reshape
theorems which can be useful in their own rights.

The rest of this chapter is organised as follows. Section 4.2 defines the tensor reshape opera-
tion used for our tests. Section 4.3 introduces the Kronecker product structure set and pinpoints
exactly through a theorem when a tensor time series {)/; } follows a Tucker-decomposition TFM.
This becomes the basis for the construction of our test statistics. Section 4.4 lays down all the
assumptions for this chapter, and presents the main theoretical results for our test statistics to
be valid. Section 4.5 presents our simulation results and two sets of real data analyses. Finally,
Section 4.6 provides details for model identification. Both our test and the tensor reshape op-
erator can be implemented by the R package KOFM, available on R CRAN. Section 4.7 includes

all the proofs. Hereafter in this chapter, we use the following definition

K K
di=][de. di=d/de, v:=]]re, 12:=1/r2
k=1 k=1

4.2 Introduction to Tensor Reshape

In this section, we introduce tensor reshape. Given an order-K tensor X € R <k and a
set with ordered, strictly ascending elements {ay, ..., a,} C [K], the RESHAPE(+, -) operator is

defined as follows:

If ¢ =1, RresHAPE(X,{a1}) = FOLDK{matal(X), {L, ..., Lo, Loy i1, o Ik, [al}};
if { =2, RESHAPE(X, {ai,as})
- FOLDKfl(Xalr\/aQ? {[17 . 7[a1717 Ia1+17 oo 7[(12717 [a2+17 .. ,IK, Ia1[a2}>7

mat,, [FOLD{matGQ(X)l., {L, .. Ty 1, 1ayiny- -y IK}}}
where X, o, =

mat,, [Fop{maty, (X)r, ., {11, Log—1, Lag1: - - - Ixc} }]
if ¢ >3, RresHape(X,{ai,...,ar})

= RESHAPE{RESHAPE(X, {ay_1,ar}), {a1, ..., apo, K — 1}}.
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Hence, reshaping an order-K tensor along {a, ..., a,} results in an order-(K — ¢ + 1) tensor.
A heuristic view of RESHAPE(X, {a1, . .., a,}) is that all modes of X" with indices {ay, ..., as}
are “merged” into a single mode acting as the last mode as a result. Note that one may recover
X from REsHAPE(X, {a1, ..., as}) given the original dimension of X’ and {a, ..., a,}. To help
readers to understand the reshape operator, we also present Figure 4.1 as an visualization.

As a simple example on tensor reshape, consider a matrix X € R7**%2_ Trivially, we have
rResHAPE(X, {2}) = X, resnapre(X,{1}) =X
Moreover, RESHAPE(X, {1,2}) = FoLD; (X2, {[1]2}) = X2 = vec(X) since

mat; [FoLp{maty(X)y., {11} }] (X');.
X1N2 = ... = c. = VeC(X).
mat; [FoLp{maty(X),., {11} }] (X" .

In fact, it holds for any order-K tensor X that ResHAPE(X, [K]) = vec(X).
We discuss some useful algebra of tensor reshape in the following. First, the reshape oper-

ator is linear in the first argument, i.e.,

RESHAPE(D1 Xy + Do Xy, {ay, ..., ar})

= by - RESHAPE(AXY, {aq, ..., ar}) + by - RESHAPE( Xy, {aq, ..., as}).

Moreover, for two sets {a1, ..., as}, {b1,...,b,} such that a, < b; (i.e., all elements in the first
set are less than those in the second), it holds that

RESHAPE(X, {a1, ..., a0, b1,...,b,})

= RESHAPE{RESHAPE(X, {b1,...,0,}),{a1,...,a0, K — g+ 1}},
where {a1,...,as, K — g + 1} is indeed strictly ascending since

ar<b—1<b,—(9g—1)—1=b,—g<K—g.

4.3 A Factor Model and Kronecker Product Structure Test

4.3.1 Factor models and Kronecker product structure

This subsection introduces the concept of factor models with Kronecker product structure and
lays down the technical details for the testing problem. For an integral reading experience,

readers can go straight to Section 4.3.2 where equations and terms can be referred back to
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Mode 4 didads
Mode 3
Mode-4 unfolding
Mode 1 | | frrrmmmmmmmmmm oo >
da
Mode 2
dy xdo xd3xds e
Y eR o MAT4(X)
Each row: fold and ,/,
mode-3 unfolding s
duds
ya
Merged mode (3,4)
ds
Fold
d3d4 1\’10(16 1
Mode 2
RESHAPE(X, {3,4}) € R%xd2x(dads)
|
i X3os
1
i
i
i
1
! Each row: fold and
i mode-2 unfolding
I
i
A\
dy
Each row: as a
vector and stack
************* > didadsds
d2d3d4

[RESHAPE(X, {3,4})]2~3

Fold (transpose
in this case)

[RESHAPE(X, {2,3,4})]1~2 RESHAPE(X, {1,2,3,4}) € Réid2dads

RESHAPE(X, {2,3,4}) € R% x(dzdada)

Figure 4.1: Illustration of the reshape operator for an order-4 tensor X" along .A. The last step
in the reshape with A = {3,4}, {2,3,4}, and {1, 2, 3,4}, are respectively denoted by green,

blue, and red arrows.
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Section 4.3.1 whenever necessary. We begin by introducing the Kronecker product structure

set which facilitates description of our models.

Definition 4.1 (Kronecker product structure set). Given an ordered set of positive integers

{b1,...,bs}, the Kronecker product structure set is defined as

]Cb1><--~><b,€ = {A|A:A,{®"'®A1
with A; € R4 of finite rank uj < bj, HAMH2 = bj.j’i? 854 € (0, 1]}

The Kronecker product structure set defined by Definition 4.1 characterises the factor load-
ing matrix, and requiring d,; > 0 is to ensure certain factor strength in each loading matrix.
See Assumptions (L1) and (L2) in Section 4.4.1 for the technical details. The form of factor

models is depicted below, with the feature of Kronecker product structure.

Definition 4.2 (Factor models and Kronecker product structure). Given a series of mean-zero
order-K tensors Yy € R¥W**dx for t € [T] and a set with ordered, ascending elements
A=A{ay,...,ar} C[K], we say {);} follows a factor model along A if fort € [T,

_ _ K—0(+1
RESHAPE(yta -/4) — Creshape,t + greshape,t - ‘Freshape,t Xj:l Areshape,j + greshape,t: (43)

where RESHAPE (), A) € RPVXPE-t+1 (for some py, ..., px—¢+1) IS the order-(K — { + 1)
tensor by reshaping Y, along A, the common component Ciegnape,+ consists of the core factor
Freshape,t € R™*XTK-t41 and loading matrices Aseshape,; € RPI*™ with finite rank ; < p;

for j € [K — 0+ 1], and Eesnape,t is the noise. We further make the following classifications.
1. {Y;} has a Kronecker product structure if A esnape 541 € Ka, x-xda,s

2. {V:} has no Kronecker product structure along A if A esnape 041 & Ka,, XXy

Definition 4.2 formally defines the form of factor models considered in this chapter. A key
information lying in Definition 4.2.1 is that if the Kronecker product structure holds along some
A, the structure holds along any A; see the discussion below Theorem 4.1 for details. Note
that if / = 1 in Definition 4.2, i.e., A contains only one element (representing the mode index),
for each order-K tensor );, RESHAPE();, {a;}) is the order-K tensor constructed from ); by
treating mode-a; as mode-K. Hence, the factor model of ), along {a;} returns to a Tucker-
decomposition TFM (Chen et al., 2022a; Barigozzi et al., 2023b) of ); with mode indices
changed. For instance, we may read (4.3) along A = { K} as

yt = Creshape,t + greshape,t = J—'.reshape,t X1 Areshape,l X+ XK Areshape,K + greshape,t~
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Hence Definition 4.2.1 automatically describes {); } if ¢ = 1, implying that Kronecker product
structure is only non-trivial for ¢ > 2 (hence K > 2). To demystify Definition 4.2.1, we next
present Theorem 4.1 which, as a first in the literature, spells out the equivalence of Tucker-

decomposition TFM under tensor reshape.

Theorem 4.1 (Tensor Reshape Theorem I). With the notations in Definition 4.2, { Y, } following
(4.3) along any given A = {ay, ..., a,} C [K]|witha Kronecker product structure is equivalent

to {),} following a Tucker-decomposition factor model such that
Vi=Ci+ & =F x1 Ay Xo - X A + &, 4.4)

where C; is the common component, J; € R™* "X js the core factor, each Aj, € R**"x js

the mode-k loading matrix, and &; is the noise. More importantly, with A* := [K| \ A,

-Freshape,t - RESHAPE(E7 -A)a 5reshape,t - RESHAPE(gh ./4),

Areshape,K—E-{-l — ®iEAAi7 Areshape,j = A.A;‘ forj € [K - E]

Moreover, the model (4.4) uniquely determines parameters in (4.3), and (4.3) determines those

in (4.4) up to an arbitrary set {A,;}ic 4.

Theorem 4.1 reveals that a factor model on {);} with Kronecker product structure in Def-
inition 4.2 is in fact a Tucker-decomposition TFM on {);}. This forms the foundation for the

hypothesis test design later. The identification of (4.3) and (4.4) are relegated to Section 4.6.

Remark 4.1 Both (4.3) and (4.4) are based on a Tucker decomposition for the observed tensor.
Other tensor decompositions are possible, such as the CP decomposition (Kolda and Bader,
2009) and the Low Separation Rank (LSR) decomposition (Taki et al., 2024), etc. As CP de-
composition is a special Tucker decomposition, our defined factor model is more general. The
LSR decomposition is generalised further from Tucker decomposition, but the structure is less

helpful here and brings in unnecessary complication due to the arbitrary separation rank.

4.3.2 A test on Kronecker product structure

The testing problem on Kronecker product structure is formally defined in this subsection, with
an example on an order-2 tensor (i.e., a matrix) time series given at the end. For each ¢ € [T,
we observe a mean-zero order-K tensor ), € R#*Xdx with K > 2 (otherwise the test is
trivial as explained in Section 4.3.1). Without loss of generality, let v < K be a given positive
integer and denote A = {v,v + 1,..., K — 1, K} which contains the mode indices along

which the Kronecker product structure might be lost; see the alternative hypothesis ; below.
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Suppose {); } follows a factor model along .4 as in Definition 4.2, with notations therein except

that we now read (4.3) as

—1
RESHAPE(yt7 A) = Creshape,t + greshape,t = JT:reshape,t x?:l Aj Xy AV + greshape,ta (45)

where A; € R%*% for j € [v — 1] (ifv > 1) and Ay € RY*™ with dy = Hfiv d;.
Essentially, the order-v tensor REsHAPE (), A) follows a Tucker-decomposition TFM. The set
{r1,...,ry_1, 7y} is assumed known and any consistent estimators (e.g. Han et al., 2022; Chen
and Lam, 2024b) can be used in practice. With Ky, «...x 4, defined in Definition 4.1, we consider

a hypothesis test as follows:

Hy : {):} has a Kronecker product structure, i.e., Ay € Ka,x...xdy “6)
H; : {):} has no Kronecker product structure along A, i.e., Ay & Ky, x...xdy - '

Besides the complexity of being a composite testing problem, the difficulty of (4.6) is ele-
vated by the fact that ), under the alternative has no explicit form without reshaping along A.
Fortunately, the factor structure in (4.5) is stable under both hypotheses. That is, the estimation
of { Freshape,ts A1, ..., Ay_1, Ay} is always feasible. In particular, thanks to Theorem 4.1, we
have the following under H:

Vi=C+E=F X1 Ay Xo-- X1 Ayt Xy Ay Xpq1 - X Ag + &, 4.7)

where A;, € R%**"™ for k € [K] (hence the first v — 1 loading matrices are exactly those in
(4.5)), and that

RESHAPE(ftu A) - Eeshape,ta RESHAPE((C:t, A) - greshape,tu AK & AK—l K- & Av - AV-

Example 4.1 LetY; € R¥"*% (t € [T]) be matrix-valued observations. For the setup, we can
only specify A = {1, 2} (which is the only non-trivial case here as discussed in Section 4.3.1).
The hypothesis test (4.6) is simplified as follows, with A reflected by the vectorisation:

H() . Yt == AlFtAIZ + Eta
Hy :vee(Y,) = Ayvec(F,) + vec(Ey), with Ay & Ky, xq,-

4.3.3 Constructing the test statistic

Despite the obscure Cg, «...xa, in (4.6), we may resort to the Tucker-decomposition TFM in
(4.7) under Hy. To construct the test, we first obtain estimators for the (standardised) loading

matrices in (4.5). For j € [v—1], Q ; is defined as the eigenvector matrix corresponding to the



4.3. A Factor Model and Kronecker Product Structure Test 101

r; largest eigenvalues of

T

1

= Z RESHAPE();, A) (j) RESHAPE()}, A)I(j)’
t=1

where RESHAPE();, A)(;) represents the mode-j unfolding matrix of RESHAPE()}, A). Simi-

larly, Qy is the eigenvector matrix corresponding to the ry largest eigenvalues of

T

1

T Z RESHAPE();, A) (v) RESHAPE(V;, A/,
=1

Then Creshape,t and Ereshape,+ are respectively estimated by

Creshape,t = RESHAPE(ytaA) X;);ll (Q]Q;) Xy (QVQ%/% (48)

greshape,t = RESHAPE(yt> A) - Creshape,t- (49)

For (4.7), Qj for j € [v — 1] is defined as the eigenvector matrix corresponding to the r;
largest eigenvalues of 7—* Zthl Yty(j)Y; (7). Next, denote ‘R as the set of all divisor combina-

tions of ry, i.e.,

K—v+1
R = {(m,@, cevtie—ust) | [ 7 = rv witheach 7, € Z*, 7 < dj+v_1}. (4.10)

j=1
Let the m-th element of R be (7,1, .., Tmxk—v+1). Then fori € {v,v +1,..., K}, we

obtain Q,,; as the eigenvector matrix corresponding to the ,,;_,+1 largest eigenvalues of

7! Zr‘le Y.»Y, (i) The common component and residual estimators are hence obtained as

~ ~

, v (QQ)) I, (QuiQ), (4.11)
Emi =Yy — Cons. (4.12)

Let &, be the order-K tensor with the same dimension as ), such that RESHAPE(gt, A) =
g}eshape,t. Define £* := argmin,x){di} and denote the mode-£* unfolding of &, and gm,t
as Et,(k*) and Em,t(k*)’ respectively. Theorem 4.2 (in Section 4.4.2) tells us that there exists

m € [|R]] such that for each t € [T, j € [d/d-], both
der

dk*
1 = ~ 1 &5
. 2 o 2
Tjt = _d E Et,(k*),ij’ Ymjt = d E :Em,t,(k*),ij’
kS k™ i=1

are asymptotically distributed the same under Hy, and x;, in particular is distributed the same

under either H, or H;. Let P, ; and P, ,,, ; respectively denote the empirical probability mea-
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sures induced by the empirical cumulative distribution functions for {x; s }+cr) and {ym,j ¢ }rer:

1 T T

1
F,(c) == 7 > Haju <}, Fymile) = T > 1{Ymge < ¢} (4.13)
=1 t=1

Let G, ;(«) := inf {¢ | F,;(c) > 1 — a}. The intuition here is that if Hy, is satisfied, then
over different j € [d/dj-|, the cumulative distribution functions I, ;(-) and I, ,, ;(-) should
be similar. However, if H is true, then we expect the residuals in Em,t,(k*) to be inflated, so
that Py, i{¥m.j+ > @ j()} is expected to be larger than «; see the theoretical statement in
Theorem 4.3. To incorporate it across different j € [d/d+], we compare the 5% quantile of
T S 1Yt > Goj(@)} over j €[d/dy-] to o, and expect it to be larger than o under H;.
Since with the wrong number of factors, a particular m € [|R|] will in general inflate the

residuals y,, ;+ further, in practice, to be on the conservative side, we reject Hy if

T
1

min {5% uantile of = > 1{yms > Gu(a)} over j € [d/dy } > a, (4.14)
min {5%q 72 Wi 2 Beg(e) over € [d/de]
noting that exactly one element in R represents the true number of factors on the modes with
indices in .A. We also point out that there are other possible ways to aggregate the informa-
tion from each 7, but (4.14) empirically works well and circumvents possible issues such as
heavy-tailed noise, under- or over-estimation on the number of factors, and insufficient data

dimensions; see Section 4.5.1.

Remark 4.2 (Explanation of R in (4.10)). It is possible to perform the test directly using the
number of factors for modes in A, i.e., R only contains the number of factorsr;, j = v, ..., K,
in (4.7). This is guaranteed by the Tucker-decomposition TFM under H, in (4.6). However,
usually in practice we need to estimate the number of factors which are invalid under H, in
(4.6). This leads to unstable estimated number of factors and hence unstable test statistic, which

we address by introducing R in (4.10).

4.4 Assumptions and Theoretical Results

4.4.1 Assumptions

This subsection presents all the assumptions for testing H against /1, in (4.6). Another version
(with only different notations) of Assumptions (L.1) and (L2) for the identification of (4.3) and

(4.4) is included in Section 4.6, with identification theorem presented and proved there.
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(L1)

(L2)

(F1)

(EL)

(E2)

For each j € [v — 1], we assume that A in (4.5) is of full rank and as d; — oo,
~1/2 ~1/2
ZVPAAZT By, (4.15)

where 33 4 ; is positive definite with all eigenvalues bounded away from 0 and infinity, and
Z; is a diagonal matrix with (Z;)py, < j-j’h for h € [r;] and the ordered factor strengths
1/2 < 5]‘77‘j <-... < (5]‘71 <1

We assume that Ay also has the above form with Zy and X 4y, except that only the
maximum and minimum factor strengths are ordered, i.e., 1 /2 < v, < oy < dyq <1

forany h € [ry].

With A = {v,v+ 1,..., K}, we assume that for each i € A, A; in (4.7) is of full rank
and as d; — oo,
77 PAIAZT Y sy (4.16)

where 31 4 ; is positive definite with all eigenvalues bounded away from 0 and infinity, and
Z; is a diagonal matrix with (Z;)p, =< dfi’h for h € [r;] and the ordered factor strengths
1/2 < 5i,ri <... < 5171 <1

(Time series in Freshape,t). There is Xiesnape,r,c the same dimension as Freshape,: SUch that
Freshapet = szg .0 Xreshape, f.t—w- The time series { Xieshape, £+ } has i.i.d. elements with
mean 0, variance 1 and uniformly bounded fourth order moments. The coefficients ay,,

satisfy Y50 a7, = Land 32 o lasw| < c for some constant c.

(Decomposition of &;). The noise &, (such that Eesnapet = RESHAPE(E:, A)) can be de-
composed as
gt:«/t-e,t ><11Ae,1 Xog++- XKAe,K+Ee*€t7 (417)

where order-K tensors F,;, € R "k and €, € R&X >4k contain independent
mean zero elements with unit variance, with the two time series {€;} and {F.,} being
independent. The order-K tensor 3. contains the standard deviations of the correspond-

ing elements in €, and has elements uniformly bounded.

Moreover, A, € R%**"er (k. € [K]) is approximately sparse such that ||A. ;|1 = O(1).

(Time series in &;). There is X, ; the same dimension as F. ;, and X, the same dimension
as €, such that F, ; = Zqzo Qe qXet—q and €; = Zqzo Qe qXet—q With { X1} and { X, }
independent of each other. {X.;} has independent elements while {X.;} has i.i.d. ele-
ments, and all elements have mean zero with unit variance and uniformly bounded fourth
order moments. Both {X,,} and {X.,} are independent of { Xreshape, 1.+ } from (F1).
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The coefficients a. 4 and a.; are such that for some constant c,

Zaqu - Zaiq =1, Z |a6,q|v Z |ae,q| <c.

q>0 q>0 q>0 q>0

(R1) (Rate assumptions). With g, := sz1 di‘“ and v, == df/v’l H;’ } djj ', we assume that

dg 72T 1d (6k,1—0k,ry )1 dg71d5k,1*5k,rk*1/2
s k

Y Y

A A A AR M G G}

. . K POkr Sv,r v—1 2drj
(R2) (Further rate assumptions). With g, := [[,_, d, ™" and v, = d,;"" HJ 1 djJ ,

assume that

d2(5k,1*5k,rk) 1 d2

max k 1—6p,1 1+5k r

kelK] Td.yd. < ) 99u
2(6;1—0;.0) 1 d>

max d; ’ -

JjEv-1] Tdkdj Vs Vw

2(0v,1—=0v,ry ) 1 1 d2 d -1
dy, Y + —, — = 0( max{d )
v (Tddf” dy v ) VoYV gﬁ, RN

With (L1), the standardised loading matrix Q; := Aij_l/ ? satisfies Q}Qj — X4  for
j € v—1], and Qy := A\/Z(/l/2 satisfies Q[,Qy — X 4. Similar implication holds for
(L2), except that (L2) is only valid under H,. Hence with (L2), Zy and 3 4  in (L1) satisfy

Ly =Z2xkQ@ - ®@Ly, Xay=3arx®@ - @Xay. (4.18)

Note that the factor strength requlrement for Ay in (L1) is satisfied by (L2), since from (4.18)

5 minf

(ZV>Tv7"V = Hz v 2”2 > d
matrix behaviour generally for (4.6), and the additional (L2) is specific for the null. Both

o dirs dl/ . Assumption (L1) characterises the loading

assumptions allow for weak factors which are common feature in the literature (Lam and Yao,
2012; Onatski, 2012; Cen and Lam, 2025b). When all factors are pervasive, for instance, (4.15)
can be interpreted as dj’lA;Aj — X4 if all factors are pervasive, which coincides with
Assumption 3 of Chen and Fan (2023) for matrix time series.

Assumption (F1) assumes that Fiegnape,; is a general linear process with weakly serial de-

pendence. Theorem 4.1 ensures that the core factor in (4.7) (under Hy) reserves its structure of



4.4. Assumptions and Theoretical Results 105

(F1) such that

Fo=Y  apwXpi—w, with RESHAPE(X} 1, A) = Xieghape,£.- (4.19)

w>0
Note that it holds for each k& € [K], as T" — oo,

T
Z maty,(F;) maty (7)) 2 74, I, , (4.20)

=1

which is direct from Proposition 1.3 in the supplement of Cen and Lam (2025b). In comparison,
Barigozzi et al. (2023b) assumes the form of (4.20) with r_; I, replaced by a positive definite
matrix. This does not imply (F1) is particularly stronger as our factor loading matrices already
incorporate some positive definite matrices by (L.1) and (L2).

Assumptions (E1) and (E2) depict a general noise time series on the factor models (4.5)
and (4.7). It is worth noting that the noise tensor &; is allowed to be (weakly) dependent across

modes and time, regardless of the existence of Kronecker product structure. From (4.17),

RESHAPE (&}, A) = RESHAPE(F i, A) X1 Ay Xo s Xyo1 Apyo1 Xy (AR ® - @ A,)
+ RESHAPE(X,, A) * RESHAPE(€;, A),
4.21)

so that the structure of (E1) and (E2) are preserved by RESHAPE(E;, A). Assumption (R1) details
the rate assumptions on factor strengths and is hence satisfied automatically when all factors
are pervasive. Assumption (R2) also concerns factor strength and would hold for all strong

factors if v > 1; for v = 1, (R2) holds when min¢ k) dy = o(T) in addition to strong factors.

Remark 4.3 When v = 1 and all factors are strong, (R2) requires dy, = mincix) dp = o(T)
which seems restricted. This is to ensure the asymptotic normality when we aggregate dy,
number of estimated residuals in x;; and y,, ;+ in Section 4.3.3. However, from the proof
of Theorem 4.2 in Section 4.7, it is feasible to aggregate df* forany 0 < [ < 2 such that
df* = o(T). Therefore, (R2) is arguably as mild as Assumption BS in He et al. (2023a). We
only briefly discuss how to construct the test statistic differently in the following, and choose not
to pursue such an aggregation scheme to keep the practical procedure as simple as possible.
Suppose we follow the same procedure in Section 4.3.3 with & and §m7t obtained. Next,
we need to specify some d' — oo that divides d and is small enough (such that p = o(1) in
Theorem 4.3 with dy- replaced by d'). With this, we simply re-arrange the two residual tensors
and construct E] = roLp{vec(&,),{d,d/d!}} and El,, = FOLD{vec( mt) {di,d/d"}}.
Then the remalnmg procedure is the same as in Section 4.3.3 with Et (k) and Em (k) replaced
by Ef and E!

m.t» Tespectively.
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4.4.2 Main results and practical test design

We first present below the results for our residual estimators in (4.9) and (4.12), which inspire
the testing procedure in Section 4.3.3. Following Theorem 4.2, the theoretical guarantee of the

test is also provided.

Theorem 4.2 Let Assumptions (F1), (L1), (L2), (El), (E2), (R1) and (R2) hold. With the nota-
tions in Section 4.3.3, under H,, there exists m € [|R|] such that for each t € [T, j € [d/d}],
d * d *
Z - (E2 t,(k*),ij Zf(k *),ij ) Z - (EQ( k*),ij _EE,(k*),ij) £>Z't
d * d * I
VL V(€ o) ) EL oy A/ Var(€ o) ) e

where Z; 5N (0,1) and Z,, is independent of Zy; for h # (. Under H,, the asymptotic

result for Et,(k*)Jj above still holds true.

Theorem 4.3 Let all the assumptions in Theorem 4.2 hold. In addition, each element in the
time series { Xieshape, £t }» { Xt} and {X.,} has sub-Gaussian tail. With the notations in Sec-
tion 4.3.3, we have the following for any j € [d/dy+] under Hy. There exists m € [|R|] such
that, as T, dy, . ..,dx — 0o,

Py mi{Umji > Guj(@)} < a4+ Op(p), where

. {max { dak,lak,rk< 1 . ) d } N dl/T
ket U (Tdgdy, "1z g2/ (gu90)' ) gu
K v—1 K
1og?(T) ( I1 logQ(dk)> ) + log?(T) log(dy) ( I1 log(dk)) ( I1 logZ(dk)> )’
k=1 k=1 k=1

: { max {déj’léj'”< ! + ! ) d }
jelo-1) U7 (Tdpdy )12 02 ) () V2
J

ov,1—0v,r 1 1 d dl/T
tov V( + ) +— .
Vo \@ad e TR ) )R

Theorem 4.3 suggests that if some factors are weaker, then the rate in the probability state-
ment above will be inflated. When all factors are pervasive, define dy,.x = maxe(x) {dy}, and

we may simplify p as

_ 1 A+ dmax \ V2 | (dprdy /2 <v_1 )} 2 (K 2 >
p= {d}f—l—( Td > —l—( Td > log(dy) ,Hbg(dk) log*(T) glog (dy) ).

Hence p = o(1) aslong as 7', dy, . . ., df are of the same order, but it appears that when dy = d,
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i.e., A = [K], the current test requires dj- log(d) log*(T) []r_, log*(dx) = o(T). However,
this can be circumvented as explained in Remark 4.3. Theorem 4.3 presents the grounds for
our construction of the test statistic in (4.14). For related explanations, see the discussions
immediately after (4.13), and before Remark 4.2.

We also point out that the result in Theorem 4.3 holds exactly the same with all quantities
constructed from y,,, ;; and z;; replaced by quantities from max;e(q,] Ym,j: and maxX;eq,] Tt
respectively; see also Theorem 5.8 which shows such a result but on testing nested model struc-
tures in a matrix-valued time series.

The setup of the problem (4.6) specifies the set A which is only needed in H; due to (4.7)
under Hy. It is direct to specify A for a series of matrix-valued observations (i.e., order-2
tensor), see Example 4.1. However, for a general order-K tensor with X' > 3, A might be
misspecified without any prior knowledge. To resolve this, we present the second theorem on

tensor reshape as follows.

Theorem 4.4 (Tensor Reshape Theorem II). Consider a tensor time series {);} and a set of
mode indices A. With Definition 4.2, the time series {RESHAPE(yt, A)} has a Kronecker prod-
uct structure if and only if {);} either has a Kronecker product structure or has no Kronecker

product structure along a subset of A.

Suppose now {);} has no Kronecker product structure along some A*. Theorem 4.4 tells
us that testing the Kronecker product structure of the reshaped series {RESHAPE(yt, A)} effec-
tively tests if A* C A. In light of this, a testing design is feasible when A is unspecified, with
a minimal assumption that ResHAPE();, [K]) = vec()),) has a factor structure, i.e., the vec-
torised ); follows a vector factor model. For illustration, consider REsHAPE(V;, [K] \ {1}) =

RESHAPE()}, {2, ..., K'}) which is a matrix. Using the property of Reshape(-, -), we have
RESHAPE (RESHAPE(Y;, {2, ..., K}),{1,2}) = resuapre();, {1,2,..., K}) = vec())).

According to Definition 4.2, {resuape();, {2,..., K})} follows a factor model along {1, 2}.
This is always correctly specified since {vec(),) } follows a factor model (which also implies
A* C [K]). By Theorem 4.4, ResHAPE();, {2, ..., K'}) has no Kronecker product structure if
and only if 1 € A*. Hence on testing (4.6) with ); replaced by {rResHAPE();, {2,...,K})}
and A = {1, 2}, rejection of the null implies 1 € A*.

By the fact that {vec()};)} with any permutation on vec(),) also follows a factor model,
the above scheme is in fact valid on rResuaPE();, [K] \ {k}) for any k& € [K]. Eventually, A*

can be identified, and the above procedure is summarised into the following algorithm.

Practical testing algorithm
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1. Given an order-K tensor time series {);} with K > 2 and vec (yt) following a factor

model with r,.. number of factors, initialise A* = ¢, the empty set.

2. Initialise & = 1. Define a test as (4.6) with {)),} replaced by {resuape(}, [K]\ {k})}
and A by {1,2}.

3. Follow the steps in Section 4.3.3 to test the problem in step 2, with ry replaced by 7.
If the null is rejected, include & in the set A*

4. Repeat from step 2 to step 3 with £ = 2,3, ..., K. Output A

With the algorithm output, we interpret that {);} has no Kronecker product structure along

A*. In practice, A being an empty set implies {);} has a Kronecker product structure.

Remark 4.4 Definition 4.2 considers the absence of Kronecker product structure over a single
set A only, which does not fully characterise all scenarios for Y, with order at least 4. However,

we do not pursue this complication here, albeit our practical design can be readily adapted.

4.5 Numerical Results

4.5.1 Simulations

In this subsection, we demonstrate the empirical performance of our test by Monte Carlo sim-
ulations. As discussed in Section 4.3.1, the test is only non-trivial when the data order K is at
least 2. We hence consider from K = 2 to K = 4.

The data generating processes adapt Assumptions (F1), (E1) and (E2). Specifically, we set
the number of factors as r,, = 2 for any k € [K], and first generate F; in (4.7) with each element
being independent standardised AR(2) with AR coefficients 0.7 and -0.3. The elements in F ;
and ¢, are generated similarly, but their AR coefficients are (-0.5, 0.5) and (0.4, 0.4) respectively.
The standard deviation of each element in €, is generated by i.i.d. |[N(0, 1)|. Unless otherwise
specified, all innovation processes in constructing F, . ; and €, are i.i.d. standard normal. For
each j € [v — 1], each factor loading matrix A ; is generated independently with A; = U,B;,
where each entry of U; € R%*" is i.i.d. N'(0,1), and B; € R™*" is diagonal with the h-th
diagonal entry being dj_gj o< Gjn < 0.5. Pervasive factors have ¢, = 0, while weak factors
have 0 < (;, < 0.5. Each entry of A,; € R%*™J is i.i.d. N'(0,1), but has independent
probability of 0.95 being set exactly to 0. We set r.,, = 2 for all j € [v — 1] throughout all

experiments. For any A (specified later), we obtain

RESHAPE(F;, A) = Freshape,t; RESHAPE(E;, A) = Ereshape,t-
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Lastly, similar to { A} cf,—1), we generate {A,,..., Ax}andlet Ay = Ax ®---® A, under
Hy, or generate Ay directly under H;. Whenever ry is required, it is computed as [ ] el
According to (4.5) and (4.7), we then respectively construct RESHAPE();, A) (and hence the
corresponding );) and ); directly.

We consider a series of performance indicators and each simulation setting is repeated 500
times. With notations in Section 4.3.3, we calculate the following with o € {0.01,0.05}:

T
1

o= I = 1 Yma,e 2> Ax }7

a:= min {7 ; {ymae = Toa(@)}

D := 1{q, < a}, where (4.22)

T
(o := min {5% quantile ofl Z H{Ym.jt > @(a)} over j € [d/d ]}
Go - mel[R]] T m,jt = Yxj k )

t=1

where @ is the significance level under the measure P, ,,, 1 taken minimum over m € [|R]],
and D is an indicator function of the decision rule (4.14) leading to retaining Hy. Under H,, we

expect @ to be close to v and p to be 1 according to Theorem 4.3.

Test size and power

Consider first Hy with A containing the last two modes of ), i.e., A = {1,2} for K = 2,
A = {2,3} for K = 3and A = {3,4} for K = 4. We experiment on all pervasive factors.
Table 4.1 presents the simulation results under various settings for K = 2, 3,4, and all of
them well align with Theorem 4.3. Note that for X' = 3,4, all p’s are 1, and for K = 2,
the proportion of repetitions with p = 1 is increasing with dimensions and time in general.
The results under H; are presented in Table 4.2 which confirms the power of our test. While
larger dimensions generally improve the test performance, it is unsurprising from Table 4.2 that
under the same (7, dj ) setting, testing the Kronecker product structure along two modes on ), is
harder for higher-order );. This is reasonable since the testing problem (4.6) is genuinely harder
when Ay plays a less significant role in a higher-order data. To demonstrate this, suppose
K =3,(T,dy,ds,ds) = (360, 10, 15, 20), and all factors are pervasive. We experiment through
A ={1,2},{1,3},{2,3},{1,2,3}. The results reported in Table 4.3 indeed shows that when
the tested loading matrix Ay has a larger size, the test has larger power in general. The setting

with A = {2, 3} is an exception, suggesting a potential issue of unbalanced spatial dimensions.

Robustness for weak factor, heavy-tailed noise and misspecified number of factors

In the following, we fix K = 3 and A = {2,3} to investigate the robustness of our test.

Consider Setting I and II, each with four sub-settings:
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K=2 K =3 K=14
T=120 dp=15 di =30 dp =15 di, = 30 di =10 dp =15
« 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 020 .071 .020 .078 013 .055 .013 .055 012 .054 .012 .053
D 974 836 .996 .860 1 1 1 1 1 1 1 1
T =360 dp=15 dr, = 30 di =15 d, = 30 di, =10 dp =15
« 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 011 .057 .012 .059 .010 .051 .010 .052 .010 .051 .010 .051
D 988 .862 1 .842 1 1 1 1 1 1 1 1
T=720 dp=15 di, =30 dp =15 di, = 30 di, =10 di =15
« 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 011 .053 .012 .054 .010 .051 .010 .051 .010 .050 .010 .051
D 994 916 1 .920 1 1 1 1 1 1 1 1

Table 4.1: Results of @ and p under Hy in (4.6) for K = 2, 3, 4. For each setting, d, is the same
for all k € [K]. Each cell is the average of & or p computed under the corresponding setting
over 500 runs.

K=2 K =3 K=14
T=120 dp=15 di = 30 dr =15 d, = 30 dp =10 dp =15
e 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 839 898 .928 .956 674 742 790 .834 583 655 .649 712
D 0 0 0 0 0 0 0 0 012 .002 0 0
T =360 dp=15 di, = 30 di =15 d, = 30 di =10 dp =15
o 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 818 .888 917 .951 .659 738 776 .832 571 653 636 .709
D 0 0 0 0 0 0 0 0 .002 0 0 0
T'=720 dp=15 di =30 dp =15 di, = 30 di, =10 dp =15
a 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
a 817 885 918 .951 652 731 787 .837 559 640 629 701
D 0 0 0 0 0 0 0 0 .002 0 0 0

Table 4.2: Results of @ and p under H; in (4.6) for K = 2,3,4. Refer to Table 4.1 for the
explanation of each cell.
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Hy A={1,2} A={1,30 A={23} A=1{1,23

o 1% 5% 1% 5% 1% 5% 1% 5%
a .010 .051 .010 .052 .010 .052 .014 .063
D 1 1 1 1 1 1 1 .956
H A={1,2} A={1,3} A={23} A={1,23}
o 1% 5% 1% 5% 1% 5% 1% 5%
a 702 775 705 779 673 748 927 950
50 0 0 0 0 0 0 0

Table 4.3: Results of & and p over different A’s in (4.6) for (T, dy, ds, d3) = (360, 15, 20, 25).
Refer to Table 4.1 for the explanation of each cell. Foreach A = {1, 2}, {1, 3}, {2, 3}, {1, 2, 3},
the number of rows of Ay in (4.6) is respectively 300, 375, 500, 7500.

(Ia) T'= 180, dy = dy = d3 = 15. All factors are pervasive with (;; = 0.

(Ib) Same as (Ia), but one factor is weak with ;; = 0.1.

(Ic) Same as (Ia), but both factors are weak with (;; = (;2 = 0.1.

(Id) Same as (Ia), but all innovation processes in constructing J;, F.; and €, are i.i.d. 3.

(ITa—d) Same as (Ia) to (Id) respectively, except that 7y is randomly specified from {2, 3,4,5,6}
with equal probability.

Setting (Ia) is our benchmark and all other settings feature some defects from weak factors,
heavy-tailed noise, or misspecified number of factors. Table 4.4 reports the results for both H,
and H;. In contrast to (Ia), all other settings have lower test power to various extents. However,
the size of the test is hardly influenced by weak factors or heavy-tailed noise from the results
of (Ib), (Ic) and (Id). Although number-of-factor misspecification is detrimental, our decision

rule p still has satisfying performance.

Numerical performance of the practical testing algorithm

On the practical testing algorithm which does not require .4 to be specified, we consider Setting
III and IV with K = 3, and each has three sub-settings:

(Ilfa) T' = 360, d; = dy = d3 = 10. All factors are strong and the data has a Kronecker
product structure.

(IlTb) Same as (IlIa), but the data has no Kronecker product structure along {2, 3}.
(Illc) Same as (I1a), but the data has no Kronecker product structure along {1, 2, 3}.

(IVa—c) Same as (Illa) to (IlIc) respectively, except that T = 720.
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Setting I
Hy (Ia) (Ib) (o) (Id)
« 1% 5% 1% 5% 1% 5% 1% 5%
a .008 .054 .008 .053 .008 .053 .008 .053
D 1 1 1 1 1 1 1 1
Hy (Ia) (Ib) (c) d)
a 1% 5% 1% 5% 1% 5% 1% 5%
a .691 .765 .b93  .684 441 553 519 693
D 0 0 .014 0 .034  .004 .070 .002
Setting II
Hy (ITa) (I1b) (Ic) (1d)
a 1% 5% 1% 5% 1% 5% 1% 5%
a .054 .113 035  .091 .021 .074 .030  .092
p 972 .932 988  .966 998 .996 996 .964
H; (IIa) (IIb) (IIc) (I1d)
a 1% 5% 1% 5% 1% 5% 1% 5%
a  .5bb3  .652 504 .620 378 .509 424 .596
p .034 0 .018 .002 .036 .006 128 .004

Table 4.4: Results of & and p under H, and H, in (4.6) over sub-settings of Setting I and II.
Refer to Table 4.1 for the explanation of each cell.
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Setting III Setting IV
(IIa) (11Ib) (Ic) (IVa) (IVb) (IVe)
« 1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
Mode 1 0 .024 030 .202 1 1 0 0 .004 228 1 1
Mode 2 0 .036 1 1 1 1 0 .004 1 1 1 1
Mode 3 0 .034 998 1 1 1 0 .002 1 1 1 1

Table 4.5: Results of Setting III and IV for the practical testing algorithm. Each cell is the
fraction of the corresponding mode identified over 500 runs for the corresponding sub-settings.

Table 4.5 verifies that our algorithm is able to test the Kronecker product structure of a

given data without pre-specifying .A. The performance is improved with more observations,

and the level of o = 0.01 works particularly well.

4.5.2 Real data analysis

We apply our test on two real data examples described as follows.

1.

New York City taxi traffic. The data considered includes all individual taxi rides operated
by Yellow Taxi within Manhattan Island of New York City, published at

https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page.

The dataset contains trip records within the period of January 1, 2018 to December 31,
2022. We focus on the pick-up and drop-off dates/times, and pick-up and drop-off loca-
tions which are coded according to 69 predefined zones in the dataset. Moreover, each
day is divided into 24 hourly periods to represent the pick-up and drop-off times, with the
first hourly period from 0 a.m. to 1 a.m. Hence each day we have ), € R69*69%24 where
Yiyis.is.t 15 the number of trips from zone ¢; to zone ¢; and the pick-up time is within
the 73-th hourly period on day ¢. We consider business days and non-business days sep-
arately, so that we will analyse two tensor time series. The business-day series and the

non-business-day series are 1,260 and 566 days long, respectively.

. Fama-French portfolio returns. This is a set of portfolio returns data, where stocks are

respectively categorised into ten levels of market equity and book-to-equity ratio which
is the book equity for the last fiscal year divided by the end-of-year market equity; both
criteria use NYSE deciles as breakpoints at the end of June each year. See details in

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data_Library/det_100_port_sz.html.

The stocks in each of the 10 x 10 categories form exactly two portfolios, one being
value-weighted, and the other of equal-weight. That is, we will study two sets of 10 by

10 portfolios with their time series. We use monthly data from January 2010 to June


https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data_Library/det_100_port_sz.html
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2021, and hence for both value-weighted and equal-weighted portfolios we have each of

our data set as an order-2 tensor X; € R'**1 for ¢ € [138].

The two taxi series are order-3 tensor time series, and we only test their Kronecker product
structure along A = {1, 2}, i.e., we speculate that there is a merged “location” factor instead
of “pick-up” and “drop-off” factors along mode-1 and -2 respectively. On the other hand, the
two portfolio series are order-2 tensor time series, hence naturally we test along A = {1,2}.

Furthermore, we remove the market effect via the capital asset pricing model (CAPM) as
vec(X,) = vec(X) + (r, — )8 + vec(V,),

where vec(X;) € R'™ is the vectorised returns at time ¢, vec(X') is the sample mean of
Vec(/'\?t), B is the coefficient vector, r; is the return of the NYSE composite index at time ¢,

is the sample mean of r;, and vec (yt) is the CAPM residual. The least squares solution is

G- tlisl(rt — 7){vec(X;) — vec(X)}
: S )2 |

so that the estimated residual series {j}\t}te[lgg] with Y, € R19%10 jg constructed as {vec(X;) —
vec(X) — (r; — f)ﬁ}te[138]~

Hence, we study six time series in total: business-day taxi series, non-business-day taxi
series, value-weighted portfolio series, equal-weighted portfolio series, value-weighted resid-
ual series and equal-weighted residual series. For each series, we perform the test described
in Section 4.3.3. To estimate the rank, we use BCorTh by Chen and Lam (2024b), iTIP-ER by
Han et al. (2022) and RTFA-ER by He et al. (2022b) directly on each time series due to their
large dimensions. Each mode of the six series has one or two estimated number of factors.
Since the test results are similar for those rank settings, we present the results with two factors
each mode and hence 7 = 4.

In addition, we also conduct the hypotheses tests in He et al. (2023a) on our matrix time
series data sets. To explain their hypotheses, for a matrix time series {Y,} with Y, € R%*%,
under the null we have (4.7) for K = 2:

HO . Yt = AlFtAé + Et,
where F; € R"*"2, However, under their two alternatives we test
Hl,row ‘T = 07 Hl,col ‘= 07

where according to He et al. (2023a), r; > 0,75 = 0 (resp. 2 > 0,7, = 0) denotes a one-way
factor model along the row dimension, so that Y; = A F, ; + E; withF,; € R"™ *d2 (resp. the
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Q Ja Tests in He et al. (2023a)
1% 5% 1% 5% Hy versus Hj row Hy versus Hj ¢l

Business-day taxi .020  .093 .002 .003 - -
Non-business-day taxi 018  .095 .004 .011 - -
Value-weighted portfolio .058 .087 011 .053 Not reject Not reject
Equal-weighted portfolio .036 .051 018 .039 Not reject Not reject
Value-weighted residual ~ .022 .065 011 .047 Not reject Not reject
Equal-weighted residual ~ .014 .051 011 .047 Not reject Not reject

Table 4.6: Test results for the studied series. The first two columns report the results for our
hypothesis of interest (4.6) with 4 = {1, 2}; g, larger than the corresponding « level is in bold.
The last two columns report the results according to He et al. (2023a).

column dimension, so that Y; = Fy Al + E; with Fy, € R%*2), and r; = r, = 0 denotes
the absence of any factor structure, so that Y; = E;. All hyperparameter setups in Table 8 and
9 in He et al. (2023a) are experimented and all conclusions are the same.

Table 4.6 reports @ and ¢, defined in (4.22), with = 0.01, 0.05, together with the cor-
responding tests by He et al. (2023a). For our hypothesis of interest, there is no evidence to
reject the null for the two taxi series, but there is mild evidence (especially at 1% level, with &
observed to be mildly larger than 1%) to conclude that for the Fama—French time series, there
is no Kronecker product structure along {1,2}. In other words, there is evidence to suggest
that the portfolio return series has structures deviating from the low-rank structure along its re-
spective categorisations by market equity and book-to-equity ratio, meaning the vectorised data
may have a more distinct factor structure. The comparisons between the portfolio and residual
series justifies the removal of the market effect, which is intuitive as the market effect should
be pervasive in financial returns and is irrelevant of our categorisations. In contrast, we cannot

reject the null by considering those alternative hypotheses considered in He et al. (2023a).

4.6 Details on Identification

This section concerns the identification of the model in Definition 4.2, following a discussion
on Definition 4.1. First, consider Definition 4.2.1 so that in (4.3), we have A ape,x—r+1 €
Kdq, x--xd,,- Given a general A = {a1,...,ae}, the ordered set of matrices {A;}c[. de-
composing (as in Definition 4.1) A eshape, x—¢+1 might not be unique. For instance, suppose
K =2,d; = dy, A= {1,2} (hence A eshape, k—t+1 = Areshape,1 has df rows) and let A eghape1 =
dl_l/41d%, then we have

Acestaper = (dy '14,) ® 14, = 14, ® (d;7'14,), (4.23)

Y—— ~ ~ =

A Az A, A,
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where it is clear that ||A; 1|* < d}/z and ||A; 1|? < dy. Such defeat can be rectified by allo-

cating the “factor strength” in A ehape, xk—¢+1 to €ach mode in A; see the following Assumption

(S1) as one example.

(S1) For (4.4) such that A csnape, k—0+1 = QicAA; for a given A, we assume for any i € A,

1/|A]
”Az“%’ _ HAreshape,Kf£+1H2F
Tidi HiEA Tidz'

The issue of indeterminacy in the factor strength is fixed by (S1) which has same spirit of

Assumption (IC) in Chen and Lam (2024a). Its heuristic is to allocate the factor strength in

A reshape, K —¢+1 to each mode according to their number of factors and dimensions. Note that As-

sumption (S1) holds automatically if all factors are pervasive. Now recall the example (4.23),

A=A, = dl_l/ Sldl are identified by (S1). Note that the discussion above is only for com-

pleteness and would not influence our testing problem.
Next, we identify models in Definition 4.2 and Theorem 4.1. For (4.3) and (4.4), we state

below the two assumptions (L1°) and (L.2°), which are (notation-wise) general versions of (L.1)

and (L2), respectively.

(L1’) (Factor strength in A eshape,j). For each j € [K — (], we assume that A esnape,j in (4.3) is

of full rank and as I; — oo,

~1/2 / ~1/2
Zreshape,j reshape,jAreShaPe,j Zreshape,j — Ereshape,A,j; (4.24)
where Xiehape, A,j 1S positive definite with all eigenvalues bounded away from 0 and infin-
. . N . . — 6resha e,7,h
ity, and Zieshape j is a diagonal matrix with (Zreshape,j)nn < I;""" for h € [n;] and the

ordered factor strengths 1/2 < Sreshape,jr; <+ < Oreshape,jl < 1.

We assume that A pape,; for j = K — { + 1 also has the above form, except that
only the maximum and minimum factor strengths are ordered, i.e., 1/2 < 5reshape,j,7rj <

5reshape,j,h < (Sreshape,j,l < 1f07‘ any h € [ﬂ-j]'

(L2’) (Factor strength in A;). For (4.4) with a given A, we assume that for each i € A, A, is

of full rank and as d; — oo,
7' PAAZTY S 3y, (4.25)

where 3 4 ; is positive definite with all eigenvalues bounded away from 0 and infinity, and
Z; is a diagonal matrix with (Z;)p, < dfi’h for h € [r;] and the ordered factor strengths
1/2 <6y <+ <630 < L
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Theorem 4.5 presents the identification of the model (4.3) both in general and with Kro-
necker product structure (equivalently (4.4) according to Theorem 4.1). Its proof is given di-

rectly after the statement.

Theorem 4.5 (Identification). Let Assumption (F1) and (L1’) hold, and A is given. Then the
factor structure in (4.3) is asymptotically identified up to some invertible matrix M; € R *™

such that the following sets of factor structure are equivalent,

) _ K—0+1 -1 ) )
(ﬁeshape,h {Areshape,] }jE[KfZJrl]) - (-E‘eshape,t Xj:l Mj ) {Areshape,jM] }jE[KfH»l]) .

Let Assumption (L2’) further holds. With a Kronecker product structure on (4.3), we have
(4.4) where for each k € K|, Ay has unique rank and the factor structure in (4.4) is asymp-

totically identified up to some invertible matrices.

Proof of Theorem 4.5. Consider first (4.3). Let (Freshape,ta {Areshapw }je[ Ko +1]) be another

. K—l+1 _ K—0+1
set of parameters such that Freghape + X i1 A reshape,j = Freshape,t X i1 A reshape,j- Define

Areshape,—j = Areshape,Kf€+1 Q@ Areshape,j+1 & Areshape,jfl Q- Areshape,l-
Define A esnape-; similarly. Without loss of generality, for any j € [K — ¢ + 1] we write
. ,
Areshape,j = Areshape,j Mreshape,j + Freshape,ja where Freshape,jAreshape,j = 07 (426)

with Meshape,j € IR™*™ and T'reshape,j € R’*™i but can have zero columns. Then

f— / . . / A .
0= 1-‘reshapm J Areshape,] Freshape,t, (4) reshape,-j Areshape,—j

o . K . '
= FreghapeJAreshape,] Freshape,t,(g) reshape7_jAreshape,—j

v . Y . '
= Freshape,j Freshape,j Freshape,t,(j) reshape,-j Areshape,-]a

which can only be true in general if I'eghape,; = O since Freshapmt,(j) is random by Assumption
(F1) and A;eshape,-jATGShaperj converges to some full rank matrix by (L1’). Hence M eshape,; has
full rank, and A cshape,j and Aeghape,; Share the same column space. Freghape ¢ is identified once
{Areshape7j}je[ K t41] is given correspondingly.

Suppose (4.3) has a Kronecker product structure and consider (4.4). By an argument similar
to (4.26) but over k € [K] (omitted), each matrix Ay, for k£ € [K] has a unique rank and is iden-
tified up to some invertible matrix using (L2”). Hence F; is also identified, which completes

the proof of the theorem. [J
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4.7 Proof of Theorems and Auxiliary Results

A high-level summary of proofs: The design of (4.11) and (4.12) over all divisor combinations
of ry is due to pseudo-ranks from mode-v to mode-K of ); under H; in (4.6). On the other
hand, under Hy, there must be one m € [|R|] such that (7,1, ..., T k—v+1) = Ty TK).
Hence we consider throughout the proof that {rk} kelx 1 in (4.7) (hence under Hy) is correctly
specified. Hence, we simplify the notations Qm is Cimot and c‘,’mt as Ql, Ct and Et, respectively.

Whenever (L2) is assumed, we are implicitly considering H, in (4.6), and

Qr=Qr® QU ®Q1®---®Q; fork e K],
Fzi=F xE, 2> with F, from (4.19).

Theorem 4.1 reveals the importance of the reshape operator and is the key to formalise the
testing problem. Lemma 4.1 to Lemma 4.4 serve as technical steps. The steps of all other

proofs are summarised as follows.

1. Under Hy, consider (4.7). We first derive the rate of convergence for Qk as an estimator
of Qy, for each k € [K] (Lemma 4.5). Then the rates for the corresponding core factor

and hence the common component can also be obtained (Lemma 4.6).

2. Under H, consider (4.5). We derive the rates of convergence for {Q] } jev—1) and QV
as estimators of {Qj}je[v_l] and Qy, respectively. Similar to step 1, the rate for the

common component is obtained. See Lemma 4.7.

3. With Steps 1 and 2, we then show that 3% Ei (k). and S E2 ;; under Hy have
the same distribution asymptotically (Theorem 4.2).

4. With Step 3 and the uniform rates for the common components in Lemma 4.10, the test

statistic can be constructed with theoretical support (Theorem 4.3).

By the interplay between the core factor and the noise in Assumptions (F1), (E1) and (E2),
we state below Lemma 4.1 which is direct from Proposition 1.1 and 1.2 of Cen and Lam
(2025Db).

Lemma 4.1 Let Assumptions (F1), (E1) and (E2) hold. Then

1. (Weak correlation of noise £; across different modes and time). There exists some positive
constant C' < oo so that for any t € [T, k € [K], ix,j € [di], h € [d], we have
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Egt,il ..... — O Egtll“ ..... iK S C, and
d  d
Z Z ’]E[Et,(k),ikhEt,(k),jl] <C,
=1 1=1

T
Z Z ’COV(Et,(k),ikhEt,(k),jha Es,(k),iklEs,(k),jl)‘ <C.

=1 s=1

2. (Weak dependence between factor F; and noise &;). There exists some positive constant
C < oo so that for any k € [K], j € [dy], and any deterministic vectors u € R™ and
v € R’™* with constant magnitudes, it holds for F; in (4.7) that

dr T 2
1
E<<dkT1/QZZEt ]huFt(k)V> <C.

h=1 t=1

3. Statement 2 holds similarly for ResHAPE(Fy, A) and REsHAPE(E;, A).

Lemma 4.2 Under Assumption (F1), with v, := H;’: rj, we have as T" — oo,
1 T
7 2 P Mgy 5 6(M) T, 4.27)
T Z Freshapet NFéeshape t,(4) £> tI‘(N) : Irj> (428)
e Z Freshapet WF;eshapet (v) ﬁ) tr(W) ' Irvy (429)

where Fy ;) € R™™ "™ for k € [K] is the mode-k unfolding of F; in (4.7), and M is any
., X 1. matrix independent of {Fi}icir with ||M||p bounded in probability; similarly for
Freshape,t,(j) € R (v /5) for § € [v — 1] in (4.5), and for Freshape,t,(v) € R™V X7 in (4.5).

Proof of Lemma 4.2. We show (4.27) and the other two follow similarly. With (F1),

i(zafwafw ) (S anane )

w>0 q>0
2
< (Z > lasullasu-ool) (3 lagal) - maxlag,| = 0(1) - (3 lagul) = 0(1),
s=1 w>0 q>0 1 w=>0

(4.30)
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where the last two equality used Assumption (F1). Similarly, it holds that

ZZafwafw (t—s) = (Z%w) = : (4.31)

s=1 w>0 w>0

Now for ¢ # j € [r], by Assumption (F1) we have

( ZF’ i MF ) = ( i o JE(MF g5 ) = 0.

For i = j € [ry], with Xt from (4.19), we have

T
E (% Z F; #MPFq ) Z Z Z Afwliqg (X/f,t—w,(k),z'-MXf,t—q,(k)7i~)

t=1 w>0 ¢>0

:_ZZZafwafqtr J1I{w = q} = tr(M )Za?,w:tT(M%

t=1 w>0 ¢>0 w>0
so that E(7 Zt  FogyMF, )) = tr(M) - I, . Finally, consider any i, j € [rg],

Tk Tk

Var( ZFW MF, ;) = Var( ZZZE ) aMioFy 350

t=1 [=1 v=1

Tk Tk

_ _COV(ZZZZZ%%X” w )t M1 X 4,040

t=1 Il=1 v=1 w>0 ¢>0

Tk Tk

2D 3030 D) DUITTIEORNARTAC SRS

s=1 g=1 u=1 h>0 m>0

1 T T rE Tk
T2 Z (Zaﬁwaf,w*(tﬂ)) <Zafqafq ) (ZZMZU)
t=1 s=1 w>0 7>0 =1 v=1

S3)3)9) 90 3) SURMRIENG 9T

t=1 w>0 ¢>0 s=1 h>0 m>0

COV(Xft w(k)left q(k:)zl;st h(k)lefs ’rn(k)zl)
N ’ 1
=o(7) (X ( DR )- (oM7) =0 (%) - 1M = o(1),
=1

where the third equality considered : = j and ¢ # j separately, and the fourth used (4.30) and
(4.31). This completes the proof of (4.27) and hence Lemma 4.2. []

Lemma 4.3 (Bounding ZtT:l Ry ). Under Assumptions (F1), (L1), (L2), (E1) and (E2), it
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holds that
- 2 146
H 2 Q’“FZut(k)kaE?(k)HF =Orp (Td;f ’“d.k), (4.32)
t=1
T 2
H > E.wEi g HF =Op (Tdid.k + TQdkd?k). (4.33)
t=1

Hence, with Ry, ; defined in (4.36), we have
— O0p (szd_k + TQdkd?k> .

T 2
|2
tzz; el

Proof of Lemma 4.3. 1t is not hard to see (4.32) holds as follows,

T , e d T ,
H Z QiF 7,00 QUE () HF =3 > (Z A;c,rFt,(k)Akat,(k),l-)

=1 [=1 t=1

= Z | A H2 Z (Z Z ):lh AL HA;c,i~Ft,(k)A-k7h'> = OP(lelc—Mk’ld-k)’

=1 h=1 t=1

where the last equality is from Assumptions (1), (L2) and Lemma 4.1.
Consider now (4.33). First, from Assumption (El), for any k € [K], i € [dk], j € [d],

Eyryi5 = Al ki Fet, o)Ak + Do (k)ij€t(k).ij»
where A, = Ak @ - Q@ Acjt1 ® A1 ® -+ ® A 1. Then with Assumption (E2),
CoV(E (k),ij> Bt )13) = Abgs Aci | Acr I + 32 05 L=ty

and together with Lemma 4.1,

£ (H > BBl HF) =D E{ ( D Eu(lc»ijEt?(w) }
t=1 i=1 I=1 t=1 j=1
di  dg e T dg
=33 DS S Covl s Bwais ey in s o.n)

=1 [=1 t=1 j=1 s=1 h=1

T dy )
+ (Z Z E[Et,(k),ijEt,(k),ljD }

t=1 j=1

dk dk
= O(Tdyd. +ZZO(TA21” Ackil|AckllF + Tdy Lz l}) = O(Tdid  + T?dyd3,).

=1 [=1
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Recall from (4.36) it is defined that

Rk,t = QkFZt Q Et (k) + Et,(k)Q-]fF/Z’t7(k;)Q;§ +Et,(k)E;7(1§)7
the rate on || 32, Ry, [|% is direct from (4.32) and (4.33). This completes the proof. []

Lemma 4.4 Let Assumptions (F1), (L1), (L2), (El), (E2) and (R1) hold. For k € [K|, define
ﬁk as the diagonal matrix with the first largest r), eigenvalues of T Zthl Yt,(k)Y;(k) on the
main diagonal, such that ﬁk = Q;c (T*1 Z;‘le Yt,(k:)Y;(k)) Qk Define wy, := dik’r’“_ak’lgs, then

DL 5 = Op ().

Proof of Lemma 4.4. Observe that D i has size r, X ry, it suffices to find the lower bound

of A, (Dy,). To do this, consider the decomposition

IIMH

T
1
Y00 Yt 1) E QrF 24,6 QL QrF 7 1) Q) + T E Ryt (4.34)
t=1

which is direct from (4.36). Then for a unit vector v € R%, we can define

T
1 5 .
Sk(y) : < ZYt )'y— Sp(7) + Sk(y), with
t=1
1 ~ 1 1w
Se() <szkF2t(k R QiF 7, )Q%)% Sk(y) = w—k’Y/(TZRk,t)’%
t=1 t=1
Since ||| = 1, we have by Lemma 4.3,
_ Op( d1+2 (Ok,1— 5k rk)dgs 1 di((sk,l_(sk,rk_l/Q)ngs—Q) _ Op(l),

where the last equality used Assumption (R1). Next, with Assumption (F1) and Lemma 4.2,

< ZQszt(k kasz, ) ( ZAkFt(kz kAkF’ A%)

T
Ok,r
e >\7"k (A/ Ak Tk (f Z (k)> =p d LI )\Tk (tr(Afk,A_k)ITk) =p Wg.
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With this, going back to the decomposition (4.34),

T
A 2!
wi A, (D) = wi 'y, (T Z Yt,(k)Yz/:,(k))

t=1

T
_ 1 _
> Ay (0 QuF 2 0 QU QuFY QL) — sup (54| = 1
t=1

lIvlI=1
implying ||IA),;1 HF = Op(\} (f)k)) =0Op (wk_l). This completes the proof of Lemma 4.4. []

Lemma 4.5 (Consistency of {Qk}ke[;{]). Let Assumptions (F1), (L1), (L2), (El), (E2) and
(R1) hold. For any k € [K|, define an ry, X 11, matrix

!

H; = T_lf);;lQ?ch Z (FZ,t,(k)Q{kQ—kF/Z,n(k))~

t=1

AsT,dy, ..., dx — oo we have Hy, invertible with |Hy||r = Op(1) and

N b 1 1 d?
1Q: — QuHy[% =0p{di“’“ “( 5+ )-}

Td d, d, 92
Proof of Lemma 4.5. First, we may write (4.7) as
Vi=Fz x1 Qi1 Xo-- Xk Qg + &, (4.35)

For any k € [K], taking the mode-k unfolding on (4.35), we have

Yo = QeF 2000 Q)% + Ev),

where Fz; (1) denotes the mode-£ unfolding of Fz;. Hence,

Yo Yo = QF 24,0 Q1 QiF 7, 1) Qp + Rae, Where

(4.36)
Ry, = QkFZ,t,(k)kaE::,(k) + Et,(k)Q-kF/Z7t,(k)Q;g + Et,(k)E::,(k;)-

Recall from Lemma 4.4 that D k. is the 7, X, diagonal matrix with the first largest r;, eigenvalues
of T7! Zthl Y. Y, (k) ON the main diagonal, and since Qk consists of the corresponding

eigenvectors, we have

T
~ o~ 1 . A
QiD= ;Yt,<k>Yt,(k)Qk.
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With (4.36), we can write the j-th row of estimated mode-k factor loading as

Qk,j- = _D ZQI{JZ Z t(kj))

~

dy, T
1~ ~ 1 ~ ~
= 7Dk ' Z Qi Qi Y (Frz iy QuQuF sy () Quj + 7Dk Qi > (Ri)is-
=1 =1 t=1

t=1

Hence with the definition H;, = T‘lf),;l(AQ;Qk ST (FZ,t,(k)kaQ—kFIZJ,(k))a decompose

Qk,j. - HQy ;. = Tf);zl Z ka Z(le)ij (4.37)
=1 t=1
1 ~ di R T 1. T
= =Dt Y (Qui — HiQui) Y (Rin)iy + Dy ZHka > (Repij (438)
=1 t=1 =1 t=1

With the decomposition (4.37), it holds that

2

|Qc - QuH |} = i||@k,j.—ﬂqu,j.|| ZHTD ZQMZRM
—ZHT 1Qk(ZRm),H o IDE - Q- HZRM

(6k,1—0k,ry)
=Or (d (Tdk )

where the second last equality used Lemma 4.3 and 4.4, and the last used Assumption (R1).

(4.39)

Before improving the rate of (4.39), we now use it to show H, has full rank and | Hy||r =

Op(1) asymptotically. To this end, it is sufficient to observe

L, = Q.Q: = Q,(Qr — Q:H)) + Q,Q:H), = Q,Q:H + 0p(1)
= HIC(AQ;‘C(Q]J‘I?C + Op(l) = HkEA,kH;C —|— Op(l),

where the last equality used Assumption (L.1) or (L2) and it is immediate that Hj, has full rank

asymptotically. Let o;(X) denote the i-th largest singular value for any give matrix X, we have

o1(Hy) - 00, (Zag) - 00, (HY) < 01(Hy) - 07, (T4 HY)
< o1(HpX 4 H) = Op(01(L,,)) = Op(1),

which implies |Hy||r = Op(1) by Assumption (L1) or (L2).
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Consider the decomposition (4.38), we have

2

dy,
Qe — QuHy|} = Z 1Qrs — HiQuyi
T
ka _Hkaz ZRkt 1] >
t=1

d
- OP(Z ]% ZHka Z Ry
=1 (4.40)
_OP<ZHT 1HkZkaZRktz] 2>

00 (020 - et | om;
_ OP (Tf2di(5k,1*5k,rk)g;2) . Z (Il,j + IQ,j + _'2-3’]-) —+ OP(HQk QkH H >

d
Jj=1

where the last equality used |Hy||r = Op(1), Lemma 4.3 and 4.4, and the definitions

2

Y

I1,j1: ZQkZZkath Q Et(k

=1

237]' = Zle ZEt (k)i H2

By the Cauchy—Schwarz inequality,

2

Y

i T ,
L, = H Z Qk,i- Z AL Fy iy ALE o)
i=1 t=1
dy, ) dy T 9
< (Z Hka ){ Z (Z Ak,i-Ft,(k)Akat,(k)J) }
i=1 =1 =1

1=

2 e 2 2 & A;€ i 2 6
= llQelly - { D vl (E :E:—IIA;; ||Ft,(k>A-k,h~Et,(k),jh> b =op(Td} ),
i=1 o

h=1 t=1

where the last equality used Assumptions (L1), (L2) and Lemma 4.1.



126 Chapter 4. On Testing Kronecker Product Structure in Tensor Factor Models

Consider 7, ;. By Assumptions (E1) and (E2), forany t € [T], k € [K],i € [ji], h € [d.s].

Et,(k),ih = Z ae,wA/&k;’i.Xe,tfw,(k)Ae,—k,h~ + Z6,(k’),ih Z ae,st,tfw,(k),ih

w>0 w>0
By Assumptions (F1), (E1) and (E2), we first have

d

T
{(ZZ ZaewA;k.Z Xet—w,(k)Ae, kh)Akh t(k)AkJ>2}

t=1 h=1 w>0
T dy

= COV( Z Z Al -k,h- Z ar, wat w,( )Ak,j- (Z ae,wA/e,m.Xe,t—w,(k)Ae,-k,h-)7
t=1 h=1 w>0 w>0
T dy
Z Afk,n (Z af,wX/f,t—w,(k))Ak,j (Z ae,wA/e,k,i-X&t*wv(k)A&-k,h'))
t=1 h=1 w>0 w>0
dy dy

. T
= > atuaty 1A Akl ARl Akl [Ackrll - | Akl

h=1 =1 t=1 w>0

= O(T) - [| Ak P Acsa]I*

(4.41)
Similarly, it holds that
dk d. k T
{HZZZQ"’Z<E (k) lhzaﬁw e,t—w, (k) Zh)Akth(kAk] }
i=1 h=1 t=1 w>0
diy dyp T
= COV( Z Z Z Qk‘,i- (25,(k),ih Z ae,wXE,t_w7(k)’ih> Afk,h-F:‘/,(k)Ak,jv
i=1 h=1 t=1 w0
dip dyp T
Z Z Qi (EE’(k)vih Z aﬁvwXE’t—w,(k)vih> A{k,h~F:§,(k)Ak,j->
=1 h=1 t=1 w>0
dk d—k T
=3 SN @ A P Ak P2 Qs 2 = OT) - [ A || A
i=1 h=1 t=1 w>0
(4.42)

Hence using Lemma 4.4, it holds that

_HZQ’”ZEW KFL ) Ak
B HZQ’” ZZEt i Al F ) A

h=1 t=1

2
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dp dp T 9
{ H Z Z Z Qk i (Ee,(k),ih Z ae,er,t—w,(k),ih> A -k,h- F Akj }
i=1 h=1 t=1 w>0
dg T dy

2
+2 {HQkH2 : Z (Z Z Z ae,wAle,k;’i.Xe,tfw,(k)Ae,—k,h~)Afhh.F;(k)Akz,j> }

=1 t=1 h=1 w>0

= Op(I1Axs P Td ' g,)

where we used (4.41) and (4.42) in the last equality.
For Z; ;, let 1 1, := [ ], Te,p- By the noise structure in Assumptions (E1) and (E2),

dp dp T
Var( Z Z Z Qk,i-Et,(k),ihEt,(k),jh>

i=1 h=1 t=1
d dyp Te,k Te,< -k

dy, dr T
=0 < Z Z Z IZ; Z Z Z aiwAe,k:,inAe,k,unAe k ]nAg -k, hmAz -k,m

i=1 u=1 h=1 I=1 t=1 n=1 m=1w>0

Qi | 11 Q| Var(X2 1)) )
dpy dyp T

+ O ( Z Z Z Z Qe wzs J(k), zhEQ k),jh ||Qk 2 H Var( et— w,(k),ihXe,tfw,(k),jh)

i=1 h=1 t=1 w>0

= O(T + Tdy) = O(Td.y).

Moreover, it also holds that

dg dr T
B Bl
i=1 h=1 t=1
d, dx T
=SS (lAenn Il IAcksll + Sepnlims )| = OTdy)

i=1 h=1 t=1

o

together with max; || Q. [|2 < || Ak |12 - | Z¢ 2|12 = Op (d?k’r’“), we arrive at

di, dy

_HZZQkZ ZEt ZhEt()jh

i=1 h=1

‘ _ Op<Tdk+T2d ‘””kd2>

Finally, for (4.40) we have

1Q — QuH ||
= Op{ T2 g (Tad + T2 ) b+ o (1|Qr — QuE)

(0k,1—0k,r, ) 1 1 d?
= Opq d, K + —
P{ (Tdkdl R ) g2
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This completes the proof of Lemma 4.5. [

Lemma 4.6 (Consistency of (?t ). Let all the assumptions in Lemma 4.5 hold. With {Z,} rc[k
from Assumptions (L1) and (L2) and {H},} (k] from the statement of Lemma 4.5, define

Zo =2 ®---®7Z,, Hy =Hrp®---®H;, Vec(]?t) = (QK®---®Q1)/Vec(yt).

Then the estimators of the vectorised (renormalised) core factor and the i-th entry of the vec-
torised common component for (4.7) are consistent such that

[vee(Fy) — (1) "'vee(Fz,)||” = |[vee(F:) — (HL) 2 *vee(F) |’

N 1 1 d? d
= OP max di(ék’ 51@7 k) 1_ 619 1 -+ [E - + — ) (443)
kelK] Tdd 4% ) g | gu
~ 2
{(vee(C1)), — (vee(c1)), }
285161 ry) 1 1 d? d
-0 42010k 2. 4.44
P(}?é%?] { k (Td kdl Ok,1 T d,lg_‘_ék’rk > 9sGw + 9120 ( )

Proof of Lemma 4.6. By (4.7), we have

Vec(}A"t) — (H,)™! Zé@/Qvec( 1) = (QK R ® Ql),vec(yt) —(H,)™! Zé@/zvec(}})

= (QK ® - ® Ql) vee(F; Xy A+ &) — (H) ™ Zgﬂvec(]-})
= Qe 2Q){(QxH; ® - 2 QH,) — (Qx @ --- ® Q1) }(HL) ' Z vec(F;)
+ {(QK ®-® Ql) - (QxH ® -+ ® QH)) }/Vec(Et)
+ (QxHx ® - ® QlH’l)/vec(é’t) = Zj1+ZLpo+ I3
(4.45)

We first show by an induction argument that for any positive integer &,

[(Qc o0 Q) ~ (QuHi @@ QHY)||, = Op(max | Qu ~ QUL ). @46)

The initial case for K = 1 is trivial. Suppose (4.46) holds for K — 1, then

[(Qr® - © Qi) — (QxHy @ ® QH))|,
= H(QK - QKH/K) ® (QK—l @ Ql)
+ QxH} ® {(QK 190 ® Ql) - (QKle/K—l Q- ® QlHll)}”F
= OP(HQK — QxH ||, +[[(Qro1® - @ Qi) — (QroH , ® -+ @ QlHll)HF>>
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which concludes (4.46). Hence for Z; ;, with Lemma 4.5 we immediately have

1752 = || (@Qx - Q)’{(czKH'K © @ QHY) - (Qr e 2 Qi)}

= 0p(|[(Qu - & Qi) — (QueHy @ -+ @ QY )|[1.- |2 *vee (7))
21 1—0kr ) 1 1 d?
= Op(?el% {dk k, 170k, (Td_kd’t_ékvl + d’t—’_ék’%);}),

where the last equality used (4.46), Assumptions (F1), (L1) and (L2).

For Z; 5, observe first throughout the proof of Lemma 4.5, the consistency of kaj. for

-(HL)'Z 29/2vec (}})

(4.47)

k € [K],j € [di] can be shown with the same argument (omitted), before eventually being

aggregated over all dj, rows. That is,

2 (Ok,1—0k,r, )—1 1 1 d?
T L b = ey P B

Then we have || Qi || = Op (|| Qry. — HeQus |+ [|[HiZy * Ar || = p(d ") which
used (4.48), Assumptions (L.1) (or (L2)) and (R1). Note that this rate dk = * is the same as the

2, shown in the proof of Lemma 4.5. Moreover, it holds that for any positive

integer £ that
Ieré?g]( H [(QK K& Q1) - (QKHK Q- QlHll)}e.H

_O<max{maXHij — HiQyj. H H maXHQJl” })

rel] JElKI\K)

(4.49)

which can be shown by an induction argument for which the initial case for K = 1 is trivial,

and the induction step is seen by

2

%%HKQK®~-®QO—%QKH%®~'®QJﬁﬂ@

= O(JIél[aX HQK] —HgQg H H HlaXHka ||

1€ [d]

+maX||QKZ|| max H[(QK_1®---®Q1)—(QK_lH}(_1®---®Q1H’1)LA

€ldk] ic [HkK;ll dk:|

)
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Hence, for Z;, we have

IZsal? = |{@Qx - Ql) (QHy ® - @ QH,) Vvee(&)|||

2
“l(@re o) - @uHo-cam) |

. Z ‘E(vec(&))j (vec(&))l‘

Ji=1

2655161 1 1 d?
=0Op| max<d, =~ F + )
P(kem { ¢ (Td w2 dZ*‘”“‘k)gi?gw

where the last equality used (4.48), (4.49) and the first result on Lemma 4.1.1.
Lastly, consider Z; 3. With Assumptions (L1) and (L2), we have

(4.50)

75 = Qe - o QuY vee ()| = Op ([ (@ -+ @ Qpvee(E) )
=%mr%&mx®m®xmwwﬁ

- 0p{g" ZH vee(£,)) (Ax @ © A1) |*} = Op(d/g),
4.51)

where the last equality used (L1) and (L2) and the first result on Lemma 4.1.1 that

E{ i [(vee(&)),(Ax @@ Al)j-H2}

< max || (Ax ® H Z ’]E (vec(&)) . (vee(&r)) ‘ = O(d).

JEld] |

Combining (4.45), (4.47), (4.50) and (4.51), we obtain (4.43).
It remains to show (4.44). To this end, from (4.7) and (4.11) (where CAmt is simplified as
CAt, explained in the summary of proofs), we have

vec(CAt) —vec(C,) = Qr® - ® Q1)Vec(-7?t) — vec(F; Xy Ay)

= (Qx ® - ® Qu)vee(F,) — (QxHY @ -+ ® QiH})(HL) 12 *vee(F,)
= (Qx® Q) { (F) — (1) 2y 2V€C(E)}
; {(Q 9 Q) (QuHy @ - © QuH)) } (HL) 2 vee ().
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which implies that

{(veC(CAt))i - (Vec(ct))i}2
B OP(H?Q@E 1Qu |- [[vee(F) — (HL) 2 vee(F) |

~

tm[[(@Qr e 2 Q) - Qe 2 Q)] Hziﬂi)

2641 —0r.r ) 1 1 d? d
=Or I?elfa%} g ' 1=05,1 T 1+, T |
Td_kdk dk k| 9sGuw Jw

where the last equality used (4.43), (4.48), (4.49), Assumptions (L.1) and (L2). This completes
the proof of Lemma 4.6. [J

Lemma 4.7 (Consistency of{éj }iew—1p QV and C:eshape,t). Let Assumptions (F1), (L1), (EI),
(E2) and (R1) hold, and consider the model (4.5). For j € [v — 1], define ﬁj as the rj X r;

diagonal matrix with the first largest r; eigenvalues of

T

1

7 Z RESHAPE();, A) (j)RESHAPE()/;, -A),(j)
t=1

on the main diagonal such that ]N)j = Q; (71 7 REsHAPE());, A) (j)RESHAPE (), A)’(j)) Qj.

Similarly, ]SV denotes the vy X ry diagonal matrix with the first largest ry eigenvalues of

T

1

T Z RESHAPE();, A) (o) RESHAPE(Y;, A) ()
t=1

on the main diagonal. Correspondingly, define an r; X r; matrix and an vy X ry matrix that
T
T . 71710y /
Hj T T D] Qj Q] Z FreShape,Z,t,(j)Freshape,Z,t(]’)7
t=1

T

. — 7110y § !

HV =T DV QVQV Freshape,Z,t,(v)Freshape,Z,t,(v)7
t=1

wﬁere ]:reshapiz,t = Freshape,t x}f;ll Z;/Q X Z%//Z. A{,T’ di,...,dy_1,dy ~—> oo we have
{H,};cv—1), Hy are invertible, and for j € [v—1] that |H;||r = Op(1) and |Hy ||p = Op(1).
Foreach j € [v —1],

~ ~ 12 2(53',1*5]‘,”) 1 1 d2
o - @l - o ()L e
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~ 2 2(6v,1-8v,ry) 1 1 d?
1Qv — QvHY |, = Op{dv v (Tdd‘_/év’l + PR ) [ (4.53)

where v is defined in Assumption (R1). Lastly, the i-th entry of the vectorised common com-

ponent in (4.5) is also consistent such that

{ (vec (CNreshape,t) ) i (ve (Creshape.) )1 }2

2(85,1—65,r;) 1 1 d?
=0 max < d. 3 +
} (je[v—l] { J (Td.kd;(;”l PR > VoY (4.54)
Sy 1—6vr 1 1 d? d
T + |,
Tddv vl dV vory Vs Yw Yw

where 7, is defined in Assumption (R2).

Proof of Lemma 4.7. Consider (4.21), we have by Assumptions (E1) and (E2) that

RESHAPE(F, ;, A) = Z Qe yRESHAPE(X, ;4 A),

q>0

RESHAPE(€;, A) = Z e qRESHAPE(X, 14, A),

q>0

which implies that the structure depicted in (E1) and (E2) for the noise &; in (4.7) holds for
Ereshape,¢ i (4.5). Read RESHAPE();, A) as an order-v tensor and consider the factor model (4.5).
Statements (4.52) and (4.53) can be shown in exactly the same way as Lemma 4.5 (without (L2)
now; details omitted here), given that all rate conditions used in the proof of Lemma 4.5 are
fulfilled for (4.5). In other words, it remains to show the rate conditions similar to the last
equality of (4.39) are satisfied. For j € [v — 1], (4.52) requires the same rate condition as

Lemma 4.5. Hence we are left with the rate conditions for (4.53), i.e.,

Ay 2Ty T (1), T T = o),

which are included in Assumption (R1). With (4.52) and (4.53) shown, (4.54) follows similarly
as Lemma 4.6 (omitted). The proof of Lemma 4.7 is then complete. [J

Lemma 4.8 Let Assumptions (F1), (E1) and (E2) hold. Then with the sub-Gaussian tail as-
sumption in the statement of Theorem 4.3, for any k € [K| and any deterministic vectors
u € R™ and v € R with constant magnitudes, for F; in (4.7) we have

1 dr T

Jeil (dxT)? > B nu'Fe v = Op{log(dy)}-

h=1 t=1
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The result holds similarly for ResHaPE(Fy, A) and REsHAPE(E;, A).

Proof of Lemma 4.8. From Assumption (F1), (E1) and (E2), we may rewrite E ), and
u'Fy )V as

Et(k ),jh — 6’/‘] (Zaew e,t—w, )Aech +Z ]h(Zae,g et—g,( ,jh)

w>0 9>0
Tk Tk
WF gV =2 > > apXiiim)mtintn,

m=1n=1 [>0

so that for any j € [dg],

dr T
> Y B nu'Fogyyv

h=1 t=1
Tk Tk
- ZZ er,j- <Z&ew e,t—w,( k)) e,c,h- Zzzaf,le,t 1,( mnumvn (455)
h=1 t=1 w>0 m=1n=1 [>0
d. k T Tk Tk
+y Z e,(k),jh ( > ae,gXe,t—g,(k)ah) SN apX it mntimvn.
h=1 t=1 g>0 m=1n=1 [>0
Consider first the second term above, i.e.,
Tk Tk T d.
DN v Y agiaeg Y ( > Ze,(k),the,t—g,(kmh) X1, (k)mn-
m=1 n=1 (>0 g>0 t=1 h=1

Fix [ > 0, g > 0. By the sub-Gaussian tail assumption in the statement of Theorem 4.3, for each
t € [T], we have Zi'il Ye,(k),jh Xet—g,(k),jh ~ SubG(Cid.y), with arbitrary constant C; > 0
such that Ciq = ZZ * Zi(k), i which is independent over g. Notice that X;; ; x)mn ~
subG(1) by the sub-Gaussian tail, then

d.g
O SemnXeag.00.0) X 1,06 .mn ~ SUDE(y/Crdl)
h=1

which is independent over ¢, and hence

d.y

T
Z( Ye (k) jh Xet—g,(k),jh) X ft—1,(k),mn ~ SUbE(\/C1d_;T).

t=1 h=1
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Then sum those sub-exponential random variables over [ > 0, g > 0, we have by (E2),

Zzaflaegz (Z ]hXet g(k)jh)Xft L,(k),mn ™~ SubE(\/ CQd—kT)a

>0 g>0

with some arbitrary constant Cy > 0. As 7, 7., Te 1, and 7, are all constants, we conclude that
the entire second term in (4.55), together with the first term therein, are also sub-exponential
with parameter of the rate \/d ;T . Therefore, for each j € [dj], it holds that

dyr T
(dxT)"2 D " By w0 Fo v

h=1 t=1

is sub-exponential with parameter of constant rate. Using the union bound, with some arbitrary

constant C'5 > 0, we have

IP( max ———— kT 72 Z Z Ey 1), jn0'Fy g v > 5) < exp { log(dy) — 035}, (4.56)

jeldr] h=1 t=1

implying that max;epa, (dT) "2 304 ST By gy w0 Fygyv = Op{log(dy)}. This con-
cludes the proof for the display in the lemma, and such a result for ResuaPg(F;, A) and

RESHAPE(E;, A) follows trivially by treating RESHAPE(F;, A) and RESHAPE(E;, A) as another
tensor core factor and noise which have the same structure as F; and &;, respectively. This

concludes the proof for the lemma. [

Lemma 4.9 Let all assumptions in Lemma 4.5 hold, and let the sub-Gaussian tail assumption
in the statement of Theorem 4.3 also hold. Then with Ry, defined in (4.36) for any k € K],

we have

max
JEdg]

(> Rkvt).jHZ = Op{(Td + T?d%) log*(d) }.

Proof of Lemma 4.9. Essentially, we need to show similar results in Lemma 4.3. To this
end, we show the corresponding versions of (4.32) and (4.33). To start with, using Lemma 4.8,

we have for any k € [K],

2

T
( Z QkFZ,t,(k)kaEL(k)) gl g

dy T )
—ZHAmII max( ZEt(k ]hHA ||A;”Ft(k:Ak:h) ZOP{szk’ld_klogQ(dk)}.

h=1 t=1

max
JEdy]
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Similarly,

T 2
( Z Et:(k)Q'kFé,t,(k)Q;c) gl g
t=1

max
J€[dg]
dy dr T 9
_ A ( By ! F, AL ) }
Jrg[gx]{ll e l? ; 2::; bk |Ak AL P Ak
dy, d T 9
< max ||A, || max ( B, DA, ):0 Tdlog?(d,)}.
A max S (33 By ) = Op{Tdlog(d))
Next, consider
T dy, T dy 9
max (Ee Bl ~ max ( Ey corinEs s ) . (4.57)
Jelde] z:: . jeldi] ;hzl R0 ()

Given j € [dy], first consider first i # j. By Assumption (E1) and (E2), we can write

Tek Te, -k

Et,(k),jh = Z Z Ae,k,ije,—k,hn ( Z ae,er,tfw,(k),mn> + Ee,(k),jh < Z ae,gXe,tfg,(k),jh) )
m=1n=1 w>0 g>0
Tek Te,-k

E (k) ih — Z Z Ae,k,iTAe,—k’,h'y < Z ae,lXe,t l,(k), > + E ),ih ( Z Qe EXE t—¢,(k), zh)
=1 =1 1>0 £>0

Then among all terms in the expansion of Ethl Zz " By (k),inor (), jn» consider

T dg
DD egee DD Te k) inem)inXet—o.knXe e k,in
9>0 £>0 t=1 h=1

Fix g > 0 and £ > 0, then it is direct from the sub-Gaussian tail that

Yie (k) jh e, (k),ihX e t—g,(k),jh<Se,t—&,(k),ih

is sub-exponential with parameter of constant order and independent over h € [d] and t €
[T]. This implies Zt ) Zh 1 e, (k)b De, (k) ih X e t—g, (k) jhXe,t—¢,(k),ih i sub-exponential with
parameter of order (7'd.;)'/2, which hence also holds true for

T dy

Z Z Qe gQe g Z Z Y (k). jh e, (k),ih X e t—g,(k),jh X e,t—,(k),ih

g>0 £>0 t=1 h=1
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by Assumption (E2). Thus,

max {ZZZ (k) ]h(Zasg et—g,( jh)z (k)zh(za65X€t i(k)zh>}2

JEldR] S t=1 h=1 9>0 £>0 (4.58)

= Op{leOg dk)}

Using the same argument above, with the independence between { X, ,} and {X.;} from
(E2), we have

T dp Tek Te<-k

jnél%z( {ZZZZAek]m er-k,hm

t=1 h=1 m=1 n=1

2 2
: < Z ae,er,t—w,(k),mn> 25,(1@),1'11 ( Z ae,&:Xe,t—f,(k),ih> } = OP (Td lOg (dk)> )

w>0 £>0
dj T dg
mgx { Z ZE,(k),jh<Z a'e,gXe,tfg,(k),jh>
el T VT o g>0
Tek Te,-k
ZZAesz ek:h'y(zaelXet 1,( )} _OP{TdIOgQ(dk)}
=1 v=1 >0

(4.59)

In the expansion of Zthl ZZ‘Q L Bt (k) ,inEor (1 jn for any @ € [dy], consider now

T dg Tek Terk

E E Qe el E E E E Ae,k:,irAe,—k,the,k,jmAe,—k,hnXe,tfw,(k),mnXe,tfl,(k),T'yy

w>0 >0 t=1 h=1 m,r=1n,y=1

which is sub-exponential with mean of order 7" and parameter of order ||A. .||« - (T')'/2 by
Assumption (E1), (E2) and the sub-Gaussian tail. Hence by the sparsity of A, ; according to
(E1) again,

dg T di Tek Te k
max {ZZ ZAek:]m ekhn(Z@ew et— wk)mn)
A S e e e w>0
N (4.60)
Z Z Ae,k,iTAe,—k:,h'y ( Z ae,lXe,tfl,(k),‘r'y> } = OP{T2 10g2 (dk) }
=1 A=1 1>0

To bound (4.57), it remains to consider

T dyg

Zza€9a552222 k),jh et g,(k),jh>

g>0 £>0 t=1 h=1
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which is sub-exponential with parameter of order (T'd_)'/?

, similar to the case as in (4.58),
except that the mean is of order 7'd . Therefore,

dg

T
2
al]— - { Ze ( eXe— )25 z( eXe— z)}
’]Ig X /L 1]} Z 7(k:)7-7h Za ’g 7t g’(k)7]h 7(k)7 h Za 76 7t 57(k)7 h

t=1 h=1 >0 £>0

(4.61)
Finally for (4.57), combining (4.58), (4.59), (4.60) and (4.61), we have
T
max g (B EL ) ‘ = Op{(Td + T2d%) log*(dy) }.
This concludes the proof of the lemma. []
Lemma 4.10 Let all assumptions in Lemma 4.9 hold. Then we have
ma [ Q. —~ HuQus | = 0p {4 (— ;1 o+ d;;sk,,k )L tog2(do) .
(4.62)
max [[vec(F) — ()~ vee(Fz,) ||
2
= OP([E;% {di(ék’l_ak’r’“) (Td ;1 5r T d,lcisk’”“ > %} + g%} logZ(T)>. (4.63)

Thus, we have

z’e[g}l,?é([ﬂ {(VEC(@))i — (VEc(Ct))i}Q

(Ok,1—0k,r;,) 1 1 d?
= O (| ma {7 oot ]! log*(d)).
PALEER U™ Tdpd ™ ) g '( H ¢ (de

Similarly,

2
iG[Icll/]l%é([T} { (VEC (Creshape,t )) i (VEC (Creshape,t) ) i }

_ 2(5j,175j,rj)( 1 1 ) d? }
= 0 ([ max {4 T
J

Td.d Vs Tw
v—1
2(6v,1—0v,ry,) 1 1 d2 a
T (i ) o) o) [ o).
V V S Jw w

k=1
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Proof of Lemma 4.10. To see (4.62), from the proof of (4.39) in Lemma 4.5, we have

m X] HQ’W — HkQ,”H2 = max HT_lDlle;g<ZRk,t)'jH
t=1

a.
JEldk JEdg]
2

T
< T2 By - 1 Qul - max | Ra) |
t=1

_ OP{di(5k,1*5k,rk)g;2(Tfld_|_ dzk) 1Og2(dk)},

where the last equality used Lemma 4.4 and Lemma 4.9. With the rate further refined as in and
(4.40) and repeat the procedures in the proof of Lemma 4.9, we conclude max;¢q,] HQ;” —
H,Q ;. H2 is inflated by log®(dj) compared to the rate in Lemma 4.5.

For (4.63), by inspecting (4.45), it suffices to characterize the change from the rate of || F; ||%
to the rate of maxe[r) || F:||7, while all other rates follow the similar arguments in the proof
of Lemma 4.9 by using sub-exponential distributions. With the sub-Gaussian tail, ||F;||% is
sub-exponential with both mean and parameter of constant order, so that max,c(r] || || =
Op{log*(T)}. By checking all the rates in the expansion (4.45) are inflated by log?(T"), (4.63)
is hence concluded.

Finally, with all previous results and recall the expansion of vec(C;) — vec(C,) in the proof

of Lemma 4.6, the rate of maxie[d],te[T]{(VEc(CAt))i — (vec(Cy));}? is inflated by
K
log*(T) | [ og®(dx)
k=1

compared to the individual rate of {(VEC(@))Z — (vec(Cy));}?. The result for C:eshapmt holds
similarly by all previous arguments and the proof of Lemma 4.7, except that the dimension is

different. This ends the proof of the lemma. [

Proof of Theorem 4.1. Let A = {ay,...,a,} be given. We first show that the Tucker-
decomposition tensor factor model (4.4) implies (4.3) with A esnape, x—¢+1 € ICda1 xerexday Sup-
pose Y, = F; X1, Ay + &,

Consider first / = 1. With any A = {a;} (hence the corresponding A* = [K] \ A as
defined in Theorem 4.1), it is direct that

RESHAPE (yt, .A) = RESHAPE (.7-",5 XK AL+ &, A)
= RESHAPE (F; Xj_; Ay, {a1}) + rREsHAPE(E;, A)
= FOLDJ (ma‘ca1 (Fo x5 AR {dy, ... doy—1,da, 11, - .., dg, dal}) + RESHAPE(St, .A)
= FOLDJ (Aalmatal(}})Afal, {di,...,dey-1,day 11, -, dk, dal}) + RESHAPE(gt, A),

= RESHAPE (.7-}7 .A) xfi]l A gr Xk Agy + RESHAPE (St, A),
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where the last equality used the fact that

matK{RESHAPE(}"t, .A) xfi}l Ay Xg Aal} = AalmatK{RESHAPE(ft, {al}) }Afa1
= A, matg {FoLpg (mate, (F), {d1, ..., day—1,day41, - - dic, day }) JA,,
— Amat,, (F)A,,.
(4.64)

Hence, ); follows (4.3) with variables defined according to Theorem 4.1, and the model has a
Kronecker structure product since A,, € Ky, .

Consider ¢ = 2 (implying at least X' = 2). In the following, we use the neater notation that
mode-k unfolding of some tensor X" is X ;). Without loss of generality, let A = {a, b} (with
a < b) and the corresponding A* = [K] \ \A. Take the mode-b unfolding on each };, we obtain

Y, ) = AsFy 0 (AK R QA1 QA1 Q- QAR - ® A1), + Ey @),

then for each row (as a column vector) of Y ), we fold it back to an order-(K — 1) tensor

along the remaining dimensions, i.e., for any i-th row Y () ;. with i € [dp],

Vi = FoLd(Yy )i, {dv, ... dp1,dyi, ... di})
=FOLD{ (A @ - QA1 DA 1 ® - QA ® - ®Ay)

“Fi gy Apis {dy, - dpr, diyas ,di}} +roLp(Ey )i, {di, ... dy-y,dpia, . .. dik})
= FOLD(FL(b)Ab,i., {re, o o1y Toaty - - - ,rK}) XL AL xESV AL

+ FOLD(Et7(b)7,'., {dl, coydp1,dpaq, . ,dK})

Define A}, == Ag®@ - QA1 QA 1@ - ®AL1 ®A,1®---®A4, where by convention
A, _, = 1if K = 2. Take the mode-a unfolding on ), () ;, we have

(yt,(b),i)(a)
= A {FoLp(F (y Api, {71, Ta 1, Tag1, -+ TR }) }(a)AZb,-a
+ {FOLD(En(b),i‘, {dv,...,dp—1,dps1,. .. ,dK}) }(a)

Ty

= Z Aa{FOLD(Ab’Z'th,(b)’j., {7’1, e =151y - - - ,7”[(}) }(a)A{b,—a

j=1
+ {FOLD(Et’(b)ﬂ'., {dl, e ,dbfh db+17 e 7dK}) }(a)
{roLo (Feya {71, o1, o1, - 7} } ( Alya
— (A, 0L (I, © A,) :
{FOLD (Ft,(b)mb., {7‘1, ces To—1, T2, - - - ,TK}) }(G)Afb,-a
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+ {FOLD(EL([))J‘., {dh cee 7db—17 db+1a s 7dK}) }(a)

{FOLD(Ft,(b)J., {7"1, cos To—1,Tb41,y - - - 7TK}) }(a)
= (Ag,z X Aa) ... Afb,—a

{FOLD(FtV(b)M., {7’1, ey o1, To41y - - - 77"K}) }(a)

+ {FOLD(Et’(b)ﬂ'., {dl, . ,dbfl, db+1, .. ,dK}) }(a)'

Therefore,
(Vew1) (o)
Vtamb = e
(ytv(b):db) (a)
{FOLD(F@(()),L, {7"1, e To—1, T2y - - - 7TK}> }(a)
— (Ab X Aa) C Aib,—a
{FOLD(Fu(b)’Tb., {1“1, e o1, To41,5 - - - 77"K}> }(a)

{FOLD(EL(b)?l., {dv,...,dp_1,dpsq, ... ;dK}) }(a)

{FOLD(Et’(b),db., {dy,... dp—1,dps1, ... 7dK}) }(a)

so that by definition of the reshape operator with ¢ = 2,

RESHAPE(Y, {a,b}) =FoLDg 1 (Vg {d1, - - da—1,dat1, - dpo1, by, - - di, dodp})
= RESHAPE(Fy, {a,b}) X[ 7% Aus X1 (Ay @ A,) + RESHAPE(E,, {a, b}),

where the last line used similar arguments (omitted) as (4.64). This implies ); follows (4.3)
with a Kronecker structure product as (A, ® A,) € Ka, xd,-
Finally, consider any ¢ > 3. We use an induction argument. With the definition of tensor

reshape in Section 4.2 and the above for ¢ = 2, the initial case ¢/ = 3 can be shown by

RESHAPE();, {a1, as, as}) = ResHAPE{RESHAPE(Y, {a2, as}), {a1, K — 1}}
= RESHAPE{RESHAPE(.Ft, {ay,a3}) xK 2 AR\ {as,a5)) XK—1 (Agy ® Agy)

+ RESHAPE (&, {ag, as}), {a1, K — 1}}

_ 4.65
= RESHAPE{RESHAPE(Ft, {ag, ag}), {al, K — 1}} X{ilg A[([K}\{az,as})\{m}]i ( )

X2 (A @ Ay, ® Ay)) + RESHAPE{RESHAPE(St, {azg,as3}),{a1, K — 1}}
= RESHAPE(Fy, {ay, as, as}) xfij?’ AK\ fa1,a2,051: X K—2 (Aay @ Agy ® Ag))

+ RESHAPE(Ey, {aq, az, az}),
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where the last equality used again the definition of tensor shape and that (A,, ® A,, ® A,,) €
lCda1 Xday Xday - NOW if for all ¢ € [L] with L > 3, (4.4) implies (4.3) with A cshape, k—r41 €
lCda1 XX day which is then also true for / = L + 1 in a similar argument (omitted) as (4.65).
This completes the induction.

Given any A, note also that if Assumption (F1) holds with Xeshape,s and Freshape,+ T€placed
by X; and F; respectively (with X; and F; from (4.19)), then it is immediate from the linearity

of the reshape operator that

Freshape,t = RESHAPE(F, A) = RESHAPE( Z A f X F s A) = Z 4w RESHAPE(Xf 4y, A),

w>0 w>0

which implies Fresnape,: follows Assumption (F1) by Xieshape,; = RESHAPE( X7y, A).

We have now proved that (4.4) uniquely implies (4.3) with A esnape, x—0+1 € ’Cdal X ey o
and a version of Assumption (F1) on {F;} (from (4.19)) implies Assumption (F1) on Freshape, -
It remains to show the other way around (for some .4), but all the previous steps are reversible
(note that in particular, the reshape operator is reversible as long as the dimension of the original
tensor is known) and A enape, k—¢+1 € ICda1 X xd,, CNSULES the existence of an appropriate set

of low-rank matrices. Therefore, the proof for the theorem is completed. [J
Proof of Theorem 4.2. Under Hy, consider (4.7). Since there exists m € [|R|] such that
(Wm,la cee 77rm,K—v+l) = (TU, <. 7TK)7

we only consider such m and simplify CAm7t as CAt and é\m,t as <€A’t (see the explanation at the
beginning of Section 4.7). By (4.12) and Assumption (E1),

Et,(k*) = mat« (a) = matk*((Ct — é\t) —+ JT-e,t X1 Ae,l Xog o X Ae,K —+ 25 * Gt)
= (C, = C) k) + Al Foy )AL e + B k) * € (0,

where A, j» = Acxk @ @ Appri1 @ A1 ® --- @ A 1. Hence, for any ¢ € [T] and
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€ [d/d;], we have

| B 1 ~ o~ 1 & :
= ZZI (Etz,(k*),ij _ 22’(’{*)@) = d_k*( ;’(k*)Et,(k*))jj T Z-lei(k*)’ij = ;Ie,m
1 / | &
where Z, 1 := i {(Ee,(k*) * et,(k*)) (26,(k*) * Gt,(k*))}jj - E Z; Ez,(k*),iﬁ
Leo:= di* {(Ct - aﬁ)/k*)(ct - CAt)(kﬂ}jj’ (4.66)
Tes:= _{Ae I k:*)A/e,k*A@k*Fe’tv(’“*)A;v‘k*}J'J"

Ley:= OP< w{(C— Ct ) (e AE»k*Fevt’(k*)A/ev'k*}J)’

Zes —OP<d (G - Gy )ty (Ze, i) *Et,(k*))}jj>7
Ie,ﬁ = Op (d];*l{Ae,—k*F/e,@(k*)A/e,k* (267(]9*) * Et,(k*)) }jj> .

Consider Z. 5. From Lemma 4.6, recall that

{(vee(C)), = (vec(c:)),}’

2851 —0pr 1 1 d? d
= OP max dk( i . k) 1— 5k 1 _'_ 1+3% , + _2 I
ke (K] Td. kd dk "k | 9sGw Jw

which is the squared error for each entry of (?t With Assumption (R2), the above squared error
rate is o(1/ minge(xi{dy}) = o(d;.'). Hence Z..» = op(d;).

With Assumption (E1), ||Acx|lr = O(1), |[Ack+|lr = O(1) and 7.y, for k € [K] are
finite, so that Z, 3, Z. s = Op(d;."). By the Cauchy—Schwarz inequality, immediately Z, , =
Op(ZY5 - I7) = op(dh).

C0n51der 7.1, noting that

1 dk*

dr- 221 e ey (€L is = 1)

Ie,l -

so that with Theorem 1 in Ayvazyan and Ulyanov (2023), we have

d. d’“*EQ (2, .. —1
Z;, i i (Lareris — 1) 2y N(0,1),

\/dk* Zd’“* Var( . )Zf(k i

implying Z. ; is of the rate d,;l/ ? exactly. Note that Z;,’s are independent of each other by
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Assumption (E1). It also follows that Z, 5 = O p( T2 I;/lg) =op (d,;f/ 4) . Finally, with (4.66),

d * — d * oy
Z - (EQ( k*),ij Ez,(k*),ij) - dk*l Zii (E2 *),ij _22(k*)ij)
dpx o _
V2 Var(eg >z’j)23<k*>,ij Vi Yk Var(e o )Zfac)
j,t(l + 0p<1)) —> Zj,t —> N(O, 1)

This shows the asymptotic result for g’t in Theorem 4.2 (i.e., the first asymptotic result). The
result for g't can be shown in the same manner, except that for Z. », we use Assumption (R2) on

the squared error for each entry of (Zeshape,t which is the following from Lemma 4.7,

{ (vee(Creshapert) ), — (vee(Creshapert) )}

28,101, 1 1 d?
— OP max dj( o 7 J) 1—95. + 1435
Jj€v—-1] Td. kd ot dj 2T ) Vs Yw

Sy =3y, 1 1 d? d
F + .
Tdd," @, s Ve

\%

Under H,, we arrive at the same conclusion with the same Z;,’s. Moreover, the asymptotic

result for cSA’t holds true under H;. This concludes the proof of the theorem. [

Proof of Theorem 4.3. We work with the exact m € [|R|] satisfying the statement of
Theorem 4.2. Firstly, using triangle inequality, for each ¢ € [T, j € [d/d}], consider

it < — — B}y
WX 20— Yo | grel%) wyis ~ Eoenyis)

Tosl + 1Zed]),
Itg[aT>]<(| o+ 1 Ze])

where Z. 4, { = 2, ...,6 is defined as in (4.66), and fe,g for { = 2,...,6 is defined exactly the
same as Z, ¢, except that (?t is replaced by aeshapqt.

From Lemma 4.10, the uniform error rates for C; and Cresnape,¢ 15

max {I(vee(C)), = (vee(Co)), |, |(vee o)), = (vee (Custaper)), | }
St~ 1 1 d d/?
reli {dk k ((Td-kd?“)l/? : dS”W”) <gsgw>”2} iz ]

:OP{
dﬁj,lfaj,rj 1 n 1 d
max :
jelo-1) | (T )2 g0 | (o) 72

-log(T) H log(dy) +
loa(T) log(dy) [ | 1og<dk>},

k=1

Ov,1=0v,r 1 1 d /2
+d,; v + N
' ((Tdd;”l)l/? d§+5va>/2> e

(4.67)
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which is denoted by Op{o(T,ds, . ..,dk)} for simplicity. From the proof of Theorem 4.2, we
can see that Z, 5 and also feﬁ have the slowest rate of convergence for a fixed indices ¢ € [T
and i € [d]. Taking maximum over all possible indices, using the sub-Gaussian tail and (4.67),
we thus have

?Gl?}( |t — Ymojtl = Op(Zes + fe,f))

= s {](vee(C)), — (vee(Co),|. |(vee(Cenapee)),  (vee(Comar)), |}
) , (4.68)
Op( _max |(Sex e
:OP{Q(T,dl,... ) log(T Hlog (dy,) }

Next, we assess the approximate “gap” size of the x,,’s over t € [T']. To this end, using
Theorem 4.2, and the fact that Zdﬁ*l var(e? () ) (k+),i; nas order dy+, we have

dpx dp

1
Lijt =P dl;*l Z Zz,(k}*),z] + d1/2 Z]t =p dk* Z 22 + d 1/2 (469)

i=1 =1

showing that the “gap” between two ordered z,,’s is O p(T’ld,;l/ %),

With the “gap” size and uniform error in (4.68), consider

N

SUp [Eynj(0) = Fas (€)= sup |- §jﬂwmﬂs@—nwﬂs@u
ceR ceR —1
1 T
<sup|=S [1{z,, + .—m-<—1a<‘
< sup ;:1 [1{wj e 250 = Ymje| <} — Mz < c}]
—0p {Tmax|:1:at yat\/ 1d,;3/2)}:op{g(T,d1,..., )d/? log(T) Hlog dk}

where the last line used (4.68). Hence in particular,

Pymji¥mit > Guj(@)} =1 =Py i{ymis < Goj(@)} =1 = Fy 0 j(Gj(@))
<1-TF,;(G(a)) + sup 1Fym,j(c) — Faj(c)

§a+OP{Q(T,d1,... 1/210g Hlog (dg }

which is the desired result we want, and this completes the proof of the theorem. []

Proof of Theorem 4.4. Let ), € R® >4« be an order-K tensor and A = {ay, ..., as}.
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Then each REsHAPE();, A) is an order-(K —(+1) tensor. If {ResHAPE();, A) } has a Kronecker
product structure, then Theorem 4.1 allows us to write for ¢ € [T,

K—¢
RESHAPE<yt7 A) = Eeshape,t Xj:l Areshape,j XK—0+1 Areshape,K—€+1 + greshape,ta (470)

for some core factor { Freshape, }» 10ading matrices { Aeshape,j }je[k—e+1]> and noise Exeghape,¢- Im-
mediately by Definition 4.2, if A cqhape, x—04+1 € lCda1 e day then ); has a Kronecker product
structure; otherwise, {)); } has no Kronecker product structure along .A.

It remains to show that if {)/;} either has a Kronecker product structure or has no Kronecker
product structure along some set .A*, then {RESHAPE(yt, A)} with A* C A has a Kronecker
product structure. The case where {));} has a Kronecker product structure is trivial. We then
only need to consider that {)/;} has no Kronecker product structure along .4*, which implicitly
assume a factor model of {);} along .A* by Definition 4.2. Without loss of generality, let
A* = {K —g+1,..., K}, otherwise redefine the mode indices of );. For the set A with
A* C A, wenow read A = {a1,...,a—y, K —g+1,..., K}. Using the last property of
tensor reshape in Section 4.2 (which can be easily seen by induction), we have

RESHAPE();, A) = RESHAPE{RESHAPE(Y,, A*), {a1,. .., ap_g, K — g+ 1}}. 4.71)

Now that {);} has no Kronecker product structure along .A*, similar to the form (4.70), we
have for ¢ € [T1,

*\ __ Tk K—g A * * *
RESHAPE<yt7 A ) - f;eshape,t Xj:l Areshape,j XK—g+1 Areshape,ngJrl + reshape,t’

which implies the time series {REsHAPE()};, A*)} follows a Tucker-decomposition TFM. Ac-
cording to Theorem 4.1, {rResHaPE();, A*)} follows a factor model along any index set of
{rESHAPE(};, A*)} (with Kronecker product structure; but the factor model form is sufficient
for our claim). In particular, with the index set {a, ..., a,—,, K — g + 1}, we conclude from
(4.71) that {REsHAPE()/;, A) } has a Kronecker product structure. This also completes the proof
of the theorem. [
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Chapter 5

Matrix-Valued Factor Model with
Time-Varying Main Effects

5.1 Introduction

Matrix-valued time series factor models, a generalisation of vector time series factor models,
have been utilised a lot for dimension reduction and prediction in recent years in fields such
as finance, economics, medical science and meteorology. Important earlier theoretical and
methodological developments include Wang et al. (2019), Chen et al. (2020), Chen and Fan
(2023) and He et al. (2024b), which are all on matrix-valued factor models using the Tucker
decomposition for the common component. Chang et al. (2023) uses the CP decomposition for
the common component, while Guan (2024) considers Tucker decomposition of the common
component but taking in covariates in the loadings. See a detailed survey of matrix factor
models in Section 2.3.4. With Tucker decomposition, a matrix-valued time series factor model
(FM) can be written as

Y, =p+RF,C' +E, 5.1

where Y, € RP*? is the observed matrix at time ¢, g € RP*? is the mean matrix, R €
RP*kr and C € R?**< are the row and column factor loading matrices respectively, F; €
REr*ke g the core factor matrix at time ¢, and finally E, € RP*Y is the noise matrix at time
t. If we set R = (apw,ﬁpx(kr_,«_g),lpxg), C = (1q><7.,éqx(kc_r_g),’)/q><g) and F, =
diag((g¢)rxrs (f‘t)(kT,T,g)X(kc,T,g), (hy)exe) (He et al., 2023a), where 1,,., is a matrix of ones

of size m X n, then (5.1) becomes
Y, = p+ agl.,+ 1,h~y +RF,C +E,. (5.2)

If the rows of Y, represent different countries and the columns represent different economic

indicators, then since the j-th row of ag;1,,, is a;_ g¢1,4, where ;. is the j-th row of « as
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a column vector, it means that each element in the j-th row is the same, with value o g;1,.
Hence we can argue that g; represents common global factors affecting all countries, although
each country loads differently on g;. Similarly, h; represents latent economic states across
different economic indicators. The term f{f‘té’ can be viewed as an interaction term, while
ag;1,,, the countries’ main effects, and 1,./h;7’ the economic states’ main effects.

Three problems arise upon inspecting (5.1) and (5.2) however. Firstly, for (5.1) to transform
to (5.2), R and C are both of reduced rank. In the literature for model (5.1), we always need R
and C to be of full rank at least asymptotically (see for example, Assumption (B2) in He et al.
(2023a) or Equation (8) in Chen and Fan (2023)) for estimation purpose.

Secondly, model (5.2) is not general enough, unless  and ¢ can be large. For example, if 7 is
small, each country is driven only by few global common factors affecting all countries, on top
of the factors in f‘t. This will not be a problem, if not for the fact that there can be latent common
factors only driving a small group of countries/economic indicators. For instance, there can be
a few small European countries which do not share global common factors with the majority
of European countries, but with other middle-Eastern countries. Such “grouping” of countries
usually comes with their corresponding groups of unique factors. These factors become “weak”
country effects, shared only among “small” number of countries, essentially inflating » while
inducing a sparse . Constraint factor modelling in Chen et al. (2020) certainly helps, but we
do not always know the exact group of countries which share latent common factors.

The final problem is related to the second one. The inability of (5.2) to accommodate
“weak” country/economic states effects originates from the fact that RF,C’ in (5.1) contains
only pervasive factors, which is essentially assumed across all past works in factor models for
matrix-valued time series. In a general order tensor setting, Cen and Lam (2025b) and Chen and
Lam (2024b) have both allowed weak factors in the common component of the factor model.

One way to generalise (5.2) to address all aforementioned problems is to note that
agil, ., = (agtlr)lg = atli]? 1p><fht7, = 1p(’7h21€), = 1p527

where a; and 3, are the time-varying row and column main effects respectively. If we manage
to estimate the two vectors a; and 3; without any low-rank constraints as in the equation above,
then the second problem is naturally solved. Formally allowing for weak factors in the loading
matrices, like those in Lam and Yao (2012) for a vector factor model, solves the third problem.
Finally, with these problems solved, we can go back to assuming full rank row and column
factor loading matrices (see Assumption (L.1) in Section 5.3.1) to solve the first problem.

In this chapter, we contribute to the literature in several important ways. Firstly, we gener-
alise model (5.2) to (5.3) which is the time-varying main effects factor model (MEFM), incor-
porating all relaxations described in the previous paragraph. Secondly, we provide estimation

and inference methods and the corresponding theoretical guarantees, on top of a separate ratio-
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based method for identifying the core rank of F,, with consistency proved. Third and perhaps
the most important of all, we provide a statistical test on the null of FM in (5.1), with R and C
both of full rank, is sufficient against the more general MEFM in (5.3). A rejected null hypoth-
esis then implies there are row and/or column main effects that is not of a low rank structure
like those in (5.2), essentially pointing to the existence of “weak” main effects.

The rest of this chapter is organised as follows. Section 5.2 introduces MEFM formally,
laying down important identification conditions and estimation methodologies for all the com-
ponents in the model. Section 5.3 presents the assumptions for MEFM and the consistency
and asymptotic normality results for its estimators. In particular, the test for FM versus MEFM
is detailed in Section 5.3.6, while the core rank estimator for F; is presented in Section 5.3.7.
Finally, Section 5.4 presents our extensive simulation results and details the NYC Taxi traffic
data analysis, pinpointing the presence of weak hourly main effects in the data. Our method
is available in the R package MEFM, with instruction in its reference manual on R CRAN. All

proofs of the theorems are relegated to Section 5.5.

5.2 Model and Estimation

5.2.1 Main effect matrix factor model

We propose the time-varying Main Effect matrix Factor Model (MEFM) such that for ¢ € [T,
Y, = 1,1 4+ ol + 1,8, + C; + By, (5.3)

where Y, is a p X g observed matrix at time ¢, p, is a scalar representing the grand mean of
Y;, a; € RP and 3; € RY are the row and column main effects at time ¢, respectively. The

ke ig the core factor series with

common component C, := A, F,; A/ is latent, where F; € RFr
unknown number of factors k, and k., and A, and A, are the row and column factor loading
matrices, with size p X k, and g X k., respectively. Lastly, E; is the idiosyncratic noise series
with the same dimension as Y,.

Unlike FM in (5.2), the main effects o, and 3; in MEFM are not restricted to be of low rank,
which significantly improves the flexibility of FM, and allows for a test of FM in (5.1) in the
end. In fact, setting concatenated matrices A, = (1,,1,,A,,1,) and A, = (1,1, A1),

block diagonal matrix F, = diag{p, o, Fy, B;}, then we can read (5.3) as
Yt - ATFtA/c "‘ Et.

However, we observe that the dimension of the factor series is now (2+p+k,) x (24+¢+k.), and

hence there is not much dimension reduction for Y;, and both AT and AC have no full column
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ranks. This observation suggests again that MEFM is more general than FM, and numerical
results in Section 5.4 actually show that even an approximate estimation by FM in general
comes at a cost of using very large number of factors.

Given the above motivation of MEFM, we point out that the form of MEFM can be obtained
by FM in general, see Remark 5.2 for details. For generality purpose, Y; can have nonzero mean
but we can always demean the data as the sample mean is not our main parameter of interest.
The right hand side of (5.3) is entirely latent and hence we propose Assumption (IC1) below

to identify the grand mean and the row and column effects.

(IC1) (Identification). For any t € [T, we assume that

Vo, =18,=0, 1,A, =0, 1/A.=0.

However, we require further identification between the factors and the factor loading ma-
trices. To do this, we normalise the loading matrices to Q, = A, Z, 2 and Q.=A7Z. Y 2,
where Z, = diag(A’A,) and Z., = diag(ALA.), measuring the sparsity of each column of
loading matrices and hence the factor strength. For example, F; pervasive in the j-th row will
have the j-th column of A, dense and hence the j-th diagonal entry of Z, will be of order p. For
technical details, see Assumption (L1). We leave the identification to Section 5.3.1. Assump-
tion (IC1) also facilitates the estimation of ji;, a; and 3;, and we discuss in the next subsection
how to estimate the grand mean, the row and column effects, and the row and column factor

loading matrices in (5.3).

Remark 5.1 One advantage of MEFM lies in Assumption (IC1) that potentially allows the
grand mean and main effects to be nonstationary. However, we should also warn that since the
model identification relies heavily on the identification assumption contemporaneously involy-
ing all entries in the row effect or column effect, any form of nonstationarity in the main effects
might be unnatural and restricted. For example, {(o)1 }ieir) can potentially have seasonality
or even unit roots, but requires that each o satisfies Assumption (IC1). One way to circumvent
this arguably unrealistic (IC1) is to use alternative identifications. For instance, in one of our
ongoing projects, we are exploring the direction of requiring min,cp,) (o ); = minjcpg(B¢); = 0
which is a valid identification condition and meanwhile provides a straightforward setup of
sparse main effects. More general nonstationarity structures merit further investigation, but

we do not expect the common component series to be nonstationary.

5.2.2 Estimation of the main effects and factor components

The factor structure is hidden in Y, and we need to estimate the time-varying grand mean and

main effects first. For the grand mean, right-multiplying by 1, and left-multiplying by 1;, on
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both sides of (5.3) results in 1,Y;1, = pgu; + 1, E;1, by Assumption (IC1). Hence for each
t € [T, we obtain the moment estimator for the time-varying grand mean as

Mt = 1;3Yt1q/pQ-

Also, right-multiplying by 1, and left-multiplying by 1;, lead respectively to Y;1, = qu;1, +
qou + E;1, and 1;,Yt = putlg +pB; + 1;Et. Therefore, we obtain the time-varying row and

column effect estimators as
~ -1 ~ 2. —147 ~ 47
a :=q Y, —l,, Byi=p 1th - Mth-
Finally, we introduce the following to estimate the factor structure,

Lt = Yt — ,Zzt]-p]-; — at]_:l — 1p/31€
=Y, + (pg) 'Y, 11,1, —q 'Y 1,1, —p'1,1Y, = MY, M,, (5.4)

where M,,, := I, — m~'1,,1 for any positive integer m. From the above, Eti; admits 1,
in its null space, and Egit admits 1, instead. The factor structure can hence be estimated,
with QT constructed as the eigenvectors of 7! Zthl iti; corresponding to the first &, largest
eigenvalues, and QC the eigenvectors of 7! Zthl i;it corresponding to the first k. largest
eigenvalues.

We can then estimate the factor time series F 7 ; = Z}/ 2FtZi/ 2, and the common component

C,, respectively as
f‘z,t = Q;«itéc = QLYth, C, = Qrf‘Z,tQ/c = QTQ;YtQCQ/c' (5.5)
Finally, the residuals E; is estimated by
E, =L, - C,. (5.6)

Remark 5.2 Suppose we have a traditional matrix-valued factor model such that Y, = C,+E,
where Yt, Ct, and Et are p X q matrices representing the observation, common component,

and noise, respectively. Suppose also C, = A, F,Al. Then we can construct

l’,[’t = (pq)_llééth, dt = q_léth — ﬂtlp = q_lMpCth,
Bt = p_lcélp — fly = p_qué:tlp'
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Hence we can express FM in the following MEFM form satisfying (IC1):
Y, = ful, 1, + éull + 1,8, + (C, — fu1,1, — &1, — 1,8)) + E,,
where
Ci — ful,l, — &1, — 1,8, = (M,A,)F,(M,A,),

is the common component. Since M,,,1,,, = 0, it is easy to see that
1,(M,A,) =0, 1,(M,A.)=0.

It is also easy to verify that 1,¢¢; = 1&5,,5 = 0. Hence a traditional matrix-valued factor model
can be expressed as MEFM in (5.3) to satisfy (IC1).

5.3 Assumptions and Theoretical Results

5.3.1 Assumptions

A set of assumptions on the factor structure is imposed below, and in particular, we allow factors
to have different strengths, as in Lam and Yao (2012) and Chen and Lam (2024b).

(M1) (Alpha mixing). The vector processes {vec (Ft)} and {vec (Et)} are a-mixing, respec-
tively. A vector process {x; : t = 0,+1,+2,...} is a-mixing if, for some v > 2, the

mixing coefficients satisfy the condition that

Z a(h)'77 < o0,

h=1
where a(h) = sup.. SUPaenr | Benss, |IP(AN B) —P(A)P(B)| and H? is the o-field
generated by {x; : 7 <t < s}.

(F1) (Time series in F;).  There is Xy with the same dimension as ¥, such that F, =
> w0 @fwXgi—w The time series {Xy .} has i.i.d. elements with mean 0 and variance
1, with uniformly bounded fourth order moments. The coefficients ay,, are such that

D ws0 Wi = Land Y7 o lagu| < cfor some constant c.

(L1) (Factor strength). We assume that A, and A are of full rank and independent of factors

and errors series. Furthermore, as p, q — 0o,

77 PALAZT Y S B, Z7PALAZT 5 Sy,
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where Z, = diag(A]A,), Z. = diag(ALA.), and both ¥ 4, and X 4 . are positive defi-
nite with all eigenvalues bounded away from 0 and infinity. We assume (Z,);; < pori for
j€k]and 12 < 8,5, < -+ < 6,0 < 6,1 < 1. Similarly, we assume (Z.);; < p’e
forj € [ke), with1/2 < 0pp, < -+ < dpp < dcq < 1.

With Assumption (L1), we can denote Q, := A,ZZI/2 and Q. := ACZC_I/z. Hence Q.Q, —
EA,T and Q;Qc — EA,c-

(E1) (Decomposition of E,). We assume that
Et = Ae,rFe,tA;c + Ee * €,

where F. . is a matrix of size ke, X k. containing independent elements with mean
0 and variance 1. The matrix €, € RP*? contains independent elements with mean 0
and variance 1, with {€;} independent of {F.;}. The matrix ¥, contains the standard
deviations of the corresponding elements in €;, and has elements uniformly bounded

away from 0 and infinity.

Moreover, A, and A, . are (approximately) sparse matrices with sizes p X k., and
q X ke, respectively, such that ||Ac,||1, |Acclly = O(1), with ke, ke = O(1).

(E2) (Time Series in E;). There is X, ; the same dimension as F.;, and X, the same dimen-
sion as €, such that Foy = > 0 GewXei—w and €, = Y oo ey Xe i with {Xc;}
and {X.+} independent of each other. {Xc.+} has independ;m‘ elements while {X;}
has i.i.d. elements, and all elements have mean zero with unit variance and uniformly
bounded fourth order moments. Both {X,..} and {X .} are independent of {X;,} from
(F1).

The coefficients a.,, and a.,, are such that a?, = > a?, = 1 and for some

w>0 e,w w>0 Te,w
constant c that ), ~q |@ewls Do [dew| < c.

(R1) (Rate assumptions). We assume that,

T*1p2(1*5“’“r)q1*25°’1 _ 0<1>7 p1725hqu2(1756,1) — 0<1)’
T_1q2(1_6c’kc)pl_2ér’1 _ 0(1)7 ql_%c’kch(l_‘;"l) _ 0(1>‘

Assumption (F1) introduces serial dependence into the factors, and (E1) and (E2) intro-
duce both cross-sectional and temporal dependence in the noise. The factor structure depicted
by (F1), (E1) and (E2) is the same as the one in Cen and Lam (2025b). Note that although
Assumption (M1) also features in serial dependence, it is mainly used to construct asymptotic

normality of estimators. We refer to Remark 3.1 for further explanations.
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By (L1), we have A, F;A! = QTZ}«/QFtZi/QQ’C, so we aim to estimate (Q,, Q., Fz ;) where
Fy::= Z,la/ 2FtZi/ 2 Unlike the traditional approximate factor model which assumes all factors
are pervasive, we allow factors to have different strength similar to Lam and Yao (2012) and
Chen and Lam (2024b). To be precise, a column of A, (resp. A.) is dense (i.e., a pervasive
factor) if the corresponding 9, ; = 1 (resp. d.; = 1), otherwise the column represents a weak
factor as it is sparse to certain extent.

Due to the presence of potentially weak factors, we require rate conditions in Assumption
(R1) for consistency to hold. If all factors are pervasive, then (R1) holds trivially. We point out
that the first and second (or the third and fourth) conditions in (R1) are exactly the same as the

first and third conditions of Assumption (R1) in Cen and Lam (2025b) for matrix time series.

5.3.2 Identification of the model

With Assumptions (IC1) and (L.1), the model (5.3) is identified according to Theorem 5.1 below.

Theorem 5.1 (Identification). With Assumption (IC1), each j;, o, and 3; can be identified.
The common component is hence identified, and if (L1) is also satisfied, the factor struc-

ture is identified up to some invertible matrices M, € R¥>* and M, € RF**e such that
(Qr> Qca FZ,t) = (QT‘MT7 QCMC7 M;lFZ,tMgl)-

5.3.3 Rate of convergence for various estimators

To present the consistency of the loading estimators, define

where D, := Q;(T_l ST Etig)@ is the k, x k, diagonal matrix consisting of eigenvalues
of 7! Zthl itig, and similarly D, = Q’C(T*1 Zthl igf@@c is the k. x k. diagonal matrix
of eigenvalues of 7' 37 L/L,.
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Theorem 5.2 Under Assumptions (IC1), (M1), (F1), (L1), (El), (E2) and (R1), we have

(i — p)* = Op(p~'q7Y),
p @ — aull* = Op(g),
qilHﬁt Bill? = Op(p),

p Q- QrH'IIF—OP{T Lpt ke gl = Be g =By 21 m)}’

0. — QH|2 = OP{T Lyt~ Bekepl=20r —|—q*250v’“cp2(1*5“)}.

From Theorem 5.2, the consistency for the loading matrix estimators requires Assumption
(R1). If all factors are pervasive, the (squared) convergence rates for the row (resp. column)
loading matrix will be max(1/(Tpq), 1/p*) (resp. max(1/(Tpq), 1/¢*)), which are consistent

with those in Chen and Fan (2023) after the same normalization of the loading matrices.

Theorem 5.3 Under the assumptions in Theorem 5.2, we have the following:

1. The error of the estimated factor series has rate

1Bz — (H ) H %
— OP (plfér,k’,« qlfdc,kc + T*l 1+267.‘1726T7qu176gl + p1+57"1735nkvﬂ q2766’1

1125c 26 ko 1 =07, 148,130, Sr
+ T~ +20c¢,1— kcp 1+q+ 1—3 kcp 1)

2. Foranyt € [T),i € [pl|,j € |q|, the squared error of the estimated individual common

component is

~ 2
(Crij — Clij)
1—26, .. 1—26, —1,.1426,1—36, 1—6c1—0, 1461 =46, i, ,2—8c,1—0
:Op(p kr g ke 1T p+ 1 kr g 1 ,kc+p+ 1 ke g 1= 0c, ke

+ T—1q1+25c,1 —35c,kcp1—(5r,1 —Or ko + q1+5c,1 —45c,kcp2—5r,1 —Or ke ) ]

We state the above results separating from Theorem 5.2 since they have used some arguments
from the proof of Theorem 5.5. If all factors are pervasive, it is clear that individual com-
mon components are consistent with rate (pq)™'/2 4+ TV2(¢71/2 4 p7V/2) 4 p7! + ¢! =
max(1/(Tq)?,1/(Tp)*/?,1/p,1/q). This rate coincides with Theorem 4 of Chen and Fan
(2023) for instance.

5.3.4 Asymptotic normality of estimators

We present the asymptotic normality of various estimators in this subsection, together with the

estimation of the corresponding covariance matrices for practical inferences. Before that, we
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need three more assumptions.

(L2) (Eigenvalues). The eigenvalues of the k, X k, matrix 3 4 ,Z, from Assumption (L1) are

distinct, and so are those of the k. X k. matrix 34 .Z..

(AD1) Define T': as the eigenvector matrix of tr(A’A.) - p~or#r g% 1Z1/2§]ATZl/2 I'! as the
eigenvector matrix of tr( A’ A,.) - g Oekeport Zi/QEACZim, nd

H' :=tr(ALA,)Y? - D VXT)Z?,
H: = tr(A;Ar))l/Q JUHTryZL?,
D, :=tr(A’A,) - diag{\{(ALA,),..., \i. (ALA,)},
D, :=tr(A’A,) - diag{\{(ALA,),..., \i.(ALAL)},
T
E,,; = plim Var{ ZQT”L Z C.E))ij ¢+
p,q,T—00 =1
T
E.j:= plim Var{ Zch Z C;Et)ij}.
p,q,T'—0c0 —1
We assume both T'p*°rkr—0r1 ¢20e1-1. HD;lH;ET’j(H:)’D,Tl HF and T q?0c ke =01 p20r1 =1,
D H;E, ;(H;)'D_ |, are of constant order.
(R2) (Further rate assumptions). We have
T—1p1+25r,1—35r,k7,ql—éc,l—éc,kc’ p1+6r,1—467,kr q2_6c,1_5c,kc ’

T71q1+26c’17366’1%271767"176“]6"', q1+56’17466’kcp275r’1757.’kr _ 0(1)

Assumption (AD1) appears in Cen and Lam (2025b) as well, and similar to the discussion
therein, it is a lower bound condition as we can show the upper bound in the theoretical proof.
Essentially, this assumption facilitates the proof of the asymptotic normality of each row of
QT and QC, by asserting that in the decomposition of Qr — Q. H, (resp. Qc — Q.H,), certain
terms are dominating others even in the lower bound, and hence is truly dominating rather
than just having the upper bounds dominating other upper bounds as in the proofs of similar
theorems in the broader literature of factor models. Assumption (R2) is needed to make sure
that the estimated common component @t is consistent element-wise (see Theorem 5.3). This

is satisfied automatically when all factors are pervasive, for instance.

Theorem 5.4 Let all assumptions in Theorem 5.2 hold, and let ¥, ;; be the (i, j) entry of X,
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in Assumption (El). Assume also for i € [p| and j € [q|,

IR S IR D3 M BN LN

i€[p].j€lq]
Then for each t € [T,
N D
VPa(i = 1) = N(0,77).
Take a finite integer m and integers iy < - -+ < i, (iy € [p]). Define 0, = (i), .., 0us,,)

and similarly for é\a,t, where oy ; is the i-th element of o. For a fixed t € [T,

V(o — 0a0) B N(0,diag(2,,, .., 72, ).

Similarly, take integers j; < --- < j,, where j, € [q|. Define 0y := (1, .., b ) and
similarly for 557,&, where 3, ; is the j-th element of (3;. Then for a fixed t € [T,

~ > _
VD(0ss — 05,) = N(0,diag(v3 ., - - 75,5,))-
Moreover, for i € |p| and j € [q|, if the rate for @U — Cyj in Theorem 5.3 is o(1), then
L L q
/”921 =g (EE)a, ;?Ej =p (EE)j, A =01 Z’Ym =q ZA,Z’,J'

are consistent estimators for 'yf” 727 ;and 73 respectively under Assumption (R2), so that

N(0,1),
N(0,L,),
N(0,1,,).

VP, (Mt fit)
Vadiag@ - At )(Bas — Oay)
Vpdiag(¥53, - ,’yﬁ_’jm)(é\/j +—6s1)

s i@ i@

Recall from Remark 5.2 that FM can be expressed in MEFM, and hence the ability to make
inferences on the elements of «; and 3; does not facilitate a test for the necessity of MEFM
over FM. For such a test, please see Section 5.3.6. Theorem 5.4 gives us the ability to infer on
the level of row and column main effects at each time point, which is important if we have target
comparisons we want to make for these effects. For instance, if each row represents a country,
we can easily compare the main effects at time ¢ for the first country against the average of the
second and third simply by considering g := (1,—1/2,—1/2)", 0, := (a1, 02,4 3)" and

using Theorem 5.4 to arrive at

. ~ o~ o~ D
Va (g'diag(32 1,72 5,72.5)8) 28 (Buy — Bar) = N(0,1).
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Theorem 5.5 Let all the assumptions under Theorem 5.2 hold, in addition to (AD1) and (L2).
Suppose k, and k. are fixed and p, q, T — oc. If Tq = o(p°1+°rk+), we have

(Tp25T7kT—5r,1q266-,1_1>1/2 . (Qr,j' - HrQT,j')
2) N(O’ T—1p25r,kr—5rvlq266’l_1 . D;lH:ETJ(H:)/D;I) '

On the other hand, if Tp = o(q°1%#), we have

(Tq266,kc—5c,1p25h1_1)1/2 . (Qc,j. - HCQCJ')
g N(O, T71q266’k6766’1p25r’171 ° DEIH:ECJ (H:)/Dgl) '

Theorem 5.5 is essentially Theorem 3 of Cen and Lam (2025b) when K = 2 and n = 0 (full
observations), having the same rate of convergence under potentially weak factors. Hence our
MEFM estimation has successfully estimated and removed all time-varying main effects and

grand mean, leaving the estimation of the common component exactly the same as in FM.

5.3.5 Estimation of the asymptotic covariance matrix

To practically use Theorem 5.5 for inference, we need to estimate the covariance matrices for
Qr,j~ —H,Q, ;. and Qc,j- —H.Q.;.. Based on {]37"7 Q.. C, Et}te[T] and {ﬁc, Q.,C,, Et}te[T]
respectively, we use the heteroscedasticity and autocorrelation consistent (HAC) estimators
(Newey and West, 1987).

For Qw; —H,Q, ., with 5, such that n, — oo, 1, /(Tp?rkr—0r1g?e1=1)1/4 5 () define an
HAC estimator

Tir
EfjAC =Dy + Z (1 T j?? ) (Dm,’j + D;7V7j), where
v=1 r

Doy = 3 {3 (1B Ay €8, (€E,)
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EOSICEEECA ST CH N
s=1

i=1

Theorem 5.6 Let all the assumptions under Theorem 5.2 hold, in addition to (L2), (AD1) and
(R2). Suppose k, and k. are fixed and p,q, T — oo. If Tq = o(p°++°+), then

1. ﬁ;liﬁfcﬁ;l is consistent for D, 'H*E, ;(H?)'D, !,
2. T (8249 7V°D,(Q,,; — H,Q,,;) 2 N (0,1
. : r.j r rg- — Ldrigrj. ) k:r)'
On the other hand, if Tp = o(q°1 %k ), then
3. ﬁglﬁiACﬁc_l is consistent for D;"H!E. ;(H)D_*;

4. T-(S24¢)7°D Q. — H.Q.;) 2 N(0,I,).

5.3.6 Testing the sufficiency of FM versus MEFM

In the last subsection, we introduce how to make inferences on various parameters of MEFM.
However, to test if FM is sufficient against our proposed MEFM, simple inferences on the model
parameters are not enough in the face of Remark 5.2. Formally, we want to test, for the time
horizon t € [T,

Hy, : FM is sufficient over ¢ € [T] <— H; : MEFM is needed over ¢ € [T].

The above problem is complicated by the fact that, in Section 5.2.1, we have seen that MEFM

can always be expressed as FM if we are willing to potentially consider a large number of

factors. So, how “large” an increase in the number of factors do we consider unacceptable?
Remark 5.2 tells us that a special form of MEFM can be expressed back in FM:

Yt = ,ut]_p]_; + at]_:l + 1p/6£ + MpCth + Et = ATFtA/c + Et, t € [T],
where C; 1= A, F;A! and
1= (pq)*llgéth, o= ¢ 'M,Ci1,, B :=p ‘M,Ci1,.

If A, has rank k, satisfying Assumption (L1) and A has rank k., the potential rank of M, A,
is k, — 1 (when a column in A, is parallel to 1,), and that of M,A_ is k. — 1 (when a column
in A, is parallel to 1,), demonstrating that FM can have an increase in the number of factors,
albeit still finite.
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Another special example is when both «; and 3, are zero, but 1; # 0. Then we can write
MEFM as

Yt = Mtlp]-:] + ATFtA/c —|— Et - (AT7 ]_p) Ff 0 _IA//C —|— Et,
0" w/(pqg) 1,

which is FM with loading matrices (A, 1,) and (A, 1,) respectively, and an increase by 1 for
both the number of row and column factors.

In light of the above examples, we deem FM sufficient if and only if the number of factors
in the FM is still finite and any model variables satisfy the Assumptions in Section 5.3.1.

To be able to test Hy against H, define E, to be the residual matrix after a fitting of FM (a
similar procedure to fitting MEFM but treating 1;, ; and 3, as zero), with

Et = Yt — Cta Where Ct = A’I‘A;YtAcAlm
with A, and A, the p x ¢, and ¢ x £, eigenmatrices of Zthl Y,Y; and Zthl Y,Y, respectively.

Theorem 5.7 Let all the assumptions in Theorem 5.2 hold, on top of (R2). Also assume that
@,ij — Cij = op(min(p~Y/2,¢=Y/?)) in Theorem 5.3. Suppose k,, k., {, and (. are all fixed
and known. Then under H, for each t € [T'], we have

EE); — Y 22, (BE); -7, %2,
(E/E})i ew (B ) 2>Zi7t2>./\/'(0,1) for each i € [p];

\/Z Var Et z] e zg \/Z Var 6t z] e zg

EE); — Y7 2. (BE); - ¥ %2
( t)jj em ( t)ji cij Dy W, 2)/\/’(0,1) foreach j € [ql,

\/E Var €t z] e zy \/Z Var 6t ’Lj e zg

where Zy,, is independent of Z;, and W), is independent of Wy, for h # (. The same asymp-
totic results hold true under H, for (Etﬁg)u and (E;Et) ; respectively for i € [pl,j € [q].

The assumption @ij —C,4j = op(min(p~Y/2, ¢/?)) is satisfied, for instance, when all factors

are pervasive and 7', p, ¢ are of the same order. Theorem 5.7 tells us that for each ¢ € [T'], both

xat:—maxvm—maX{q HEEDi} Yoo = max3Z, = max{q (B}
i€p] i€[p] i€[p] i€[p]

are distributed approximately the same for large ¢ under H, and z,, ; in particular is distributed

the same no matter under Hy or f;. Similarly, define

Tgy = ma[t;f'm] = Héz[ix{p YEE);}, yse = mfﬁwﬁj = rjré%{p YEE);}

which are distributed approximately the same for large p under H from Theorem 5.7, and x5,
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in particular is distributed the same no matter under H, or H;. To utilize Theorem 5.7 in testing

H,, we impose an additional assumption on the core factor and idiosyncratic noise as follows.

(E3) (Tail condition in F; and E,). Each element in the time series {X .}, {X.} and {X.;}

has sub-Gaussian tail.

This assumption allows us to make convergence statements in quantiles to be defined in Theo-

rem 5.8 below. Define I, ,, Iy o, ' g and I, 5 the empirical cumulative distribution functions

for the series {Za.t }ec(r], {Ya,t beerr)s {28, e and {yp. beerr) respectively:

T T
1 1
Fw,a(c) = T Z ]]-{xa,t < C}; IFy,oz(c) = T Z :H-{yoc,t < C}a
t=1 t=1
T T

Foa(e) = 3 Mase S b, Fuple) = 2 D Mo < b

t=1 t=1

Theorem 5.8 Let Assumption (E3) and all the assumptions in Theorem 5.7 hold. Moreover,

we assume for simplicity of presentation that all factors are pervasive. Define for 0 < 6 < 1,

Toa(l) :=inf{c | F,a(c) >0}, Gup(0) :=inf{c|F,z(c) > 6},

Then under Hy, as T, p, ¢ — oo, we have for each t € [T,

Pyalins > Gra(®)) < 1= 0+ Opf (4 =+ < Y [ Y 1og(1) logo) log? ().

vt
Pyslss > dap@) <10+ 0p{(Jo 4 Jo b { /) 108 (T 08 () (o)}

where P, , and IP,, g are empirical probability measures induced by ', , and IF, g respectively.

The assumption of pervasive factors is for the ease of presentation of the rate added to the
two probability statements above. But if some factors are weaker, then the convergence rate of
the common components will be adversely affected, and the rate in the probability statements
above will be inflated.

With Theorem 5.8, we can test Hy at significance level 1 — # asymptotically using the test
statistics v, and yz,, and rejection rules y,; > ¢, «(¢) and yz, > @, 5(0) respectively. Since
we have y,,; and yz, for t € [T], we can assess the significance level under H, by calculating

T

T
Significance levels = T* Z WYar > Gra(0)}, T71 Z Hys: > Gup(0)},

t=1 t=1

and see if they are close to 1 — 6. If H is not true, then if any oy ; is large, we expect y, ; to be

large. Or, if any 3, ; is large, we expect yg; to be large.
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In practice for testing H, against H;, we estimate k, and k., and set ¢/, = k. + 1 and
l. = k.+ 1 in light of the previous argument on how a special form of MEFM can be expressed
back in FM. For the estimation of k, and k., see Section 5.3.7.

Remark 5.3 The size of our test is theoretically guaranteed by Theorem 5.8, while the test
power is shown by numerical results later in Section 5.4.1. To appreciate the difficulty in deriv-
ing the test power, recall that any FM can be rewritten as a MEFM according to Remark 5.2.
Hence, any attempt in studying the power in terms of the magnitude of variables in MEFM, e.g.
L2-norm of oy, would fail, since a large o could be present in an FM. A possible direction to
tackle this problem is to formalise some local alternative hypotheses that are relatively easier

to work on, which we defer to our future endeavours.

5.3.7 Estimation of the number of factors

From (5.4), we have T} Zthl itig essentially being the row sample covariance matrix and
Tt Zthl Ii;ft the column sample covariance matrix. We then propose the eigenvalue-ratio

estimators for the number of factors as

~ { )‘j+1 (T_l Zz;l fltflé) + g’r

k, := arg min == ciellp/2ly, & =pq[(Tg)~ /2 +p~ V7],
: N(TY LLY) +6 } | ]

5.7

J

~ {)\jJrl (T S L) + &

k. := arg min e ,
' )‘J' (T_l Zt:1 Lth) + &

; jellar2h}, &= palTp) 2 + g7,

(5.8)

Ratio-based estimators are widely studied by researchers. For example, an eigenvalue-ratio
estimator is considered in Lam and Yao (2012) and Ahn and Horenstein (2013), while a cumu-
lative eigenvalue ratio estimator is proposed by Zhang et al. (2024a). Our proposed estimator
is similar to the perturbed eigenvalue-ratio estimators as in Pelger (2019). Technically, we can
minimise (5.7) (resp. (5.8)) over any j € [p] (resp. j € [¢]), but it is very reasonable to assume
k. <p/2and k. < ¢/2 in all applications of factor models. The correction terms &, and £, are

added to stabilise the ratio so that consistency follows from the theorem below.

Theorem 5.9 Under Assumptions (IC1), (M1), (F1), (L1), (El), (E2) and (R1), we have:

-~

1. k., is a consistent estimator of k, if

p175,.,qu1760,1[(Tq)fl/z —|—p’1/2] _ 0(p5r,j+1*5r,j)’ j € [k, — 1] with k, > 2;
p1—67‘,1q1—(5c,1 [(Tq>_1/2 + p_1/2] — 0(1)’ kT = 1
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-~

2. k. is a consistent estimator of k. if

QeI ((Tp) 2 4 ) = of o), € ke — 1) with b, > 2;
q1—6c,1p1_6r,1 [(Tp)_1/2 —|— q_1/2] — 0(1)’ kC - 1

The extra rate conditions in the theorem are due to existence of potential weak factors and are
trivially satisfied for pervasive factors. The theorem is similar to the consistency result in Cen
and Lam (2025b) for matrix-valued factor models, and this implies that the number of factors

in MEFM can be well estimated just as in the case of FM.

5.4 Numerical Results

5.4.1 Simulations

We demonstrate the performance of our estimators in this subsection. We will experiment
different settings to assess consistency results as described in Theorem 5.2 and 5.3, followed
by the asymptotic normality of our estimators in Theorem 5.4 and 5.5, where the covariance
matrices can be constructed by their consistent estimators by Theorem 5.4 and Theorem 5.6,
respectively. We then showcase the results for the rank estimators described in Theorem 5.9.
As it is a first to consider matrix factor model with time-varying grand mean and main effects,
we unveil the differences between MEFM and FM using numerical results that will illustrate
Theorem 5.7.

For the data generating process, we use Assumptions (E1), (E2), and (F1) to generate gen-
eral linear processes for the noise and factor series in model (5.3). To be precise, the elements
in F'; are independent standardised AR(S) with AR coefficients 0.7, 0.3, -0.4, 0.2, and -0.1. The
elements in F.; and €, are generated similarly, but their AR coefficients are (-0.7, -0.3, -0.4,
0.2, 0.1) and (0.8, 0.4, -0.4, 0.2, -0.1) respectively. The standard deviation of each element in
€ is generated by i.i.d. |NV(0, 1)|. To test how robust our method is under heavy-tailed distri-
bution, we consider two distributions for the innovation process in generating F;, F. ; and €;:
1)iid. N(0,1); 2) i.i.d. ¢s.

The row factor loading matrix A, is generated with A, = M,U,B,, where each entry
of U, € RP* isiid. N(0,1), and B, € R*** is diagonal with the j-th diagonal entry
being pCri, 0 < Gr;j < 0.5. Pervasive (strong) factors have ¢, ; = 0, while weak factors have
0 < ¢.; < 0.5. Note that M, is defined in (5.4) so that (IC1) is satisfied. In a similar way,
the column factor loading matrix A is generated independently. Each entry of A, € RP*Fer
is i.i.d. (0, 1) and has independent probability of 0.95 being set exactly to 0, and A. . is
generated similarly. We fix k., = k.. = 2 throughout the subsection.

For any ¢ € [T], we generate i = v, oy = Mpv,: and B; = Myvs,, where v, ; is
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N(my, a%), each element of v, is i.i.d. N'(mq,07) and that of v is i.i.d. N (mg, 03). We
set m, = m, = mg = 0and 0, = 0, = 03 = 1, and every experiment in this subsection is

repeated 1000 times unless specified otherwise.

Accuracy of various estimators

To assess the accuracy of our estimators, we define the relative mean squared errors (MSE) for

e, ¢, B¢ and C; as the following, respectively,

T PSS T e
relative MSE,, = Zt:l(,ﬁt 2/%) . relative MSE,, = > i |low — au ’

T
D i Hi Yoo ]|
1 118 — Bill® TG - G2
relative MSEg = Zt:lT”ﬁt Bl . relative MSEg = thlTH t ;HF.
2= 18 > i1 |Gl

For measuring the accuracy of our factor loading matrix estimators, we use the column space

distance,
D(Q.Q) = [QQQ'Q - QQQ Q|
for any given QQ and Q, which is a common measure in the literature such as Chen et al. (2022a)

and Chen and Fan (2023).
We consider the following settings:

(Ia) T'= 100, p = ¢ = 40, k, =1, k. = 2. All factors are pervasive with ¢, ; = (.; = 0.

All innovation processes in constructing F, F'. ; and €, are i.i.d. standard normal.
(Ib) Same as (Ia), but one factor is weak with ¢, ; = 0.2 and (.; = 0.2. Set also m, = —2.
(Ic) Same as (Ia), but all innovation processes are i.i.d. ¢3.
(Id) Same as (Ib), but 7' = 100, p = ¢ = 80 and o, = 2.
(Ie) Same as (Id), but 7" = 200.

(ITa-e) Same as (Ia) to (Ie) respectively, except that we generate F;, F'. ;, and €, using white noise
rather than AR(5).

Setting (IIa)—(Ile) are to investigate how temporal dependence in the noise affects our results.
We report the boxplots of accuracy measures for our estimators from Figure 5.1-5.6. Note
first that stronger temporal dependence leads to larger variance of our estimators in general.
The serial dependence mainly undermines the performance of our loading matrix estimators as
shown in Figures 5.5 and 5.6, which in turn affects our common component estimator.
Considering the comparisons among (Ia) to (Ie), we see that relative MSE,, can be improved

by increasing the spatial dimensions, but is not affected by weak factors. Similar results can be
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Figure 5.1: Plot of the relative MSE for
i (in log-scale) from Settings (Ia) to (Ie),
comparing with (IIa) to (Ile).

Figure 5.2: Plot of the relative MSE for
C; (in log-scale) from Settings (Ia) to (Ie),
comparing with (Ila) to (Ile).

seen from Figure 5.3 and Figure 5.4 for relative MSE,, and relative MSEg. The detrimental ef-
fects of heavy-tailed innovation processes in Setting (Ic) are most reflected in the corresponding
boxplots in Figure 5.4.

Weak factors can be detrimental to the accuracy of the factor loading matrix estimators, as
can be seen by the significant rise in the factor loading space errors from Setting (Ia) to (Ib) in
Figure 5.5 and 5.6. In fact, /150 barely captures the second factor under Setting (Ib) and (IIb).
Comparing Setting (Ib) with (Id), Figure 5.5 and 5.6 show that increase in data dimensions
slightly improves our factor loading matrix estimators, which is consistent to the simulation

results in Wang et al. (2019) for instance.
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Figure 5.3: Plot of the relative MSE for
o, (in log-scale) from Settings (Ia) to (Ie),
comparing with (IIa) to (Ile).

Figure 5.4: Plot of the relative MSE for
B: (in log-scale) from Settings (Ia) to (Ie),
comparing with (Ila) to (Ile).

Performance for the estimation of the number of factors

We demonstrate the performance of our estimators for the number of factors, as described in
Theorem 5.9. First, we set &, = pq[(Tq)~"/? + p~Y/?]/5 and &. = pq[(Tp)~/? + q~1/?]/5,
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Figure 5.5: Plot of the row space dis-
tance D(Q,, Q,) (in log-scale) from Set-
tings (Ia) to (Ie), comparing with (IIa) to
(ITe).
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Figure 5.6: Plot of the column space dis-
tance D(Q., Q.) (in log-scale) from Set-
tings (Ia) to (Ie), comparing with (Ila) to
(IIe).

so that the conditions for &, and &, in (5.7) and (5.8) are respectively satisfied. A wide range
of values other than 1/5 for &, and &. are experimented, but 1/5 is working the best in vast
majority of settings, and hence we do not recommend treating this as a tuning parameter.

We present the results for each of the following settings:

(ITa) k, = k. = 3. All factors are pervasive with ¢, ; = (.; = 0 for all j € [3]. All innovation

processes involved are i.i.d. standard normal.
(IIb) Same as (IIIa), but some factors are weak with ¢, ; = (.1 = (.2 = 0.2.
(ITIc) Same as (IIIa), but all factors are weak with (. ; = (.; = 0.2 for all j € [3].

We experiment the above settings with (p, ¢) pairs among (10, 10), (10, 20) and (20, 20), with
the choice 7" = 0.5 - pqg or T' = pq. The setup is similar to Wang et al. (2019) and Chen and
Fan (2023), but we use smaller sets of dimensions since the accuracy of our estimators are
approaching 1 with larger dimensions, which reveal little intricacies among different settings.

From the results in Table 5.1, our eigenvalue-ratio estimators is working well with MEFM.
The accuracy of E and %c suffers from the existence of weak factors, which is also seen in tra-
ditional FM (see for instance Chen and Lam (2024b) and Cen and Lam (2025b)). In particular,
the accuracy of our estimators drops significantly as we move from Setting (IIla) to (Illc), and
in general large dimensions are beneficial to our estimation. Lastly, note that although we have
two weak factors in the column loading matrix while there is only one weak factor in the row
loading matrix, the correct proportion of k. is much larger than that of &, for (p,q) = (10,20).
This hints at the importance of data dimensions over factor strength, which can also be seen
from the fact that the results for (p, ¢) = (20, 20) under Setting (IIlc) are comparable with those
for (p, q) = (10, 10) under Setting (Il1a).
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p,q = 10,10 p,q = 10,20 p,q = 20,20
(kv ke) | T=5pq | T=pq | T=5pg | T=pq|T=05pq|T=npg
Setting (11la)
(2,3) | 0.121 | 0.112 | 0.128 0.11 0 0.004

(3,2) 0.124 0.111 0.004 0.003 0.001 0.001
(3,3) 0.583 0.659 0.833 0.855 0.999 0.995

other 0.172 0.118 0.035 0.032 0 0
Setting (I1Ib)
(2,3) 0.135 0.13 0.23 0.257 0.228 0.149

(3,2) 0.079 0.096 0.024 0.017 0.022 0.02
(3,3) 0.136 0.17 0.289 0.347 0.556 0.637
other 0.65 0.604 0.457 0.379 0.194 0.194
Setting (I1lc)
(2,3) 0.082 0.085 0.218 0.254 0.089 0.096
(3,2) 0.075 0.124 0.04 0.035 0.088 0.089
(3,3) 0.073 0.096 0.209 0.257 0.614 0.646
other 0.77 0.695 0.533 0.454 0.209 0.169

~

under

Table 5.1: Results for Setting (IlTa) to (Illc). Each cell reports the frequency of (ET, k)
3,3), and

the setting in the corresponding column. The true number of factors is (k,, k.) = (3,
the cells corresponding to correct estimations are bolded.

Asymptotic normality

We numerically demonstrate the asymptotic normality results in Theorems 5.4 and 5.5 in the
following. For the ease of demonstration, we consider ¢ = 10 only for the asymptotic distri-
bution of 7i;, §a¢ = (1, Q12,0 3) and §5¢ = (Bt,u @72, @3)’, and for éa,t and 657,5 we will
only report results for the third component. We will also demonstrate the asymptotic normality
for (QC)L and present the results for (Qc)n, i.e., the first entry of the first row in the column
loading matrix estimator. To consistently estimate its covariance matrix, we use Theorem 5.6
with 7. = |(T'pg)"/*/5].

We use heavy-tailed innovations to investigate the robustness of our results, hence Setting
(Ic) is adapted except that we generate F';, ., and €, using AR(1) with coefficient —0.2. Due
to the different rates of convergence in Theorems 5.4 and 5.5, we specify different dimensions

(T, p, q) in the following settings:
fi : (80,100,100), 8., : (60,60,300), B4, : (60,300,60), (Q.).: (60,60,300),

where the dimension setting for (Qc)l. is to align with the rate conditions in Theorem 5.5 that



168 Chapter 5. Matrix-Valued Factor Model with Time-Varying Main Effects

Asymptotic normality for the estimator of g Asymptotic normality for the estimator of Qg 1.
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Figure 5.7: Histograms showing the asymptotic normality of \/pg7, ' (fixo — ft10) (top-left),
[T (ZHA9)7°De(Qer. — HIQea )| (top-right), /7 [diag(Y, 1,705 Tas) (Bat0 — Oa10)l3
(bottom-left), and /p [diag(751,75 5 V5.3) (05,10 — O5.10)]3 (bottom-right). Each panel plots
the empirical density (red), with the density curve for N'(0, 1) (black, dotted) also shown.

Tp/q* — 0 under pervasive factors. Each setting is repeated 400 times, and we present the
histograms of our four estimators in Figure 5.7.

Our plots stand as empirical evidence of Theorem 5.4, 5.5, and 5.6. It might worth noting
that the spread of the normalised empirical density for 31073 is slightly larger than expected
by comparing with the superimposed standard normal. The same problem is not seen in the
histogram for a9 3. With true (k,,k.) = (1,2), the common component estimation using
(p,q) = (300, 60) is worse than that using (p,q) = (60,300) due to insufficient column di-
mension relative to k.. Hence it leads to worse estimators for errors and (?ﬁ_%, ?g; %_:13) under
(p,q) = (300, 60). Hence inference performances on the time-varying row and column effect

estimators are affected by the latent number of factors.

Testing MEFM versus FM

We now demonstrate numerical results for Corollary 5.8. Consider the two scenarios:

1. (Global effect.) The entries of at least one of a; and 3; are in general nonzero for each .
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Size Setting (IVa) Setting (IVb) Setting (IVc)
Parameter 0 0.1 0.5 1 0.1 0.5 1 2 5 10
rejecta 5(4) 11(7) 63(31) 96(15) 13(8) 53(30) 86(23) 37(17) 77(24) 85(27)
rejectﬂ 5(4) 11(7) 52(28) 87(22) 13(8) 62(32) 96(16) 14(8) 28(16) 48(26)

Table 5.2: Results for Setting (IVa) to (IVc). Each cell reports the mean and SD (subscripted, in
bracket), both multiplied by 100. The parameters for Settings (IVa), (IVb) and (IVc) are u,, ug
and ujeeq, Tespectively. Setting (IVa) with u, = 0 is reported in the first column, representing
the size of the test.

2. (Local effect.) The entries of at least one of a; and 3; are sparse at each ¢, i.e., there are

some nonzero entries in at least one of a; and 3; with all other entries zero.

Throughout this subsection, we generate the time-varying grand mean and main effects
using Rademacher random variables such that v, is i.i.d. Rademacher multiplied by some
u,, and each entry of v, vg, is i.i.d. Rademacher multiplied by some u,, ug respectively,
recalling that 1, = v+, a; = M,v,: and B; = M,vg,. Hence, setting u, = u, = ug = 0

corresponds to generating a traditional FM. We set k, = k. = 2, and consider the settings:

(IVa) T' = p = q = 40. All factors are pervasive with ¢, ; = (. ; = 0. All innovation processes
in constructing F, F. ; and €, are i.i.d. standard normal. Set u,, = ug = 0, and we select
U, from 0.1, 0.5, 1.

(IVb) Same as (IVa), but fix u, = 0.1 and select ug from 0.1, 0.5, 1.

(IVc) Same as (IVa), except that u, = 1, and when generating oy = M, v, as specified
previously, we only keep the first u;,.,; €ntries of v, ; as nonzero where u;,.,; is selected
from 2, 5, 10.

Setting (IVa) and (IVb) are designed for testing global effects, and Setting (IVc) for local
effects. For each setting, we construct ¥+, yg+ and use ¢ = 0.95 in Corollary 5.8. Each ex-
periment is repeated 400 times and we report both reject, := T~ ' 32" 1{yn; > Gu.a(0.95)}
and reject, == T3 1{ys, > 3,,5(0.95)}.

As explained under Corollary 5.8, we expect reject, and reject; to be close to 1 — 6 =
0.05 if FM is sufficient. From Table 5.2, our proposed test works well since it suggests FM is
insufficient as we strengthen a; or 3;. In particular, even if the signal of ¢, is not strong enough
such as u,, = 0.1, Setting (IVb) shows that additional signals from 3, allows us to reject the use
of FM. The comparison between reject,, and reject is indicative of which effect is stronger.
According to the results for (IVc) in the table, our test is capable of detecting local effect such

that reject,, is far from 0.05 even when only two entries in o, are nonzero.



170 Chapter 5. Matrix-Valued Factor Model with Time-Varying Main Effects

Power of the test of size = 5% Power of the test of size = 5%
= o

1.0

1.0

0.8
0.8
]

Power
04 0.6
Power
02 04 06

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0
0.0 0.2 0.4 0.6 0.8 1.0

U
Uy, local

Figure 5.9: Statistical power curve of testing.
Refer to the caption of Figure 5.8 for details
on the hypothesis test and power computation.
The data is generated under Setting (IVc) ex-

Figure 5.8: Statistical power curve of testing
the null hypothesis that FM is sufficient for
the given series, against the alternative that

MEFM is necessary. Each power value is com- i
puted as the average over 400 runs of reject,, cept that (7', p, ¢) = (60,80, 80) and e, i gen-

(in red) and reject; (in green) under Setting erated such that ay = Tiecar(1, 1,-2,0,..., 0)',

(IVa) except that (T, p, q) = (60, 80, 80). Q= Uiocat(1,2,-3,0,...,0)', and a3 =
Uocal(2,-5,3,0,...,0), followed by azpy; =

«; for positive integer £ and ¢ = 1, 2, 3, so that
each o, has nonzero entries only in the first
three indices.

Extensive experiments on different dimensions, factor strengths or grand mean magnitudes
are performed. All indicate similar interpretation as the above settings and hence the results are
not shown here. The power curve for Setting (IVa) is also presented in Figure 5.8 to support the
use of our test, with (7', p, ¢) = (60, 80, 80) and u, ranging from 0.02 to 1. Besides, we also
show the power curve for local effect in Figure 5.9, for Setting (IVc) except that (7', p, q) =
(60, 80, 80) and we generate o, as described in the caption. Both power curves show that the
test is able to reject the use of FM if signals from the time-varying main effects are large, either
globally or locally. In both figures, when u,, is close to 0.02 or ;.. close to 0, the value of the

power curves are all very close to 0.05, which is exactly what we want for the size of the tests.

5.4.2 Real data analysis: NYC taxi traffic

We analyse a set of taxi traffic data in New York City in this example. The data includes all

individual taxi rides operated by Yellow Taxi in New York City, published at
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https://www 1.nyc.gov/site/tlc/about/tlc-trip-record-data.page.

For simplicity, we only consider the rides within Manhattan Island, which comprises most
of the data. The dataset contains 842 million trip records from January 1, 2013 to December 31,
2022. Each trip record includes features such as pick-up and drop-oft dates/times, pick-up and
drop-off locations, trip distances, itemized fares, rate types, payment types, and driver-reported
passenger counts. Our example here focuses on the drop-off dates/times and locations.

To classify the drop-off locations in Manhattan, they are coded according to 69 predefined
zones in the dataset. Moreover, each day is divided into 24 hourly periods to represent the
drop-off times each day, with the first hourly period from O a.m. to 1 a.m. The total number
of rides moving among the zones within each hour are recorded, yielding data Y, € R59*%4
each day, where y;, ;, ; is the number of trips to zone 7; and the pick-up time is within the 7,-th
hourly period on day .

We consider the non-business-day series which is 1,133 days long, within the period of
January 1, 2013 to December 31, 2022. Using MEFM, the estimated rank of the core factors
is (2, 2) according to our proposed eigenvalue ratio estimator. As mentioned in Section 5.3.6,
we therefore use (3, 3) as the number of factors to estimate FM and test if FM is sufficient.
We compute reject, = 0.064 and reject; = 0.133 which are defined in Section 5.4.1. They
should be close to 1 — 6 = 0.05 according to Corollary 5.8 if FM is sufficient. Hence we reject
the use of traditional FM due to the signals in Bt.

Figure 5.10: Estimated loading on three dropoff factors using MEFM, i.e., Ql,‘l (left), QL.Q
(middle) and Q; .3 (right).

To compare MEFM with FM, we use core rank (3, 3) to estimate MEFM for the rest of
this example. Figure 5.10 and 5.11 illustrate the heatmaps of the estimated loading columns

on the three dropoff factors using MEFM and FM, respectively. From both heatmaps, we can
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Figure 5.11: Estimated loading on three dropoft factors using FM, similar to Figure 5.10.

identify the first factor as active areas, the second as dining and sports areas and the third as
downtown areas. The three factors are similar to their corresponding counterparts, except that
the first factor estimated using MEFM is more indicative on the active areas to taxi traffic in
Manbhattan by its emphasised orange zone which corresponds to East Harlem.

To gain further understanding on the taxi traffic, we show the scaled Qg by MEFM and
FM in Tables 5.3 and 5.4, respectively. We can see that for the rush hours between 6 p.m.
to 11 p.m., the estimated loadings almost vanish for MEFM, which is consistent with the fact
that Bt captures the common hour effect on Manhattan life style. This also provides an intu-
ition why the time-varying column/hour effect is strong, since in non-business days, the way
that daily hours affecting the taxi traffic can change drastically over time as compared to the
same when Manhattan zones are considered. For demonstration, we plot both @2 and Bt,lg in
Figure 5.12, where the former series features the mid-night effects and the latter features the
night-life effects. Both series demonstrate seasonality before COVID-19 as shown on the plot.

The business-day series is also analysed, but since both reject,, and reject are not signif-
icant, the estimated model is not shown here. The fact that the time-varying hour effect is not
strong for business days is probably due to a rather routine working hours. Thus the hour effect

is hardly changing and can be absorbed into a fixed mean, so that FM would be sufficient.

5.5 Proof of Theorems and Auxiliary Results

Proof of Theorem 5.1. Suppose we have another set of parameters, (i, c, Bt, Qr; QC, F Zt)
fort € [T7, also satisfying (5.3). For each ¢ € [T7], left-multiplying by 1/, and right-multiplying
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Om|| 2 4 6 8 10 12

4 6 8 10 12,y
54455200 -1
-1258 6 6 7
-1025 47 9

N | =

Table 5.3: Estimated loading matrix Q2 using MEFM, after scaling. Magnitudes larger than 6
are highlighted in red.

Oam 2 4 6 8 10 12pm 2 4 6 8 10 124m
5 -5 43-2-1-1-1-234-5 -5-6-5-55-5-6-6-6-5-5 -5
57 7 54202466 6 654433214475 6

3 1 -13-1096-3-10120-1 -3 33-3-2-103©66 6 8 11

Table 5.4: Estimated loading matrix Qg using FM, after scaling. Magnitudes larger than 5 are
highlighted in red.

Estimated B,

150 150
100 100
50 hn s | L \ '. ' 50
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Jan 012013 Jul 042014 Jan 012016 Jul012017 Jan 012019 Jul 032020 Jan 012022

Figure 5.12: Plot of the estimated hour effects for periods from 1 a.m. to 2 a.m. (in blue) and

from 5 p.m. to 6.p.m. (in red). The date for the first confirmed case of COVID-19 in New York
is also shown (dotted yellow vertical line).
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by 1, on (5.3), we arrive at pgji; = pqu, from (IC1), so i, is identified. Similarly, o, = o,
and E = 3, by separately left-multiplying 1}, and right-multiplying 1, on Y.
We hence have Qrf‘ thQ’c = Q,F,,Q., but the factor loading matrices and factor series

require further identification due to the multiplicative form. Without loss of generality, write
Q =QM, +T,, whereI"Q, =0,
with M, € R*** and T, € RP**", but can have zero columns. Then we have
0=TQ,F2Q.Q. = INQFzQQ. = I'I'\F,,Q.Q.,

which can only be true in general if I',, = 0 since f‘t is random and Q’CQC — 2y dueto (L1).
Using (L1), M, is of full rank and hence QT and Q, share the same column space. Similarly,
the factor loading space of Q. is identified, and F z, is hence identified once Q, and Q. are

given correspondingly. []

Proof of Theorem 5.2. By Assumption (IC1), we have y; = 1,(Y; — E;)1,/pq and hence
1
(1 — Mt) p2q2 (1;Et1 ) = <Z Z E, z]) . (5.9)
=1 j5=1
Assumption (E1) implies each entry of E, has zero mean and bounded fourth moment, and
p p q q
B{(X3 )}~ V(3 ) = 333 Y ContEesEun) = 00
=1 j=1 i=1 j=1 i=1 [=1 j=1 h=1

(5.10)

where we used Lemma 5.1 in the last equality. Thus with (5.9), (i; — i:)? = Op(p~'q™1).
Similar to the rate for 7i;, by again (IC1) we have o, = ¢°'Y,1, — 11,1, — ¢ 'E;1, and
By = pilYélp — ly — p’lEglp. Then we have

2
: (5.11)

- 1 ~ -
N H(m — i1, + g B,

(5.12)

Q=S

1B — Bel]? = H +P_1E,

From (5.9) we have || (11 — i) 1> = Op(q™") and || (412 — [it) 1[|* = Op(p™"). Furthermore,
by Lemma 5.1,

p q
E(\!q”EthHQ) —=q7- ZVar<ZEt,ij) = O(pg™").
i=1 =1
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Similarly, [|[p~'E,1,]|*> = Op(gp™"). Then we have (5.11) and (5.12) as

1 . _ 1 = _
1—)-H04t—at\l2=0p(q Bl 5-|I6t—ﬁtH2=Op(p Y-

In the rest of the proof, we show consistency of the factor loading estimators. From (5.4),

L =Y+ (pg) 'Y, 1,11, — ¢ 'Y, 1,1, —p '1,1Y,,

L =Y, + () 'L, Y11, — ¢ '1,1Y; - p Y1,

and hence the following decomposition

LL, =Y, Y, + (pa) 'Y, 1,1,1.Y/1, — ¢ Y, 1,1 Y] — p 'Y, Y,1,1)

a=p—q
+(pg) 'Y 1,110 Y, + (pg) °1,Y,1,1,1/1,171' Y1,
—q ' (pg) 'Y 1,1, 101,10 Y, — p N (pg) 1Y, 1,1,10Y(1,1)
— ¢ "Y1 1Y, — ¢ (pg) T YL, UL YL, 4+ P Y 1, 101,10 Y
+q¢ 'p'Y1,10Y1,1 —p 'L, U Y, Y — (pg) 'p'1,10Y, 1,101 Y0,
+q¢ LY 1,1 Y +p 1,1 Y, Y1,
=Y, Y+ (pg)'1,Y;1,Y, 1,1, —p7 'Y, Y11 — ¢ 'Y, 1,10Y; — p 1,1 Y, Y]
— (pq) ' 'Y, 1,10 Y 1,1,10 + (pg) 1Y, 1,1, 1LY, + p P Y, Y 11,10
=YY, + 91— Qs — Q3 — Qy— Q5+ Qs + Q7, where
Q1 :=(pg) '1,Y;1,Y 1,1, Q:=p 'Y, Y1,/ Qs:=q 'Y 1,1)Y],

Q=p 'LLY,Y;, Q5:=(pg) 'p 1Y 1,1,Y;1,1,1;

P—p

Qs = (pq) '1)Y1,1,11Y;, Q7 :=p°1Y,Y,1,1,1 .
From (5.3), 1;Y£1p = pqu; + 1;E;1p and YthI; = qut1p1; + qat1; + Ethlg. Thus,

Q1 = (pg) ' (pa* 11,1, + pg’ a1, + pgp Bl 1))
+qu B, 1,1 + qUE a1, + 1 E1,E1,1)) 513
= qu; 1,1 + queon 1), + B, 10 + p~ 10 E 1, 1,10

+ p—11;E;1pat1; + (pq)—llgE;1pEt1q1;.

Similarly, we have Y, Y} = (11,1, 4+ 1) +1,8;+C+E;) (11141, + 1,0+ 8,1, + CL+Ey).
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Further with Assumption (IC1),

Q= p (1,111 + 1,10 10 + 11,1, 8,1, + 1e1,1,C + 1,10 B
+ oy 11,10 + o1 1,00 + 1,81 + a1, C; + a1 E;
+11,81,1, + 1,810 +1,68:8,1, + 1,8,C; + 1,6.E;
+ 1 Ci1,1, + C 1, + C 341, + C,C; + C,E;
+ 1 E1,1, + Edyp + EBi1), + E,C; + EE)1,1,
= qui 1,1+ p 1 EL, 1,10 4 quecn 1), + p 1 Lol 4 1,381,
+p 'BE1,1,1 + CB1, +p 'CELL + 1E1,1 +EB1 +p 'EE[11
(5.14)

Since Y1, = qu:1, + qo; + E;1,, we have

Qs = ¢ (g, + qou + Ely) (qul), + g + 1,E))
= qu 1,1 + qulyof + 1,10 E] + quuon ), + qoyor 4+ oy 1E) (5.15)
+ B, + Elyog + ¢ 'E,1E;.

Similar to (5.14), we have

Q, = qufl,,l; + qul,o0 + utlplgﬁtl; + ut1pl;Cff + utlpl’qu + utlpléatlglqlé
+p 'L al 100 4+ p ' 1,1001, 8,1 + p 11,11, C 4 p 1,10 001 B
+ w1811, + 1,81,04 + 1,881, + 1,8,C; + 1,8E; + p~ ' 111,1/,C,1,1]
+p '1,1C 1,00 + p 11,1 C, 31, + p~ 11,1/ C,C; + p~ 1,1, C,E;
+p L, UE L +p 'L UE o) +p ' 1,1 E,B,1
+p 'L UEC, +p 1,1 EE]
= q“?1p1; + il + ﬂtlplgEg + ﬁ;,@tlplé +1,8,C; + 1,8E,
+p B, +p ' U EL Lo +p 'L E 31,1
+p 'L,UEC, +p 1,1 EE],
(5.16)

where the last equality used Assumption (IC1). For Q5 and Qg, we have

Qs = (pq) 'p (pae + 1 E1,) (pau, + 1,E;1,)1,1)
= qui11 4+ p B, 4+ p U E LY+ (pg)'p T 11,1 E 1,10
(5.17)
Qs = (e + (pQ)illgEélp) (q,utlp11/0 + qly0 + 1p1;ﬁt1; + 1p1;CIt + 1p1:1E:f>
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= qui 1,1 + qulyon + 1,10 E; + p 10 E 1,110
+p "1 E[L1,0; + (pg)'1,E1,1,1 E;. (5.18)

Lastly for Q;, we have similar to (5.14) that

Q7 = p 21, (1, 1,1,10 + e, 10 1 + 111,10, 8,15, + 11,1, Ch + 11,1, B
=+ ,utatlillql; + at]_:]]_qa; + at].;ﬂtl; + at]_;C; + at]_/qE;
+ 11811, + 1,8 1,0; + 1,88:1, + 1,8,C; + 1,8 E;
+ ,utCthI; + Cthag + Ct/Bt]-;) + CtC; + CtE;
+ ,utEthI; + Ethag + Et/Bt]-;) —+ EtCQ + EtE;,)]-p]-p]-/p (519)
= p 2(papi1;, + papecs + pa1,E; + BB, + pB.C; + pBE;
= qu 1,15, + p 1B 1,1 + BB, 15, + pT BE L, 1,1
+p B, 1,1 + p ' UEB,1, 1 + p P EEL LT
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With (5.13), (5.14), (5.15), (5.16), (5.17), (5.18) and (5.19), we have
L.L,
=Y, Y, +Q1—Q—Q3— Q4 — Q5+ Qs+ Qr
= qu; 1,1 + qulyof + 1,10 E] + quuon ), + qoyog + o1 E; +1,8,8,1) + 1,8,C;
+1,8E; + C,8:1, + C,C; + C,E; + /E,1,1, + E; 1, + E, 8,1, + E,C} + E,E;
+ qu; 1,1 + queond, + B 1,1 + p 1B, 1,10 4 p7 1 E o1
+ (pg) "1, EL B, — qui1, 10 — p 7 10 E L, 1,10 — queon ), — pT 1 E L ou 1),
- 1,681, —p ' BE1,1,1 — C,B1, —p 'CE1LL — E1,1) — EB,1
— p‘lEtEglz,l;, — q,uflI,l; — qulpoy — 1,1, E — eyl — qova — oy 1,E;
— B0 - Edyog — ¢ "B E] — qui1,1) — qulon — 1,10 E — 816:1,1)
- 1,8,C, - L,BE, —p ' 11, E1,1,1 — p ' UE 1,100 — p ' U E,B,1,1)
—p ' LUEC, —p 'LUEE, — qui1,1), —p 101,110 — p 1 E 11,1
— (pg) 'p T U B EL LY + qui 1,1 + qudyon + e, 1B 4+ p 1,110
+ pillgEélplpa; + (pQ)*lléEilplplf;Ei + QN?1p1; + p’lutlgEilplplé + ﬁ;ﬁtlplg
+p 'BELLL +p U E1,1,10 + p ' UE,B1,1 + p YL EE[L,1,1)
= C,C; + C,E;, + E,C, + E,E| + (pq) ' 1L E;1,E, 1,1, + (pq) '1/E{1,1,1'E;
—p 'CELL —p 'L, UEC, — p 'EELL —p ' LUEE, — ¢ 'E1,1E]
— (pg) 'p ' (1,EL,)* 1,1 + p P U EELLL
(5.20)

Swapping the roles of row and column factor loadings, we can arrive at similarly

L'L, = C/C, + C!E, + E|C, + E'E, + (pq) 'V EAELL + (pg) ' 1 E 11,1 E,
—q¢ 'CiE1,1, — ¢ "1, 1'E,C, — ¢ 'E{E 1,1, — ¢ 'L, 1 EE, — p 'E{1,1E,
— (pg) "¢ (1EL,)* 1,1 4 ¢ 1 E(E,1,1,1).
(5.21)

For ease of notation, we define

R, := CE; + E.C, + E,E| + (pg) 'L,E;1,E,1,1) + (pq) '1,E;1,1,1'E;

-p 'CELL —p 'L, UEC, - p 'EE]11 —p 'L, UEE, — ¢ 'E1,1E]

— (pg) " 'p ' (1EL,)* 1,1 + p P U EEL, 1,1 (5.22)
R.: = ClE, + E/C, + E{E, + (pq) 'L E,1,E[1,1) + (pg) '1,E:1,1,1 E,

—q¢ 'CE1,1, — ¢ "1, 1E,C, — ¢ 'E{E 1,1, — ¢ 'L, 1EE, — p 'E{1,1E,
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— (pg) "¢ (1 E1,)* 1,10 + ¢ 1 E(E,1,1,1) (5.23)
so that from (5.20) and (5.21), we can write
itig = CtC; + Rﬁt, i;it = C;Ct + Rc7t-

Recall that we denote by ﬁr the k, x k, diagonal matrix with the first largest k, eigenvalues of

Tt Zthl Iii,’: on the main diagonal, and since (AQT consists of the corresponding eigenvectors,
T

QD,=7"> LLQ. (5.24)
t=1

With (5.20) and C;C; = Q,F2;Q.Q.F’,Q;, we can write the j-th row of estimated row
factor loading as

p T
Q. =T7'D;' ) Qi > (LiLi)y
=1 t=1
T

p T p
=T7'D;' ) QuQL, ) (FzQQF, Q.+ T7'D Y Qi Y (Rey)is.
t=1

i=1 i=1 =1
Thus with the definition H, = 7-'D;'Q.Q, EtT:1(FZ,tQ/chFlz,t)’ we have
N T
Q. —H,Q,; =T7'D;} Z Qi Z(Rr,t)ij7
i=1 =1

and hence we have

2

p L T
1Q ~ QH ;= 0 1Qr ~ HQu = 3 [ 77D Qo Ree)
pu = t=1

2 O, (T_1pQ(1—5T,kT)(]1—25671 —f—pl_%’“”wq%l_éc’l)),
F

T
<T 2D 2 Q- || D Re
t=1

where the last equality used Lemma 5.2 and Lemma 5.3. The consistency of Qc can be similarly

shown (omitted here). This completes the proof of Theorem 5.2. []
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Proof of Theorem 5.3. From (5.4), we can first write

Li=Y:+ (pg) '1,Y,1,1,1, — ¢ 'Y, 1,1, — p'1,10Y,

= Hft]-p]-; + Oétlfl + 1,8+ Q.F,, Q.+ E,
+ (pQ)_llg,;(Mtlpl; + 0ét1; +1,8,+ Q. F,,Q. + Et)lqlpllq
- qil(,ut]-pl; =+ 0¢t1; + 1,8, + Q. F2,Q. + Et)]-q]-;
—p ', (1,1, + oull + 1,8, + Q. F£,Q. + Ey)

= w11, + ol + 1,08, + Q. Fz,Q, + E, + (PQ)_llfp/Jtlpl;lqlpl,q
+ (pg) '1,00101,1,10 + (pg)~'1,1,8,1,1,1, + (pq) '1,Q,F2,Q,1,1,1,
+ (pg) 1B, 1,1 — ¢ 1,101,010 — ¢ ey 11,10 — g7 '1,81,1
- q_lQrFZ,tQélqlg - q_lEt1q1; - p_llplgoﬂtlpl; - p_llplfvatlg
—p 'L,11,8, - p 'L, QF;Q. —p 'L, 1E,

=QFQ.+E,+ (pg) 'LEL1,1 — ¢ 'E1,1, —p 'L, 1UE,

where the last equality used Assumption (IC1). Thus, we have

Fz,— (H')Fz,H ' = QLQ. — (H;')Fz,H,"
= Q(Q.H))(H,")F,,H ' (QH)'Q.— (H)F,H,' + QEQ.
+(pg) ' QLEL,1,1Q. — ¢ 'QELLQ. - p QL1 EQ,
=Q.(QH, - Q)(H,)FzH ' (QH, - Q) Q. + Q(QH, - Q,)(H ) F,H "
+(HYYF2,H (QH, - Q.)Q. + (Q, — QH,)E,(Q. — Q.H,)
+(Q, - QH)EQH. + HQE,(Q. - QH,) + HQ.EQH,
+ (pQ)ilé;]-;Ethlp]-;Qc - q71<Q7‘ - QT‘H;>/E2§1(]1;QC - qilHrQ;Eth]-;Qc
- pilQ;lp]-;Et(Qc - QCH/C> - pilQIrlp]-;/nEthH/c
= IF,I + IF’Q + IF,g + IF,4 + IF,5 + IF,G + IF,7 + IF’g

- IF,g - IF,lo - IF,ll - IF,12, where
(5.25)

Ty = QuQH, — Q,)(H)F,,H,(Q.H, - Q.)Q.,

Tpy = QUQH, — Q) (H;YF,H,', Ips:= (H'YF,H, (QH, - Q.)Q.,

Tra = (Q, — Q.H,)E(Q. — Q.H,), Zp;:=(Q, — Q.H,)E,Q.H,,

Trs = HIQE(Q. — QH,), Ip;:=H.QEQHM, Ips:=(pg) 'Q1,E1,1,1,Q.,
Ty = qfl(Qr - QT‘H;')/Et]‘q]‘;Q(H Trao = qilHrQ;Eth]-;Qca

I = p_IQ;nlpl;Et(Qc -QH)), Ipi:= p_lalilpl;EthH,c-
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First consider F ;, by its definition and Assumption (L1) we have
IF 27 < IF% - 12,25 - 12215 = Op(p™1q%).
Then for Z;, we have

e = OpP0 ) - 1QH, ~ Q13- QL — Q2
e O (T—2 2— 2(srqu2 26Ckc +T 1 3 257”qu2_50,1_36¢,1€€

T 387,138, k. 3—0c,1—30c ke
+ T ke ) 1 ke 4p 1 kr g 1 K )’
where we used Lemma 5.6 in the last equality. Similarly for Zy 5 and Z 3,

||IF2||F—O ( -1 1+25T1 26Tqu1 Oc,1 _I_p1+(5r1 35rqu2 661)7

||IF3||F = O ( -1 1+25 17 25ckcp1 —6r1 _|_q1+5 1— 360kcp )
For Zp,4, from Assumptions (E1) and (E2) we easily have ||E[|7 = O(pg), so we have

| Zrall = Op(pa) - |QH, — Qi - [|QHL — Qell3
— Op ( ~23=0r1 =Bk (30ca=2eine | P Lp10ra =26y (3= 20en~3crke

1 4 be,1—20, 3—26,1—30, 4—28,1—30, 4—28.1—30,
_I_ T 17 40¢, kcp ,1 Sk _I_ p ,1 ,qu ,1 Ca’%))

For Zr5, consider first

E{|BAl}} <ph. _max B{(E] A7}
i€[pl.j€(kc]
(5.26)

max Z Z Cov Et in Et zl) Ac,njAc,lj - O(pQ)7

ze[pue[kc] —

where the last equality used Assumptions (E1) and (E2). Thus,

1Zrsl% = Op(pa) - |1Q-H, — Q.17 - 1227
_O ( —1 2+57«1 257qu2 20¢,1— 5ch+p2 367k,rq3 20¢,1— 6ckc)

where we used Lemma 5.6 and Assumption (L1). Similarly for Zg,

HIFGHF—O ( —1 2+5(‘1 25chp2 207,1— 57"1%' +q2 déckcpd 207,1— 57"1%).
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By Assumptions (E1) and (E2) again, we have

]E{||A;EtAc||%} < kk. max E{(A; AiEtAC,j)Q}
j [kv]je[k‘c} ’

= maX c] Z Z Z Z COV Et mns Et hl) Ar mzAc ngAr thc A7 = O(pQ)

kr]
ze[ —1 n=1 h=1 I=1

hence for Zr.7, it holds that
IZroll7 = Or(pg) - | Z; 2|5 - 120215 = Op (p!~rtegt=0ee).
Consider Zjg, recall that (1) E;1,)* = Op(pq) from (5.10) and hence
I Zesl7 = Op(p~2a7%) - (1,E1,)* - 11,17 = Op(1).
For Zrg, note that E[||E;1,||%] has the same rate as (5.26) since k. is fixed, and hence

IZesll = Op(a™®) - I|Q-H, — QoI - B [17 - (114
— Op ( ~Lp240n1=2r e l=2e1 4 2300 ky 2= 2501)

From (5.10), we also have E[|ALE,;1,|/%] = O(pq), so for Zy1o we have
| Ze0ll7 = Op(a7?) - 1Z, 217 - |ATEA[[ - [11,[1* = Op (p' ).
Lastly, the rates for Zr1; and Zr 15 can be obtained similarly as Zr g and Zp 1,

HIFJlH%‘ —_ OP(T*1q2+(5c7172661kcp1725r71 + q2 30, kcp2 26r 1)
|Zp12]|7 = Op (qlféc’kc)-

Therefore, with all the rates from Zp; to Zp 15 in (5.25), by using Assumption (R1) we have

IF 2z, — (H)F 2 H %
—_ OP( 1-06, o ql 65 ke + T 1 1+267« 1—26, qulf(SCJ _|_p1+67“71736”3kr q2756,1

+ T 1q1+25c 1—26. kcplfter + ql+6c717365’kcp276r’1)-

This shows the first statement of Theorem 5.3.
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For the remaining proof, consider @,ij — Cy,jforany t € [T],i € [p], j € [q]. First,

é\t,zj - Ct,ij = Q;«,i.f‘z,téc,j- - Q;,i.FZ,th,j-
= (Qui. — H,Q,.) (Fzs — () Fz,H ) (Qej. — HQo.)
+ Qi — H, Q) (Fze — (H ) F 7, H ) H.Q, .
+(Qri — Q) (H ) F 2, H, 1 (Quy. — H.Q.j.)
+(Qri — Q) (H ) F£,Qe. + Q, HL(Fz, — (H)F2,H ) (Qo — HAQ..)
+ QL H.(Fyy — (H)F, H. ) H.Q.;. + Q.. F,H. (Q.; — H.Q.;.).
(5.27)

Notice that from Assumption (L1),

1Qri > = O A I1*) - 12,27 = O™,
1Qe |17 = O(|A 1Y) - |Z2Y2)|% = O(g%ke).

Together with Lemma 5.6, the first statement of Theorem 5.3 and Assumption (R1), we have

~ 2
(Crij — Chij)
1—28, .. 1—26, —1,.1426,.1—36, 1—6c1—0, 1461 =46, i, ,2—8c,1—0
:Op(p kr g ke 4T p+ 1 kr g 1 ,kc+p+ 1 ke g 17 0¢, ke

+ T—1q1+25c,1_36c,kcp1_6r,l_§r,kT + q1+5c,1_46c,kcp2_5'r,1_5r,kr ) )
This completes the proof of Theorem 5.3. []

Proof of Theorem 5.4. We first consider Ji;, which is given by

~ 1
Uy = ]_;)Yt]_q/(pq) = [t + ]—;)Et]-q/(pQ) = U —+ p—q Z Et,ija so that

i?j

Tt — fty = p_l AerFetA/ 1 +_ZZHJ€HJ M1+[,2

By Assumption (E1), since ||A. |1, [|Accl1 = O(1), we have ]u = Op( /(pq)). Also,
L2 = O((pg)~"/?) since E(I,,2) = 0 and Var(I,.) = (pq) > >, ;¥2;; = O(1/(pq)). Hence

1,1 is dominated by I, 5, and

. 1
VPa(fe — ) = /palu2(1 4+ 0p(1) = — § Seijersi(1+ op(1)) 2 N(0,72),
pq 1,J

where we use Theorem 1 in Ayvazyan and Ulyanov (2023) for the convergence in distribution.
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For o, consider the decomposition

~

a; — oy = ( — )1, + ¢ "Bl
= (e = i) 1y + ¢ T A, Fo AL 15+ ¢ (B x €)1,

so that
g
Qri — g = (e — i) + ¢ (Aey)i Fe AL 1y + ¢ Z Yeij€tij-
j=1

From what we have proved above we have |fi; — p:| = Op(1/,/pq). Since ||A..||1, [[Acclls =

O(1), we also have ¢~ '(A.,)iFe AL 1, = Op(1/q). Finally, E(¢ ' (X * €)1,) = 0
and Var(q~' Y79, B jerij) = 77 q ¥2,; = O(q™'), implying that ¢~ (X, * €)1, =

Op(q1/?) element-wise, thus dommatmg other terms. Hence for i € [p|, using Theorem 1 in

Ayvazyan and Ulyanov (2023),

q
V(@i — ani) = a7 Seienii(1+0p(1)) = N(0,92,).

=1

By Assumption (E1), each element of ¢! (X, €)1, is independent of each other. Hence
with integers iy < --- < 4,,, m being finite and 6,; := (a,,..., 0, ), by Theorem 1 in

Ayvazyan and Ulyanov (2023),

-~ D .
VA(Oay — 00) = N(0,diag(v2,,, ..., 72.:.))-

We omit the proof of asymptotic normality for Bt since the arguments used are in parallel to

those used for &y, using the independence of the columns in 3, * €; by Assumption (E1).
The rest of the proof is done if we can prove that 7, ;, 75 ; and 7, are consistent estimators

for va., 7,5 and 7y, respectively. From (5.6), since we assume am- — Chij = op(1) from

Theorem 5.3, then element-wise we have

Et - f‘t - at
= (e — i) 1,15, + (e — @)1, + 1,(8; — B\t)/ +(Ci — at) + E; = E¢(1 4+ op(1)).

Hence we have

(Et ) - {q_l( e r)i-Fe,tA;cA@cF;,t(Aem);. + q_l(Ae7r)i~Fe,tA/e,c(Ee * et);.
+q (B * €)i(Be * €); H1+ op(1))

:OP( _1)+O ZEEIJ Etz] (1+0P ZEEU
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L)
- Vayio

where we used the Markov inequality to arrive at ¢~ >4 %2 (e}, — 1) = Op(q~"/?), know-

ing that each X ;; is bounded away from infinity by Assumptlon (E1). A parallel argument

(omitted) can show that 3/23 ; Is consistent for 727 ;- Finally,

=p Zq Dis 20 Z’ym o

=1

This completes the proof of the theorem. []

Proof of Theorem 5.5. We construct the asymptotic normality for rows of our factor loading
estimators. We only prove the result for the row loading estimator, and the proof for the column

loading estimator would be similar (omitted). For any j € [p], consider the decomposition

p T
Qrj —H.Q =T'D;' Y Qi Y (Rey)s
i=1

t=1

T
(5.28)
rt 1] +T 1D ZH er Z(Rr,t)ij

=1 t=1

p
=77'D;' ) (Qui — H,Q,;)

i=1

=1 +12+I3+I4+I5—16—17—18—29—110—111 +Zio +1i3, where

\Mﬂ

D T T
Il = %ﬁrl ZHrQr,i- Z(CtE;)lJ’ I = _D ZH er Z( Cg)ij’
o 'L:pl t;l t=1
I3 = ?D;l ZHer’- Z(EtE;)zj; Iy = — qu ZH QH Z 1 E;tlpEthl;)lJ7
— t_lT i=1 t=1
Ts = quD ZlH Qi ;<1;E21p1p1;E2)m,
Ty = D ZH Q. Z CE1L1),, Ir: D ZH Q.. Z P, EC))ij,
1 - ; 1 . ;
Ig := D ZH er Z(EtEllp]-;)”, 1y : D ZH QT”L Z( 1;;EtE;)wa
1 i=1 tTl i=1 t=1
Ly = _D 1ZH QM Z( 1q1:1E:f)ij>
t=1
Ty = Tp p Z (1LE;1,)%1,1)),,
=1 t=1
T

1 ~
Ty = T—pQD;l Z HrQr,z‘- Z(lgEtEglplpl;%i?
=1

t=1
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1~ p

— _D-! Q.. — :
Il3 T TDT‘ ;(QT,Z' HTQT,1~) s

]~
=

We shall show that 7, is the leading term among the decomposition in (5.28). To obtain the
rate for Z,, from Assumptions (E1) and (E2) we have for any i € [p|, h € [q],

Etzh— § aew e,r,i- et w ech + ezh E aew €,t— w ih

w>0 w>0

Consider first Zle . (szO aeva;’T,i,Xevt_wAeycvh.)A’Qh.FgAw-.. We have from As-
sumptions (F1), (E1) and (E2) that

B[ (S aeAl X wAuen )AL AL )

t=1 h=1 w>0
T gq

= COV{ Z Z A/c,h~ ( Z af,wX/f,t_w) Ar,j- < Z ae,wA,emi.Xe,tfwAe,c,h) 3

t=1 h=1 w>0 w>0
q

Z A (Z af7wX,f7t—w>A7”] (Zaew e,r,i- etfwAe,c,h-> }

t=1 h=1 w>0 w>0

T
DD GGt AP (Al Al [Acen ]l IAcerl - 1 Acrll”
t=1

q q

h=1 =1
= O(T) - [ Ar|I* - | Acsi |
(5.29)

Consider also > 7 > | ZtT:l Qri-((Ze)in D0 e (Xet—w)in) AL, Fi A, ;.. Similarly, by
Assumptions (E1), (E2) and (F1), we have

By )

q T
Z Qr,i- ((Ee)zh Z ae,w (Xe,tfw)ih> A/c,h.FéAr,j

1=1 h=1 t=1 w>0

p g T

= COV{ Z Z Z Qr,i- ((Ee)zh Z as,w(Xe,tfw)ih> A/Qh.F;jAr,j-a
i=1 h=1 t=1 w>0
P L& o (5.30)

Z Qr,i- ((Ee>zh Z Qe (Xe,tfw)ih) Ac,h.FtAr,j-}
i=1 h=1 t=1 w>0
p q T

DD Gty 1A Ak ® - (BF, - 1Qra ]’

i=1 h=1 t=1 w>0

O(T) A A - 1Q %
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Hence using Lemma 5.3, it holds that

D T q
I1Z* < TQHD o AR D Qra DD EvnAlL, FiA
=1 t=1 h=1
1 p q T 9
== OP <ﬁp726r’kr quéc 1) { ‘ Z Z Z Qrz < Ee)ih Z ae,w(Xe,tfw)ih> A/Qh.F;Ar,j-
1 h=1 t=1 w>0

] .
I

+ (i Q) S [i (3 AL X wAocs ) AL FIA, )

i=1  t=1 h=1 w>0

— OP( 207 ks q*%c,l . Tq5c,1> — OP <T71p726r,k7-q75c,1)’

2P

where we used Assumption (L1), (5.29) and (5.30) in the last equality.

For Z3, first notice from the noise structure in Assumptions (E1) and (E2), we have

p q T

Var( Z Z Z Qr,i-Et,ihEt,jh>

i=1 h=1 t=1
p p q q T ker kec

1) ’ Z Z Z Z Z Z Z Z azel,wAe,TamAe,TaunAg T]TLAg c, hmAg c,lm

i=1 u=1 h=1 I=1 t=1 n=1 m=1w>0

Qi - 1Que | - Var(Xey—w)iim)

p g T

DY SN al (B0 (B2 1Qu - Var(Xe e )in(Xe—w)in)
i=1 h=1 t=1 w>0

=0(T+Tq) =0(Tq).

Moreover, it holds that

P qg T
E(Y DN B

i=1 h=1 t=1
>3
=1
and with max; [|Q,.; |2 < || A, |12 - |Z+ /|2 = Op(p~9), we thus have

—0p <T‘2p_2‘5’°vkr g2 (Tq + T2q2p_ r,kr)> = Op(T" Ly~ 20k 1= 20e +p—35hqu2—25c,l)‘
(5.31)

)

T
D (Al 1Al - 1Ayl + (Ee)ihﬂ{izj})‘ = O(Tq),

h=1 t=1

I1Zs]1* <

Z Z Et zhEt Jh

t=1 h=1

1B, L \

S e



188 Chapter 5. Matrix-Valued Factor Model with Time-Varying Main Effects

Consider now Z, and Z5. From the proof of (5.49) in Lemma 5.2,

I4 T 9
T < s IO - B || 30 Qs SO (1B, B 1)
=1 t=1
1 R p p T 2
< gD IH - (D219 7) 3o (1B, Ba,L,)
=1 =1 t=1

T
2
=0Op (T72p72725r‘k7 9727260’1) : H (Z llqE:slpEth%) J H
t=1

— 0, (T’2p72’25’“’”q*2’25c’1) . g]}g{ [Z (Z Z E, w) Z E, kh] }

t=1 i=1 u=1

— Op (T*2p72*2‘srvkr q72725‘”1 (Tp2q2 4 T )>

1-26 20e, 1)

= Op (T gt 47 e

where we used Lemma 5.3 in the third line and (5.63) in the second last equality. Similarly,

I1Zs]1* <

T 2
o ) (LELLLED;

p
< o ID7 I WL

2
= Op (172> Pkeg ) | <Z 1ELELL) |

—0Op (T—2p—2—26r7k,,q—2—26c,1) H Z (Z Z E, w) Z Et]h} }

t=1 =1 u=1
— OP{T72p72725T,kT q727260,1 (Tp2q2 + T2pq )}
— OP (T_lp_26r’qu_2éc’1 + p_1_267"7k7‘ q—265,1)7

where we used again Lemma 5.3 in the third line and (5.63) in the second last equality.

Consider now Zg, note first from Assumptions (E1) and (E2),

Et,hu - Z ae,wA/e,r,h.Xe,t—wAe,c,u- + (Ee)hu Z ae,w(Xe,t—w)hw

w>0 w>0
Thus, we have

COV(Et hus Es vl) = E[A/@T’h.Fe,tAe,c u- Aé el F/@SAe,r,v] + ]]-{h:v}:n-{u:l} (Ee)}%u E[Ea.ues,l]
- A/e el Ae c,u- A; r,h- e,r,v- ' Z ae,wae,w+|t—s\ + ]l{h:v}ﬂ{u:l} : (Ee)iu Z @e,w&e,w+\t—s|-

w>0 w>0

Hence if we fix t € [T],h € [p],u € [q], then for any deterministic vectors n € R*" and
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g.j € R*, we have

T p ¢ T p g
Y Y E(Bpn'Fig-EyjFm) =Y Y Y Cov(Eyu, Eww) - E(n'F,gj'F,n)

s=1 v=1 [=1 s=1 v=1 [=1
P g
/
= E E {O( eclAecuAerh e,r,v- E ,E :E :aewaeerlt s|Af,mA fm+|t—s|
v=1 =1 w>0m>0 s=1

T
+ O(]l{hzv}]l{u:l} ' (Ee)iu) : Z Z Z ae,wae,w+\t—s|af,maf,m+\t—s|}

w>0m>0 s=1

p q
- Z Z O( e,c,l- Aecu Aérh Ae,r,v- + ]]-{h:v}]]-{u:l} : (Ee)iu) = O(l),

v=1 [=1

where for the second last equality, we argue for the first term in the second last line only, as the

second term could be shown similarly:

§ E E Qe e w+|t—s|Af mAf mi|t—s| = E § Qe w@fm § Qe+ |t—s| A f m+|t—s|

w>0m>0 s=1 w>0m>0
3 >
<D0 laeael o (Z s (X ) € X S lacal oyl
w>0 m>0 s=1 w>0m>0

where the constant c is from Assumptions (F1) and (E2). Finally,

T 9 ¢ p»p T )
B{ (XS CED) L =E{ (3 Bl FiA,)
1 u—
i Z i Z Z E <Et,huA;«,i.FtAc7u. . Es,lelql-F,sAT,i') = O(qu)

t=1 h=1 u=1 s=1 v=1 =1

M=

1

~
Il
—_
i
—
~~
Il
—

(5.32)

s

S
bS]
(S

Thus, we have

2 2
1 Z6]l” <

p
1D, - L \

T
Z C.E1,1));

—T22

2

T
B, | thE;mupl;)hj

T22
h=1 =1

P T

< 7 1D - FEL - 19 - Z(szgm)

=1 h=1 t=1

— O ( —2—26, . q_250’1 . TPQQ) — OP (T—lp—Q(Snk,\ql—Q(sc’l)’

where we used Cauchy—Schwarz inequality in the third line, both Lemma 5.3 and (5.32) in the
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second last equality. Similarly, we have the following for Z-,

p T 9
Z Qi Z(lpléEtCQ)ij

IZr)1” < g 1D 1% - I HL -

—T22

p
= o D7 I LI [

h=1 1=

p

Q..
1

Izh Et )

t
p

T
(1,1
=1
T
< 107 - L -1 - p{ S (CE, )
1

t=

=1
— O ( 2 —2—20, k,rq725(;71 . Tqu) OP(T 1p Oy qul 20, 1)

For Zg and Zy, their rates can be shown to be the same as that for Z3 by the following,

p T 9
IZl? < g 1D - LI Qs 2 (BB
T2p
p qg T
T“HD % ZZQMEMEWH

h=1 =1 [=1 t=1

<75 LD 2 pZHZ ZQ”EWE,:MH
1

h=1 =1 [=1 t=

= O ( 2 —2— 25rqu—25c,1 p (Tq + T2q2p— T,kT))
=0Op (T_ p- 267 &y q1—26c,1 + p—36T,qu2—25c,1)’

where we used Lemma 5.3 and (5.31) in the second last equality. The proof for ||Zy||? is similar
to the above by using the proof of (5.31) previously and omitted here.

For 7, first observe from the proof of (5.63), we also have for any j € [p],

iEKiiE“lewh) } O(Tpg* + T?¢%),

i=1 t=1 =1 =

then together with Lemma 5.3, it holds that

IZ10l* < 75 1D 17 - 1L |17

P T )
< T2 Z Qi Z(Ethllqu)ij

p
= IO I 3 Qe ZZEWZEW
=1

t=1 =1

< 215 - JEL - Q- Z(ZZEmZEm)

i=1 t=1 =1

— O ( —1-— 2&, kTq2725C’1 +p72725r’qu —20¢,1 )
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Consider now Z;;, we have

17 1* < D17 - L7 -

ZQMZlE’ o)

T
1~
< s D7 - LI Q0 -p{z VE1, }

—0p (T—Qp—4—26r,k,, q_Q_%C*l -T2p3q2) — Op (p_l_%’"*"’fq_ 6,1)7

—T242

where we used Lemma 5.3 and the rate from (5.10) in the second last equality.

For 7,5, we have

T
Z UEE]1,

2
< 1D - EL - 19 - p(zlEtE' )

_ O ( —4— 26T’€rq726011 . sz q ) — Op(pfl 26r qu2 20, 1)

1Tz < D715 - ([HL -

—T24

where the last line used the following result which can be shown similar to (5.56),

T 9 T q p p 9
E{(YueEL) }=B{(X3 DY Bubu) |

t=1 t=1 h=1 i=1 j=1

g p p T q

= Z Z Z Z Z Z Z Z Cov(EyinEy jh, Es il )

t=1 h=1 i=1 j=1 s=1 =1 m=1n=1

q p p
HEX 2.2 ]E[Et’ihEt’th? = O(TV°¢’ + T°P¢°) = O(T*P’¢).

Lastly, ||Z13]|? is dominated by the terms from Z; to Z;» using Cauchy—Schwarz inequality

and Theorem 5.2. We require the term Z; to be truly dominating by using Assumption (AD1)
12,

and we equivalently compare the rates without the term D 1. Notice the rates for || Z,||2, ||Z,
\Z5 |1, 1 Zs |12, | Z2||%, || Z10l, | Z11]]? and ||Z12||* are bounded above by the rate for ||Z;]|* which

is the same as || Zg|? and || Zy]|?. Thus, it suffices to consider the following ratio as p, ¢, T — oo,

”I3H2/Hzl”2 _ Op(l/pér’l + Tq/pér,1+5r,kr) — OP(l),

by the rate assumption Tq = o(p®1*%#). Therefore, Z, is dominating over other terms in
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(5.28) and hence we have

N 1~ . & T
Qr,j- - HrQr,j' =11+ OP(l) = fDr_l Z HTQT,Z'~ Z(CtE;)Z] + OP(l)
1 , Ti:l = (5.33)
= 7D, 'H; > Qi) (CE)y,
=1 t=1

where the last line used Lemma 5.4 and Lemma 5.5 in which D, and H are defined, respec-

tively. In the rest of the proof, we show

P T
VTuwg - %DZIH: > Qi) (CE; = N(0,T 'ws - D 'HIE, ;(H;)'D; ),
i=1 t=1

with wp 1= p?rkr—Or1g¥ei=l and B, ; = plim, , 7, Var( P Qi Zthl(CtE;)ij). We
will adapt the central limit theorem for a-mixing processes as depicted in Theorem 2.21 in
Fan and Yao (2003). First, define B;; := \/wp - D;'H; > " | Q,..(C,E});;, and also let
bei =D 50 GewXet—ws Peitt 7= Yoo Gew(Xet—w)uand by, :=>" _ar., Xy, Which
are indepen&ent of each other by Assum{ation (E2). )

Since we may write B = h(be, (be,itt)icip)ic[q, Py:) for some function h, we conclude
B, is a-mixing using Theorem 5.2 in Bradley (2005). Observe that E[B;,;] = 0, and we show
in the following that there exists an m > 2 such that E[||B;.||™] < C for some constant C,

4 2y m/2
m m/2 —1m * | m
BBy, ") < W’ - D7 - B - Q7 B{ Y (Y Bl Fian) ]
1

i=1 =
= 0@ g)™?) - D = O(1),
where we used Lemma 5.1.2 and the definition of wp in the second last equality, and Lemma 5.4
in the last equality. Theorem 2.21 in Fan and Yao (2003) then applies, and hence
T

1 ’ 1«
VTws - =D, H; > .Q. ) (CE); = Vs > Bj
=1 t=1

t=1
2 N(0, T 'wp - D 'HIE, ;(H)'D; ).

Together with (5.33), we arrive at

(TpQ(Sr’k,r—ér,lq26c,1_1)1/2 . (QT‘,j‘ - HTQT,]")

D (5.34)
= N(0, T~ p*rsr—orig2er—1 . DTHIE, (HY)'D; ).

This completes the proof of Theorem 5.5. []
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Proof of Theorem 5.6. We only prove the scenario for T'q = o(p°' %), which is on
showing the constructed estimator for the row loading estimator is consistent. Note [A)r consis-
tently estimates D, by Lemma 5.4, and H, consistently estimates H by Lemma 5.5. Then

T

T P
H Var{ Z Qi ; CtEg)ij}H; = Var{ ; H, Q.. ;(CtE;)ij}
T T

(77D,'QQ > FLQUQF,, ) Qe Y (CE), |

i=1 s=1 t=1

— Var{ i ij (7'D;'qQ; Z:; C,C.s ) (CiEY) ).

t=1 =1

AMNS

= Var{

S

By Theorem 5.2, (ji;, &, Bt) is consistent for (y, oy, 3;). By Theorem 5.3 and the rate as-
sumption in the statement of Theorem 5.6, Gt is consistent for C; and hence ]/E\Jt is consistent
for E,. Thus, we conclude that f)fjAC is estimating H, =, ;H/. consistently (Newey and West
(1987)) and hence result 1 is implied. Result 2 then follows, and results 3 and 4 can be shown
similarly (details omitted). This completes the proof of the Theorem 5.6. [

Proof of Theorem 5.7. Combining (5.4) and (5.6), we have

:/E\]t — it — ét — MthMq - ét — MpCth + MpEth — at
= (C; — Cy) + MA,, F AL M, + M,(Z, €)M,

where the second line used (IC1) being satisfied, so that M,A, = A, and M,A. = A.. Hence

6
¢ (EE; —q_le“J ZL-? where

I, = qil{l\/[p<2E * Gt) (2 * €t p}zz qil Z Ee Jig?

Iy = qil{(at . Ct)(ct _ Ct) Vit (5.35)
I3 := ¢ 1M, AerFetA’ M,A F. AL M},

I == Op(q~*{(C; — C)M A, F. AL M,},),

I5 := Op(q~{(C; — t)Mq(EE * €)' My }i),

Is == Op(q  {M,A, F Al M, (. * €)' M,};;).

By an assumption in the statement of the theorem, we have Iy = op(q~ ). Since | M, A, .||y <
ML |[1]|Ac. |l = O(1), with the finiteness of k, and k., we have I3, Is = Op(q~'), and by the
Cauchy-Schwarz inequality, [, = OP<[21/2 Ié/Q) = op(q~"). Writing 1,;; == (2, * €);;, we
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can expand
2o (1<
ZEEIJ Etl] - _Z (_Znt7fj>77t,ij
q] 1 pf
(zﬂ?t >Z77tw Z( ang) —< il > ( ZUtz;),
J=1 i=
= _Zze i 6tl] - piqznt%z] Zznt@ntm (536)
j=1

] 1 040
+O0p(g ' )+ O0p(p™") + Op(p'q™") + Op(g™)

=~ Zzew Etzy (1 + OP(]-))7

where all rates of convergence above are obtained from applying the Markov inequality. Hence

(Etﬁ,)“ - E?z] . _I(Etﬁl)ii - q_l q 231]
\/Z Egljvar<€t z]) \/q Var 6t z])Eém
q_l q Ezz](et ij 1)(1 + OP(l))
\/q_2 q Var Et zg)zéz]
D

= Ziy 2, N(0,1),

where the last line follows from Theorem 1 in Ayvazyan and Ulyanov (2023), with

-1 q (X2 (e —1
Z q e elj( t,ig 4) : 7;6 [p]’
\/q_2 Z Var('St z])ze iJ

so that we can easily see that the Z; ;’s are independent of each other by Assumption (E1). The

proof for (Etf};)“ completes since from the calculations for /;, we see that
= Op(1, L’ 1) = op(q~?).
For (E,E});; under Hy, note that we have
E, =(C,—C)+ Ae,rFe,tA/qc + (B * &),

with the rate for Cv’t,ij — Cy;; the same as that for @ij — (45 since the estimation procedure for
FM is essentially the same with the same assumptions on the factor loadings (apart from (IC1)
which is not important for FM), the factors and the noise. Hence the proof we employed so far

can be replicated with M,, and M, replaced by the corresponding sized identity matrices, and
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we arrive at the same conclusion with the same 7, ;’s.
For (E/E,) ;; under both Hy and H, and (E/E,),; under Hy, the proofs are parallel to that
for (Etﬁg)”, and we omit them here. [J

Proof of Theorem 5.8. We provide the details of proof for the inequality concerning
Py .o(Yat > Gya(f)). The other one involves similar details and its proof is omitted.

Firstly, using triangle inequality, consider

ot — Yot < EA' 71EE/¢¢
max|[za — Yosl < _max |q” NEED i — ¢ (EiEul

6

< I |+ |,
< max [T +Zieﬁ,?é{m(| o + 1)),

where I, ¢ = 2,...,61is defined as in (5.35), and I, for { = 2,...,6is defined exactly the same
as Iy, except that M, and M, in the definitions of the /,’s are replaced by identity matrices of
appropriate sizes, and (A:t is replaced by C,. The definition of I3 is the same as [; in (5.35),
except that the term ¢~ ' 3 °1_, X2 . (¢7;; — 1) is absent in (5.36).

With pervasive factors, the uniform error rates for Ct (and C,, since the form of C, is
the same as that in (5.5), with rates for Q,, and Qc similar to QT and QC respectively) from

Lemma 5.9 is

{|Ctij — Crisl, 1Cris — Crijl}

i€[p] JE[‘I] te[T]

= O0p{((pg)™* + (Tq) ™ + (Tp) 2+ p~" + ¢ log(T) log(p) log(q)}.  (5.37)

From the proof of Theorem 5.7, we can see that /7 has faster convergence rate than other terms,
and in fact /5 (and hence 75) has the slowest rate of convergence for a fixed indices ¢ € [T] and

i € [p]. Taking maximum over all possible indices, using Assumption (E3) and (5.37), we have

wt = Yat| = Op(I5) = O Crsj — Ciijl - Y o€y
feg e = Ul = Onl0e) = O i 190~ ol i 15 © <)o

= Op{((pg) "+ (Tq) 2+ (Tp) ">+ p~' + ¢ ") log®(T) log®(p) log*(q)}.  (5.38)

Next, we assess the approximate “gap” size of the x,’s over ¢t € [T]. To this end, using

Theorem 5.7, and the fact that > 07_, Var(ef ;)¢ ;; has order ¢ uniformly over i € [p], we have

€,1]

q q

1 - log(p)
1 1 2
Top Xp Max E EEZ + —max Z; }x max{ E Eei-}—i— ,  (5.39)
PP e i LT T e S TG e T

showing that the “gap” between two ordered z,,,’s is Op{log(p)/(Tq"/?)}.
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With the “gap” size and uniform error in (5.38), consider

T
1
sup |F, o(c) — F,.(c)| =sup|= Hyo: <ct — Uz, <c
S0 [Fyc) = Frald)l =50 | 23 [1os < } = Lz }}'
1 X
S ig}g f tz; [1{xa,t + ?elaTX |xo¢,t - ya,t| S C} - 1{xa,t S C}] '

= 0t~ (7))
T?el%“xxat yat

~or{( Gt et p % ) o (1) o) o) .

where the last line used (5.38). Hence in particular,

]Py@(ya,t < a\w,aw)) = Fy,a(zja:,a(e)) > ]Fx,a(ax,a(e)) - Sgg |1Fy7a(c) - ]F:v,oc(cﬂ

20+Op{<\/_+\i[ %Jr\/?aJr\/sz>log2(T)10g(p)log2(Q)},

which is the result we want. [

Proof of Theorem 5.9. First consider E, i.e., result 1 in Theorem 5.9. For j € [k, ],

Aj(% ictcg) ( ZA FALAFIAL) =\ (AlA, ZFtA’A F;)
t=1

=p r(ALAL) - N(ATA,) = [Alll} - N (SH0Z,300) = g%t - A(Z0) = p™ig’,
(5.40)

where in the second line, we used Assumption (F1) in the first step and Assumption (L1) in the
second. For the second last step, we used Theorem 1 of Ostrowski (1959) on the eigenvalues
of a congruent transformation 2114/7 zZ,,EX i of Z,, where we further used Assumption (L1) that
all eigenvalues of X 4 , are bounded away from 0 and infinity.

Since we have 7' 3] LL =7 ST CC + TS R, from (5.22), it holds
by Weyl’s inequality that for j € [k, ],

1 e~ 1 —
M) (o)

= op(w,), (5.41)

1 T
s

where w, = p’rkrg®1 is defined in Lemma 5.3, and the last equality used from the proof of

Lemma 5.3 that /(7" 3. R,.;)y = op(w,) for any unit vector v € R”. With our choice
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of &,., we also have
& Jwp = p gt 0 [(Tq) ™2 + p7H2] = o(1), (5.42)

where we used Assumption (R1) in the last equality. Hence for k, > 1, if j € [k, — 1], using
(5.41) and (5.42) we have

(T f‘tf*;) +&
NI L) 46
< N (TS CC) +6 + [N (T L L) =\ (T7 X1, GO
T ON(TIEL CC) & — T L) - N (T Y, GG
Aj+1 (T_l ZtT=1 thfe) +op(wr)  Ajn (T_l EtT=1 CtC;)

N = 1+ 1)) =< 5r,j+176r,j’
MN(TSL CCY) +op(w)  M(T YL, CC) (1+o0p(1) <pp

(5.43)
where the last line used (5.40). Moreover, for any j € [k, — 1],
Mot (TS L) + & A (TS L) +6
Mo (TP L) + 6, w; (1 + 0p(1))
Mt (T XL LAY & (5.44)
=0r{ " st

= OP{OP <PQ[(TQ)71/2 + pil/Q]/wr> + fr/wr} = Op(&./w,) = op(pri+i=0ord),

where we used (5.42) and the proof of Lemma 5.3 in the first equality, our choice of &, in the
second last, and the extra rate assumption in the statement of the theorem in the last. In the

third equality, we used the following (which will be shown at the end of the this proof),

T
1
Aj (T > CiCy) = Op(T g2 + M%), j =k +1,...,p. (5.45)
t=1

Hence for j = k. + 1,..., |p/2] (true also for k, = 1),

Aj1 (T_l Zthl Etf‘;) + & S & w 1
NS L) +¢6 — Op/w,) +&/w, — C

v

(5.46)

in probability for some generic positive constant C', where we used again our choice of &,
and (5.45) in the first inequality. Combining (5.43), (5.44) and (5.46), we may conclude our

proposed /k\r is consistent for k,.
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If k. = 1, then from our choice of &, (5.44) becomes

Nep1 (T Zthl Etii) +& _
Ao (TP LLY) + &,

Op(&-/wy) = op(1).

Together with (5.46) which holds true for £, = 1, we also conclude E is consistent for k,.

It remains to show (5.45). To this end, from (5.40) and (5.41), the first k, eigenvalues
of T1 ZtT:1 iti; coincides with those of 71 Zle C,C; asymptotically, so that the first &,
eigenvectors corresponding to 7! Zthl itf;; coincides with those for 7! Zthl C,C; asymp-
totically as T',p — oo, which are necessarily in A'* := Span(Q,), the linear span of the
columns of Q,.. This means that the (k, + 1)-th largest eigenvalue of 7! ZtT:l Eti; and be-
yond will asymptotically have eigenvectors in \V, the orthogonal complement of N'*. Then for

any unit vectors v € N, we have from (5.64) and Lemma 5.2 that
T

V(B = (3R

oS

which is equivalent to (5.45). This completes the proof of Theorem 5.9. [

) = Op(T~"pg'"? + p'?q),

As we have the same factor structure as Cen and Lam (2025b), we state Lemma 5.1 below

for further use and refer readers to Cen and Lam (2025b) for the proof in detail.

Lemma 5.1 Let Assumptions (F1), (E1) and (E2) hold. Then

1. (Weak correlation of noise E; across different rows, columns and times). there exists

some positive constant C' < oo so that for any t € [T],4,j € [p], h € [q],

ZZ‘ By in By i) ‘ <,

k=1 =1

q T
> |eov(Buinun, BuaBe)| < C.

=1 s=1

2. (Weak dependence between factor ¥, and noise E.). there exists some positive constant
C < oo so that for any j € [p|,i € [q], and any deterministic vectors u € R* and

v € R¥ with constant magnitudes,

{ 1/2ZZEtJh“FtV} <G, {pT 1/QZZEva/ } <C.

h=1 t=1 h=1 t=1
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3. (Further results on factor ¥,). for any t € [T, all elements in F, are independent of each

other, with mean 0 and unit variance. Moreover,
1 <& 1 &
0 > FF LS, =k, T Y FF DS =k,
t=1 t=1

with the number of factors k, and k. fixed as min{T, p, q} — oc.

Lemma 5.2 (Bounding Zthl R, ). Under Assumptions (F1), (L1), (El) and (E2), we have

T
2
Y CE||| =0p(Tp*"g),
t=1 F
T 2
Y EE]| =0pTpq+Tpg),
t=1 F
T 2
D_UELELL| = 0p(T'e" + T°p'"),
t=1
T 2
D _CELL = O0p(Tp*g),
t=1 F
T 2
D_EELL| =0p(Tp'q+T%'),
t=1
T 2
Y _ELLE| = 0p(Tp'e’ +T°pg),
t=1
T 2
Z(lgEilpflpl; P OP(T2p4q2),
t=1
T 2
> 1EE],1L1, = Op(Tplq + T*p°¢%).
t=1
Thus, with R, ; defined in (5.22), we have
T 2
. 2 2 2
H > Rud|| = Op(Tr'q+ T°pg).
t=1

Proof of Lemma 5.2. Using C, = A, F,; A/, we have (5.47) holds as follows,
T 9 p P T 2
Y cw =3 (D ALFAE,)
t=1 S G
P P g T 1 9
= AP 32 (00 B A F A ) = 0p(19400),
i=1 7,0

=1 h=1 t=1

9 T
— H S AFALE,
F t=1

(5.47)

(5.48)

(5.49)

(5.50)

(5.51)

(5.52)

(5.53)

(5.54)
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where the last equality is from Assumption (L.1) and Lemma 5.1.
To show (5.48), first notice from Assumption (E1),

E,;; = Al

eriFetAecj + Deij€rij-
With Assumption (E2), we have
COV(Et,ij7 Et,kj) = A,emi.Ae,r,I@ HAe,c,j- ||2 + Ez 231]-{1 k}s
and hence using Lemma 5.1,
T 9 p P T q 9
B(| S mE) =Y B (XY Burin) )
t=1 i=1 k=1 15

t=1 j5=1
P P T q T

g T
= Z { Z Z COV(Et,ijEt,kj, Es,ilEs,kl) —+ ( Z E[Et’ijEt’kj]> 2}

i=1 k=1 t=1 j=1 s=1 [=1 t=1 j=1

p p

=0(Tp*q) + Y O(T Al e,r,k-HAe,cII%vLTq-ﬂ{i:k}) = O(Tp’q + T°pg).
i=1 k=1

[\

For (5.49), consider first

T T
Z Z COV(-Et ij E; khs EsimEs kn)
t=1 s=1
T T
= Z Z COV{(A;’T,i.Fe’tA&C’j. + Xeijeris) (AL, FetAcen + Sern€rin), (5.55)
t=1 s=1
(A/e il Fe,sAe,c,m- + Ee,lmes,lm)(A/e,r,k"Fe:sAevcv"' + Ee,knes,kn)}
T T
= Z Z Cov <Ae i F tAe e, A,e k- Fe tAe c,hes A/e ol Fe,sAe’c,m‘A.;T’k,Fe,sAe,c,n‘)
t=1 s=1
T T
+ Z Z 1D (Ae ryi- F tAe ,CyJ A/e 7l Fe sAe c,m- ) : E<Ee,kh€t,khze,kn€s,kn>
t=1 s=1
T T
+ Z Z 1D (Ae i F tAe ,CyJ A/e rk- F Ae c,n > -E (Ee khet,khze,lmés,lm>
t=1 s=1
T T
+ Z Z E (Ae rk- Fe tAe ,c,h- Ae ol Fe sAe c,m- ) ‘B (Z@ijﬁt,ijze,knes,kn)
t=1 s=1
T T
+ Z Z E (Aé,r,k Fe tAe c.h A/e rk Fe sAe cn > : E<Ee,ij€t,z‘j26,lm€s,lm>
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T T
+ E g COV<Ze,ij€t,¢jze,kh€t,kh,Ee,lmES,lmEe,knGS,kn>
=1

s=1
T T
= E g COV{ erl( g aew e,t— w)Aec,j Aerk( g ae,er,t7w>Ae,c,h-7
t=1 s=1 w>0 w>0
/ 2 : / 2 :
Ae,r,l~ < ae,er,sfw> Ae,c,m-Aejr,k. ( ae,er,sfw> Ae,c,n-}
w>0 w>0
T T
+ D% Aerl ( aew e,t— w>Ae [NE Aerl ( ae,er,sfw>Ae,c,m-}
t=1 s=1 w>0 w>0
-E Ze,khet,khze,knes,kn)
T T
/
S B AL (D awXerw) Aces AL (3 tenXes ) Acen |
t=1 s=1 w>0 w>0

A;,r,k' ( Z ae,erﬂf—w) Ae,c,va,e,r,l. ( Z ae,er,s—w) Ae,c,m-}

w>0 w>0

Ze,ijgt,ijze,knes,k:n>

{
(
{
B SemermnSemesin)
{
(
{

A/677~7]€. < Z ae,er,t—w> Ae,c,h'A,emk;. ( Z ae,er,s—w> Ae,c,n-}

t=1 s=1 w>0 w=0
-E <Ee,ij€t,ij25,lmes,lm>
+ 30" Cov(SeisrisSemneuin SeamEoimSeinsin)- (5.56)
t=1 s=1

Consider the six terms in the last equality above, we have the first term as

ZZCOV{ e,r,i- (Zae ert w)Ae ¢, Aerk (Zae,wxe,t—w>Ae,c,h-a

t=1 s=1 w>0 w>0

A;,T,L ( Z aeﬂuXe,s_w) A€7C7m'AIe,T,k~ ( Z ae7er,S_w) Ae,c,n-}

w>0 w>0
T

-y Y&, E (A’BN.,Xet oA AL Koy Am)

t=1 w>0

‘B

VS

!
Ae,r,k-Xe,t—wAe c,h- Ae 7l Xe,t—wAe,c,m.)
I
Aeﬂ“,i'XEt wA@ 1CoJ Ae Tl Xe,t—wAe,c,m->

/
A@J‘,k.Xe,t—wAe c,h- Ae ok Xe,t—wAe,c,rr)
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T
!
+ E § , a’e, -E <Ae - Xe t— wAe 1CJ Ae rk- Xe,t—wAe,c,h-
t=1 w>0
/ /
e,r l.Xe,tfwAe,c,m- eyr,k.Xe,tfwAe,c,n)
- § : E Qe ( e,r,i- Xe t—whe ,C.J Ae r.k- Xeat_wA'eac7h'>
t=1 w>0

/ I
E( e,r,l.Xe,t—wAe,c,m- emk.Xe,t—wAe,c,n)

_O(ZAerkAec,jA/erlAeanerlAechA Ae,c,m~

e,rk-

+ZAMAW Al A Al

GT’Z

Ae c,h- A Ae,c,n-

e,rk- e,rk-

+ Z Z ai,w ||Ae,7“,k~||2 HAerZH HAe,CJ'“ ||Ae,c,h~|| ”Aeml'“ ||Ae,c,m~H ||Aecnn

t=1 w>0

- Z Z ag,w ’ e,rk- Ae ,CJ A/e Ty Ae ,Cshe Ae rk- A€7C7m' /e,r,l-A&C,n') ) (557)

t=1 w>0

where we used (E2) in the last equality that each entry in {X, ;} is independent with uniformly
bounded fourth moment. Similarly, the remaining terms in last equality of (5.56) are

T T
Z Z ]E{ e,ri- < Z Qe, u) e,t— u}) e,c,j~A,67r7l. < Z ae,er,s—w> Ae,c,m-}
w>0

t=1 s=1 w>0
B (Ee,khEt,khZe,knﬁs,kn)
T
Z A'/e rl e ,CyJ A/e T Ae,c,m- : Ee,khze,kn ' ﬂ{h:n}a (558)
t=1
T T
Z Z ]E{ e,ri- ( Z Qe, wXe = w)Ae ¢,j Ae k- ( Z ae,er,sfw> Ae,c,n-}
t=1 s=1 w>0 w>0
B (Ee,khet,khge,lmes,lm)
T
= Z A;r k- Ae NN B Al@ i Ae,c,n- : 2e,khze,lm : ]l{k::l}]l{h:m}; (559)
t=1
T T
Z Z ]E{ e,k < Z Qe, wX et— w) e,c,h-A;ml. ( Z ae,er,sfw> Ae,c,m-}
t=1 s=1 w>0 w>0

B (Ee,ijet,ijze,knﬁs,kn)
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T
- Z A/e,r,l-Ae,c,h~A/e,r,k-Ae7C,m' ’ Efvijzﬁk” ’ ]].{i:k}ﬂ-{j:n}a (-60)
t=1
T
Z Z E{A/e,r,k- < Z ae;er,tf’w) Ae,C,h'A/e,T,k- < Z ae,er,sfw> Ae,c,n.}
t=1 s=1 w20 w20
. E(Ee7i]’€t7ijze,lmes,lm>
T
- Z A,e,r,k-Ae,c,h-A/e,r,k-Ae,c,w “Deijietm L=y Lj=m}, ©>-61)
t=1

T T
Z Z Cov (Ee,szt,ijEe,khEt,km Ee,lmEs,lmEe,knEs,kn>
1
=O(T) - (1{i=z=k}1{j:h=m=n} + L=y Lj=m) Lin=ny + 1{i=l=k}1{j=n}ﬂ{h=m})- (5.62)

Using (5.57), (5.58), (5.59), (5.60), (5.61) and (5.62), we arrive at an expression for (5.56).
Thus, (5.49) can be obtained as

D= S (22 ) S )

t=1 =1 j=1

T
B(| Y uELELL,
t=1

T p g

=p { SIS DN Cov(Er i Evpns EsimEs )

P
k=1 t=1 i=1 j=1 h=1 s=1 [=1 m=1n=1

4 2
= O(TpBQQ) +p Z { Z Z i (A/emi.Ae,r,kz-A;’C’j.Ae,c,h + Zzz‘jﬂ-{i:k}ﬂ-{j:h})}

(5.63)

By (5.47) and (5.48), we can obtain (5.50) and (5.51), respectively as follows,
) T
< H Z C.E;
F
t=1

9 T
<H E.E

2
oLl = Op(Tp**q),

T
H > CELL,
t=1

T
H Z EE1,1
t=1

2
. 11,117 = Op(Tp*q + T°p’¢).
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Similar to the proof of (5.49), we can show (5.52) by

(| S manm]) =iiﬂa{[i<§Em><ifsm>r}

<~+
Il
A

P P T q
= {ZZZZZZCOV Etz]EtkhyEsszskn)
i=1 k=1  t=1 j=1 h=1 s=1 m=1 n=1
T q ¢
+ <Z EtZJEtkh]> }
t=1 j=1 h
p P T q ¢ 9
= O(Tp2q2) + Z { Z (A’erZ A87T7k,A;7c7j,Ae7C,h. + Ez,ij ﬂ{i:k}ﬂ{j:h})}

From (5.10), we can obtain (5.53) such that

[Sszm ], = { o agmin ) Il - onrte)

Lastly, from (5.48) we have

1,105 = Op(TpPq + T?p¢?).

2
S Ll ) HZEtE'

T
H S UEELLL,
=1
From (5.22), we have
T 2 T 2 T 2 T 2
|> R =o0n <H S cE| +| Y e S UELELL|
t=1 t=1 t=1 t=1
T T 9 T 9
> CELL, S EELL| 4 Y B
t=1 t=1 t=1

T 2 T 2
+(pg) ?p 2| ) J(1EL,) 1,1, Lt p*‘*H > UEELLL .
=1 t=1

+ (pg)?

= Op(Tp*q + T°pg?),
which completes the proof of Lemma 5.2. [J

Lemma 5.3 Let Assumptions (M1), (F1), (L1), (El), (E2) and (R1) hold. Then define w, :=
p‘s"v’“r q‘SCv1 and w, := q‘sc’kc p‘”vl. We have

ID; e = Op(w; "), ID M|k = Oplw; ).
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Proof of Lemma 5.3. It suffices to show the bound of |D!|| p, since that of [|[D; || » would
be similar. First, we bound the term ||[A); |2, by finding the lower bound of /\kT(IA),,). To do

this, consider the decomposition

leme o, 1w 1 <
t=1

Since ||| = 1, we have by Lemma 5.2,

~ 2
’&”(7)’2 < . — Op (T—lp2(1_57-,k7«)q1—26c,1 +pl—26r,qu2(l_5c,l)> — Op(l),

1
w2T*?

T
E Rr,t
t=1

where the last equality used Assumption (R1). Next, with Assumption (F1), consider

T T T
1 1 1
A,%(T ;le ctcg) - Akr(f ;:1: ATFtA;ACF;A;) > M\ (ALA,) - /\kr(? S thA;ACF;)

t=1
=p pér,kr ' )\kr (tr(A/cAC)ET) p péT’k’" qécvl = W,.

With this, going back to the decomposition (5.64),

T T
. 1 1 N
-1 —= -1 — ! -1 J— / ~
w, Ak, (D) = w7 Ay, (T ;1 tLt> > W, A, <T ;1 CtCt> — sup |5 (¥)] =p 1,

vII=1

and hence finally ||[A); U, = Op ()\,;Tl(f)r)) = Op(w;t), which completes the proof of
Lemma 5.3. [J

Lemma 5.4 (Limit of D, and D.). Let Assumptions (F1), (L1), (E1), (E2) and (R1) hold. With

~

D.,, [A)c and w,, w. defined in Lemma 5.3, we have

w'D, & W'D, = w 'tr(ALA,) - diag{\;(ALA,) | j € [k]},
w'D. B wI'D, = w'tr(ALA,) - diag{\;(ALA,) | j € [k]}.

Proof of Lemma 5.4. 1t suffices to show the limit of ]A)T, as the proof for ﬁc will be similar.



206 Chapter 5. Matrix-Valued Factor Model with Time-Varying Main Effects

We first show .

D CC 5 r(ALAL) - w ' AAL (5.65)

t=1

where )y, (tr(ALA,) - w, 1A, Al) < 1. By Assumption (F1), we have

1
w, T

T T
1 1
]E( 3 ) _ Y E(AFALAFAL) = tr(ALA,) -w; A A
WTT - CtCt er a ( [ t r) U'( c ) W /)

which used the independence structure among elements in F;. Furthermore, for any 7, j € [p],

T

Vaf{(waZCtCi)ij}
= szz ZZCOV{ <Zawaft w) <Zawa’ft w) i

t=1 s=1 w>0 w>0
.\ ( > afﬂqu,s—w) ALA, ( > ap X, w> Aw’}
w>0 w>0

- Y er( AL XA )

t=1 w>0 >0

=w2TQZZZafwaﬂ (IAlF) = O(T ' p~>ntr) = o(1),

t=1 w>0 >0

where we used Assumption (F1) in the third last equality, and both (L.1) and (F1) in the second
last, which concludes (5.65). Then it holds that

T
1 ~ 2
§ L.L —tr(A’A,) - w 'A, A’
Tt:1 tHt r( c ) W r F

T
2
Y CC,—u(ALA,) W 'AAL
F
t=1

Wy
1 TAA 1 T 9
<2-H LI — C,C!
- erz e w,,th_; e

=

Wy

T T
1 2 1 , / . 2
=2 erT Z Rr,t F +2- HWTT Z tht - tr(AcAc) * W, ATAr h

— Op <T 1p20=6nk,) o 1=26c1 _|_p1726nqu2(1760,1)> +op(1) = op(1),

where the second last equality used Lemma 5.2 and (5.65), and the last used Assumption (R1).
Using the inequality that for the i-th eigenvalue of matrices A and A, |A\;(A) — A\(A)| <
||K — Al < ||f& — A||r, we have for any i € [k,],

(W 'Dy)ii — (W "Dy )il = op(1).
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Thus, w.'D, % w-'D,. This completes the proof of Lemma 5.4. (]
Lemma 5.5 (Limit of H, and H.). Under Assumptions (F1), (L1), (El), (E2), (RI) and (L2),

H, 5 H' = (r((ALA)Y2 - DIV ZY2,
H, % H' = (tr(ALA,)V2 - DIVA(T) 22,

where D,., D, are defined in Lemma 5.4, and T}, I} are the eigenvector matrices of tr(ALA.) -
w2y % 4,27 and tr(ALA,) - 51Zi/2EA,CZc/ , respectively.

Proof of Lemma 5.5. The proof of the two limits are similar, and hence we only show the
probability limit of H, is H. First, left-multiply w, Al ZQ; on (5.24), we have

T
2QQ D)~ 70 (1 Y LG,
1 « _ N
= (72w 2 QQF 2 QQF, Z + Ry ) (2°QQ)),
t=1

where R, s == 771 ZL w;1Zi/QQ;RT7tQT(Z}«/ZQ’TQT)*I. This implies each column of
(Z}n/QQ;QT) is an eigenvector of the matrix (7! ST wr_lZi/QQ;QTFzﬁtQ;QCF’Z’tZ;l/Q +
R, es). Note that

1 A1 R
C,C. )0 — trf(A’A)!-D
+tr(A/CAC)Q< T; t t)Q r(AcA) r

whose Frobenius norm is op(1) by (5.65) and Lemma 5.4. We arrive at
(2,°Q,Q)(2/°Q/Q.) & w(A{A,) ™" D,.

Thus, the eigenvalues of (Q.Q,)'(Q.Q,) are asymptotically bounded away from zero and in-
finity by Assumption (L1), and hence ||(Zi/2Q;QT)_1||F = OP(HZT_l/2||F). Therefore,

1 < 2
SR,
T — F

— Op (T—lpz(l—ér,k,.)ql—zac,l +p1‘25’*qu2(1_56’1)> — op(1),

R sl = Op(1) 12207 - 10222 QuQy) I

(5.66)
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where we used Lemma 5.2 in the second last equality and Assumption (R1) in the last.

Denote the following as the normalisation of Zi/ ZQ;QT,
T, = (r(ALAL)"?- (Z}«/QQ;QT)D;UQ‘

Using the limit in (5.65), we have

T T
1 1
72w LPQQF QY2 = Y T ALAFALAF(ALA,)(ALA,)
t=1 T ot=1
Ztr(ALAL) - w N (ALA)(ALAL)(ALA) T = w(ALAL) - w122y, 212

By (5.66), Assumption (L2) and eigenvector perturbation theory, there exists a unique eigen-
vector matrix '} of tr(A’A,) - w;lz}«/zzmzi/? such that ||[T' — T',|| = op(1). Thus,
Q,Q. = (ir(ALA,) DT 2,2 B (r(ALA,))"/*DYA(T}) 2,12,

r

and hence using (5.65) again, we obtain

T
~ o~ /1 ~
H, - D'Q (? 3 ATFtA’CACF;A;) Q.x;. % D'Q <tr(A’cAc) . ATA;> Q.25
t=1
— (ALA,)-D;'QQ.Z°Z°Q.Q, 55} % (w(ALAL) - D, V(T 2,
which completes the proof of Lemma 5.5. [J

Lemma 5.6 Under the assumptions in Theorem 5.3, for any j € [p],1 € [q],

HQTJ' . HrQr,j- ”2 = Op (T—lpér,l—%r,m q1—266,1 + p—3(5r,kT q2—2c5c,1)7 (5.67)
||Qc,l~ N Hch,LHQ - Op (T—1q66,1—266,kcp1—26n1 + q—350,kcp2—26r,1). (5.68)

Proof of Lemma 5.6. For Q, ;. — H,Q,.,., first consider the case when Tq = o(p®r#rT9n1),
From (5.34) in the proof of Theorem 5.5, we have

”Qr’j. _ HrQr7j.||2 — OP((Tp26r,k7‘—6'rvlq2($c,1—1)—1)' (569)

Now suppose T'q = o(p°*+°1) fails to hold. From the decomposition of @m-. -H,Q,;

in (5.28), the leading term among the expressions will be Zs. It has rate

|Z]|* = Op (T~ 'p=2rkrg' =20t o p=30nkr 27201y = Op (p~Frkr g~ 20e1) |
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where the last equality used the fact that T'q = o(p°~+ ') does not hold. Thus we have

Q.. — H,Q, ;|2 = Op (p0rsrg?=2%1), (5.70)

Combining (5.69) and (5.70), we arrive at the statement of (5.67). The proof for (5.68) is
similar and omitted here, which ends of the proof of Lemma 5.6. [

Lemma 5.7 Let Assumptions (F1), (El), (E2) and (E3) hold. Then for any deterministic vec-

tors u € R¥ and v € R¥ with constant magnitudes,

1
i< (D)7 Z ZE’”hu Fiv = Op(log(p)).

h=1 t=1

(pT =172 ZZEt niv'Fyu = Op(log(q)).

max
ield] h=1 t=1

Proof of Lemma 5.7. We only show the first result as the proof for the second is similar.

From Assumption (F1), (E1) and (E2), we may rewrite £, ;, and u'F,v as

/
Et,jh - A@J«,j.( E ae,ant—w)Ae,c,h- + Ee,jh( E aggXE,t—g,jh)a

w>0 g>0

ke ke
/
uF,v = E E E g1 X f i1 mnUmUn,

m=1n=1 [>0
so that for any j € [p],

qg T kr

Et,jhu Ftv - Ae i ( Qe, w e,t— w) A e,c,h- CLf,l‘er,t—l,mnumvn
h=1 t=1 h=1 t=1 w>0 m=1n=1 [>0
qg T kr ke
+ E E Ze,jh( E a'e,gXe,t—g,jh> E E E a'f,le,t—l,mnumUn~
h=1 t=1 g>0 m=1n=1 (>0

(5.71)

Consider first the second term above, i.e.,

kr ke
Zzumvnzzaflaqlz <ZZ6JhXEt gjh)Xft l,mn-

m=1 n=1 1>0 g>0 t=1

Fix [ > 0, g > 0. By Assumption (E3), for each ¢t € [T], we have ZZ 1 X inXet—gin ~
subG(C'q), with arbitrary constant C} > 0 such that Cyq = Y77 _ %2,
dent over g. Notice that X, ~ subG(1) by (E3), then (3> _7_, X inXe1—g.in) X ft—tmn ~
subE(1/C}q) which is independent over ¢, and hence ZL(ZZZI SeinXet—gin) X fi—tmn ~

which is indepen-
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subE(y/C1¢T). Then sum those sub-exponential random variables over [ > 0, g > 0, we have
by (E2),

ZzaflaegZ(ZEethet gjh)Xft Ilymn ™ SUbE(\/ CQQT)a

1>0 g>0 t=1

with some arbitrary constant Cy > 0. As k,, k., k., and k. . are all constants, we conclude that
the entire second term in (5.71), together with the first term therein, are also sub-exponential
with parameter of the rate \/q7". Therefore, for each j € [p], it holds that

—1/2 Z Z Et Gpa FtV

h=1 t=1

is sub-exponential with parameter of constant rate. Using the union bound, with some arbitrary

constant C's > 0, we have

P(mx E,; qu>5)<eX log(p) — Cse t, 5.72

implying that max;cp,(¢7) /230 S| By jnw’Fiv = Op(log(p)). This concludes the
proof for the lemma. [

Lemma 5.8 Let all assumptions in Theorem 5.3 hold, and let Assumption (E3) also hold. Then
with R, ; defined in (5.22) and R, in (5.23), we have

T

r]réapﬂ (>R, H = 0p{(Tpq + T*¢*) log*(p) }, (5.73)
t=1
T

Ij%a;f‘ > Rey). H = Op{(Tpq + T?p*) log*(q) }. (5.74)

t=1

Proof of Lemma 5.8. Consider (5.73). Essentially, we need to show similar results in
Lemma 5.2. To this end, we show the corresponding versions of (5.47) and (5.48), and the
remaining terms are based on the derived results and can be shown (omitted here) using the
same machinery of sub-exponential distribution and the union bound as in (5.72). To start with,

using the first result in Lemma 5.7, we have

q

p T
’ Z CtE’ H — Z HAm-,| - max ( Z Eyih HA
=1

el M3 S i

= Op(Tp"*qlog*(p)).

max
JEp]

2
FtAc,h->
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Similarly,
D qg T 9
E,C _ { AL ( Al FA, ) }
e | Z ), [ = max {1l Z 323 Fua A ke
P 2
<maxHA”H ~maxZ<ZZE“h WFiAc h.> :Op(qulogQ(p)).
iclp] el = N = A
Next, consider
T D T q
max ‘ EE’) ’ = max ( Ein B, ‘h>2 (5.75)
jel) ;( Tl el S N e TR '

Given j € [p], first consider first i # j. By Assumption (E1) and (E2), we can write

ke,r ke,c

Et,jh = E E Ae,r,ije,c,hn( E ae,er,t—w,mn> + Ze,jh( E a€,gXe,t—g,jh)7
m=1n=1 w>0 g>0
ke sT ke c

Et ih — E E Ae 7’17' e,c hv( E ae,lXe,t—l,T"/> + Ee,ih< E ae,ﬁXe,t—ﬁ,ih> .
=1 y=1 1>0 £>0

. . T .
Then among all terms in the expansion of thl ;11:1 EyinEy jn, consider

T q
E E ae,gae,§§ E Ee,jhEe,ihXe,tfg,the,tfg,ih'

g>0 £>0 t=1 h=1

Fix g > 0 and £ > 0, then it is direct from Assumption (E3) that > ;> in Xe g inXet—¢.in
is sub-exponential with parameter of constant order and independent over h € [¢] and t € [T].
This implies Zthl 22:1 Ye jhdie,ihXet—g,jhXet—g,in 1S sub-exponential with parameter of order
(T'q)'/?, which also holds true for 7 o> .- e gtice S S S nBein X ginXei—ein
by Assumption (E2). Thus,

T q

max Z{Z Z e jh ( Z a€7gX5’t_g,jh) Yleih ( Z ae,gXe,t_g,z‘h)}Q =Op (qu log? (p)) .

c
J€lp) t=1 h=1 9>0 €0

(5.76)

Using the same argument above, with the independence between {X.,} and {X.;} from
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(E2), we have

D T q ker kee
max {ZZZZAer]m echn(zaew e t— wmn) ezh(Zaeert {zh)}
i€l 5 t=1 h=1 m=1n=1 w>0 £>0
= Op (qu log*(p)),
P T g ke ke,c
maX {Zzge]h(zaeg €t— g]h)ZZAerrrAech’y<ZaelXet lT’y)}
i€l = NS o 9>0 =1 y=1 1>0
= Op(Tpqlog’(p))

(5.77)

In the expansion of 3, S>¢ . E,;,E, jy, for any i € [p], consider now

q ker kec ker kec

Zzaewaelzzzzzerrw e,c,hy er]mAechnXet wmnXet Ly

w>0 >0 t=1 h=1 m=1n=1 7=1 y=1

which is sub-exponential with mean of order 7" and parameter of order ||A. |« - (T)'/? by

Assumption (E1), (E2) and (E3). Hence by the sparsity of A., according to (E1) again

q ke,r ke,c

D T
IJ%?IJD}]( { Z Z Z Z Aeﬂ",ije,c,hn ( Z ae,er,t_w,mn>

t=1 h=1 m=1n=1

o v (5.78)
Z Z Ae T, m— e,c,hy < Z ae,lXe,t—l,T'y> }2 = OP (T2 10g2 (p)) .
=1 v=1

>0

To bound (5.75), it remains to consider
YIS 3) ST
g>0 £>0 t=1 h=1

which is sub-exponential with parameter of order (7q)"/?

, similar to the case as in (5.76), except
that the mean is of order 7'q. Therefore,

o (5.79)
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Finally for (5.75), combining (5.76), (5.77), (5.78) and (5.79), we have
T

max H Z (EtE;)]Hi = Op((Tpg + T%¢*) log*(p)).

jelbl 1 4=

This ends the proof for (5.73). The result (5.74) follows similarly to (5.73) and this concludes
the proof of the lemma. [

Lemma 5.9 Let all assumptions in Theorem 5.3 hold, and let Assumption (E3) also hold. Then
we have

maXHQr] HTQr,j-HQ

Jjelpl
_ OP{ ( 1p1 26, qu1*25c,l + p*%r,kr q2(175“1)) log2 (p) }, (5.80)
2
max H QC] H.Q.,;. ||
j€lg
_ OP{ (T—l 1=20c,ke pl=20rn1 4 q—250,kcp2(1—6r,1)> 10g2(q)}’ (5.81)
max ||FZt (HYFz,H'%
te|T)

_ OP{ (p'=0rtr g1 Peke - TP gl=be | L0 =80, g2 =0

I T ! +q1+5¢,1—za(sc,kcp2—<»,1) logQ(T)}. (5.82)
Thus, we have

max (Cm]‘ — ij)Q

i€[pl.jelql te(T]

_ OP{ (p'20mr gt Deske T2 =B 1= Dk y L by (2=

4 T g ek plbra =tk g glSer—40ee p2=0r1=brir ) Jog?(T') log?(p) 1og2(q)}.

Proof of Lemma 5.9. To see (5.80), from the proof of the consistency for the row loading
matrix in Theorem 5.2, we have

rnaXHQm H.Q,; H = max

JEP] JEp]

IR-1A/
}T DT QT( Eer,t).j
<72 B2 - Q- maxH(Zth) HQ

— OP(T 11— 25rqu1_26&1 log (p> +p rqu cl) log ( ))

where the last equality used Lemma 5.3 and Lemma 5.8. In a similar way, (5.81) holds also by
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Lemma 5.3 and Lemma 5.8.

For (5.82), by inspecting (5.25), it suffices to characterize the change from the rate of
| F¢||% to the rate of maxery | F¢||%, while all other rates follow the similar arguments in the
proof of Lemma 5.8 by using sub-exponential distributions. With Assumption (E3), ||F;||% is
sub-exponential with both mean and parameter of constant order, so that max;e(r) |Fy||3 =
Op(log*(T)). By checking all the rates in the expansion (5.25) are inflated by log?(T'), (5.82)
is hence concluded. Finally, with all previous results and recall the expansion in (5.27), the
rate of max;ecp) jeq).tc[7] (@ﬂ-j — Cy4;)? is inflated by log?®(T) log®(p) log*(q) compared to the
individual rate of (@m — Cy.4;)?. This ends the proof of the lemma. [J



Chapter 6

Spatial Autoregressive Models with
Change Point Detection

6.1 Introduction

The study of spatial dependence in regional science gives rise to the techniques in spatial econo-
metrics that we commonly use nowadays. Restricting to cross-sectional data only, a very gen-
eral form of a model describing spatial dependence can be y = f(y) + € (Anselin, 1988),
where y denotes a vector of d observed units, and € denotes an error term. A prominent and
widely used candidate model is the spatial autoregressive model (see for example LeSage and
Pace (2009)), which assumes a known spatial weight matrix W with zero diagonal and f(y)
of the form f(y) = pWy (or f(y) = pWy + X3 for a model with matrix of covariates X),
where p is called the spatial correlation coefficient.

Users of these models need to specify the d x d spatial weight matrix W, which can be
a contiguity matrix of 0 and 1, a matrix of inverse distances between two cities/regions, rela-
tive amount of import export, etc. An obvious shortcoming for practitioners is to specify an
“accurate” spatial weight matrix for use, often in the face of too many potential choices. This
leads to a series of attempts to estimate the spatial weight matrix itself from data. For instance,
see Pinkse et al. (2002) and Sun (2016) for models dealing with cross-sectional data only, both
allowing for nonlinear spatial weight matrix estimation. Beenstock and Felsenstein (2012),
Bhattacharjee and Jensen-Butler (2013), Lam and Souza (2020) and Higgins and Martellosio
(2023) use spatial panel data for spatial weight matrix estimation, with Lam and Souza (2020)
and Higgins and Martellosio (2023) allowing for multiple specified spatial weight matrices
through a linear combination of them with constant coefficients.

Recent advances in spatial econometrics allow researchers to specify more complex models
with an observed panel {y, }. Zhang and Shen (2015) considers partially linear covariate effects

and constant spatial interactions using a sieve method to estimate a nonlinear function, while

215
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Sun and Malikov (2018) considers varying coefficients in both the spatial correlation coeffi-
cient (with underlying variables differ over observed units) and the covariate effects, assuming
the nonlinear functions are smooth for kernel estimations. Liang et al. (2022) uses kernel esti-
mation on a model with constant spatial interactions but deterministic time-varying coefficient
functions for the covariates, while Chang et al. (2025) generalises the model to include an un-
known random time trend and deterministic time-varying spatial correlation coefficient, still
using kernel estimation. Hong et al. (2024) investigates a model similar to Sun and Malikov
(2018), but adds dynamic terms involving y; .

However, all the above allow for one specified spatial weight matrix only. As mentioned
before, practitioners often face with too many potential choices for a spatial weight matrix.
Combining the flexibility of allowing for multiple specified spatial weight matrices as input in
Lam and Souza (2020) and varying effects in spatial interactions over observed variables or
time directly, we propose a model similar to that in Lam and Souza (2020), but with varying
coeflicients in the linear combination of the spatial weight matrices. The varying coefficients
can be varying over some observed variables (stochastic) or time directly (non-stochastic).

Our contribution in this chapter are three-folds. Firstly, using basis representations, we
allow for the varying coeflicients to be either stochastic or directly time-varying, without the
need for any smoothness conditions. Hence the final estimated spatial weight matrix can be
either stochastic or deterministic, e.g., directly time dependent. Secondly, our adaptive LASSO
estimators are proved to have the oracle properties, so that ill-specified spatial weight matrices
which are irrelevant in the end will be dropped with probability going to 1 as the dimension
d and the sample size 1" go to infinity. At the same time, the effects of relevant spatial weight
matrices can be seen to be truly varying or not, again with probability going to 1 as d, 7" — oc.
This greatly facilitates the interpretability of the spillover effects over time. Last but not least,
our framework includes special cases such as spatial autoregressive models with structural
changes (Li, 2018) or threshold variables (Deng, 2018; Li and Lin, 2024). Section 6.5 explores
the applications to multiple change points detection in both spatial autoregressive models with
structural changes or threshold variables, suggesting an applicable algorithm for consistent
change points detection in both cases.

The rest of this chapter is organised as follows. Section 6.2 introduces the spatial autoregres-
sive model and presents a procedure using adaptive LASSO to estimate the spatial fixed effect,
spatial autoregressive parameters in a basis expansion, and the regression coefficients. Sec-
tion 6.3 includes the required assumptions and the theoretical guarantees on the parameter esti-
mators. Section 6.4 covers the algorithm for practical implementations including model selec-
tion and covariance matrix estimation for our estimators. Section 6.5 focuses on change points
detection for a spatial autoregressive model with threshold variables or structural changes. Fi-

nally, numerical results are presented in Section 6.6, with a case study of enterprise profits in
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China. Section 6.7 provides additional details and simulations, whereas all technical proofs

and additional lemmas are deferred to Section 6.8.

6.2 Model and Estimation

6.2.1 Spatial autoregressive model

We propose a framework of spatial autoregressive models with fixed effects such that for each
time t € [T,

P l;
vom 3 (50 Y e W £ X e 1)
j=1 k=1

where y, € R? is the observed vector at time ¢, and p* is a constant vector of spatial fixed
effects. Each W; € R is a pre-specified spatial weight matrix provided by researchers to
feature the spillover effects of cross-sectional units from their neighbours. Each W has zero
entries on its main diagonal with no restrictions on the signs of off-diagonal entries, and can be
asymmetric. Each term (¢}, + Zﬁjzl @5 k%jk,t) is essentially a spatial correlation coefficient
for the spatial weight matrix W (see also Lam and Souza (2020)), which can be time-varying
by being presented as either a basis expansion using some non-random pre-specified set of
basis {z; .}, or an affine combination of random variables {z;,}. In either case, we call
the {zj .} s the dynamic variables hereafter. For j € [p], k € [l;], the parameters ¢, &7,
are unknown and need to be estimated. The covariate matrix X; has size d x r, with 3 the
corresponding unknown regression coeflicients of length 7. Finally, €, is the idiosyncratic noise
with zero mean.

Without loss of generality, we assume X, to have zero mean. Otherwise, we read
p+ X0 = [,U* + ]E(Xt)ﬁ*} + [Xt — ]E(Xt)}ﬁ*?

which leads to estimating [p* + E(X;)3*] as the spatial fixed effects instead. We can rewrite
(6.1) as a traditional spatial autoregressive model y; = p* + W}y, + X;3* + €, by defining
the true spatial weight matrix at time ¢ as
P L P L
Wi =3 (G0 D Oz ) Ws, with =1 < g = 3 (604D ziee) < 1. (62)
k=1

j=1 k=1 j=1

The restrictions on p; for all t € [T'] ensure that the model is stationary. See Assumptions (M2)
and (M2’) for technical details. We define L := p + Z§:1 [; and further reformulate (6.1) as

Yt = /J,* —+ (Ati)*)yt -+ Xt/B* —+ €y, where (63)
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Av=(Arg Aoy, Apy) ERIE with Ajy = (W, 250 W, 25, W) € RV,
= (97, 97,..., ;) € R, with B} := (¢ 14, ¢}, 1a, - -, 95y, La)-

Due to the endogeneity in y, and potentially X;, we assume that a set of valid instrumental
variables Uy, are available for ¢ € [T]. More specifically, each Uy is independent of €, but is
correlated with y; and the endogenous X;. Note that if X, is exogenous, we may simply have
U, = X;. Following Kelejian and Prucha (1998), we can construct instruments B; as a d X v
matrix with v > r by interacting each given spatial weight matrix with U, such that B; is

composed of at least a subset of linearly independent columns in'
{Ut,WlUt, W2U,, ..., W, U, W2U,, ... }

To enhance interpretability of the true spatial weight matrix W}, we assume the dynamic
feature of model (6.1) is driven only by a few {z; s+ }. That is, the vector of coefficients ¢* :=
(@7, 03, ....&)) (with @} := (¢}, &}1,. .-, ¢},,)) is sparse. Using the LASSO (Tibshirani,
1996), an L; penalty A||¢||1 can be included in a regression problem to shrink the estimators
toward zero and some of them to exactly zero, where A > 0 is a tuning parameter. However,
this form of regularisation penalises uniformly on each entry, which may lead to over- or under-
penalisation. The former induces bias while the latter fails sign-consistency, i.e., zeros are
estimated exactly as zeros and nonzeros are estimated with the correct signs.

To ensure the zero-consistency in variable selection, a necessary “irrepresentable condition”
is often imposed (Zhao and Yu, 2006). Subsequently, Zou (2006) reweighs the regularization
to be Au’|¢| where | - | is applied entrywise and u contains the inverse of the initial estimators
of ¢*. Now the sign-consistency can be ensured even without the irrepresentable condition if
the estimators in u are v/7-consistent. Such a framework adaptively penalizes the magnitude
of the estimators and is hence called “adaptive LASSO”. To this end, we start by profiling out
3. To make use of the instruments, define B := 7~ Zthl B;. If ¢ (and hence ®) is given, by
multiplying (B; — B)’ and summing over all ¢ € [T] on both sides of (6.3), we then have

T T
Z ) (Ig — Ay ® Z B)'X:8 + Z (B, —B)'ey,

t=1 t=1

where the true values ®* and 3* are replaced by ® and 3, respectively. Note that the spatial
fixed effect p* vanishes since Zthl(Bt — B)'u* = 0. Therefore, the least squares estimator

'Ideally, we should have B; of the form | §=1(¢j,0 + Zijzl G2k t) W5 U form = 0,1,2,.... How-
ever, each ¢; o and ¢; . is unknown and hence we exclude any cross-terms with more than one W ;.
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of 3* given ¢ can be denoted as

T T
{ZX’ B.-B) Z( } ZX’ (B,~B)> (B, ~ B)(IL,— A:®)y..

t=1
(6.4)
To facilitate formulating the adaptive LASSO problem by accommodating the instrumental
variables, we write v := v~'1, and denote the i-th row of B, and B by B, and B,., respec-

tively. For i € [d], t € [T], define the outcome and covariates filtered through instrumental

variables as
T

yBit = (Bri — Bi) vy, Xp,:= Z(Bt,i- —Bi) X,

t=1

The least squares problem is then

d T
~ 1 2
¢ = arg;nm 5T g H E (Ig — Ai®)ypi: — Xp.:B(0) (6.5)
=1 =1

Using this solution as an initial estimator, the adaptive LASSO problem becomes solving for

$—argmm—ZHZ L — A®)ypi: — X8 H o), 6.6)
¢ 1=
subj. to  [[A®| <1, with |z;¢| <1 foranyt e [T],
where z;, 1= (2}, 2, ..., 2,,)s Zj0 = (L, zj14, .-, 2j;0) s 1 = (|¢1 o] 74, a|$p,lp|7l)l’

@] = (|¢1,0],- - |Ppy,|) and A is a tuning parameter. With & (and hence @), the adaptive
LASSO estimators for 3* can be obtained by B = B($) and the fixed effect estimator by

1 T .
=3 { (I, — A,® Xt,B}. (6.7)
t=1

6.2.2 Full matrix notations

To facilitate both the theoretical results and practical implementation, the least squares and the

adaptive LASSO problems are presented in matrix notations in this subsection. Define first
B =724 (B,-B,):=T"d"? 1,0 {Ir®+)(B;—B,...,Br—B)'}, (6.8)

where a is a constant gauging the correlation between B; and X, so that a larger a generally
means B, is correlated with more covariates in X;. See Assumption (R4) for technical details.
As in Lam and Souza (2020), in practice we can set @ = 1 to compute B, without changing the

optimal values of any tuning parameters or estimators in the adaptive LASSO problem below.
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For ease of notation, denote z;; = 1 forall j € [p],t € [T]. We now rewrite (6.1) as

y=p" @1+ Vo* + XB*Vec(Id) + €, where (6.9)

y :=vec((y1,....yr)"), €:=vec((€r,...,€er)),
V= (Vy,...,V,), V,:=[T;ovec(W)),T;1vec(W)),...,T;; vec(W)],
L =1® (zjk1y1, - - - 7Zj,k,TYT),a X =L@ {(Ir ® B") (X4, ... ;XT)/}.

In this form, the model now has design matrix V in a classical linear regression setting, except
that the endogenous variables y; are present in V. We thus obtain the augmented model by
left-multiplying both sides of (6.9) by B’:

B'y = B'V¢* + B'Xg-vec(L;) + B, (6.10)

where the augmented spatial fixed effect vanishes since B (p*®17) = T7V2d~?p/ @ { (B, —
B,...,By — B)(Ir ® ¥)17} = 0. For any matrix C, denote C® := I ® C throughout this

chapter. We can also read (6.1) as

p
v =1r@u* + Z Z gb;f’ij@ka + X3 +€”, where (6.11)
j=1 k=0
yl/ = (y/17 ] 7y/T)/7 y;,k = (Zj,k:,lyllu s 7Zj,k:,Ty/T)IJ

€ = (€,...,ep), X:=(X],....X}).

Thus with B := (B} — B/,..., B/, — B’), we may write (6.4) in matrix form as
j
B(¢) = (X'B"B”X) 'X'B'B” <y” D @,kwﬁy;k) . (6.12)
j=1 k=0

Together with (6.10), the least squares problem in (6.5) can be described as

1 2
& = arg min 5 HB’y — B'V¢ — B'Xg(gvec(L,) H . 6.13)

With the least squares estimator qNﬁ, the problem in (6.6) in matrix notation is

~ 1 2
& = argmin ﬁHB'y — B'V — B'X () vee(L,) H |, (6.14)

subj. to  ||Ay®|l <1, with |z¢| <1 foranyt e [T].
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Note that the squared error in both (6.13) and (6.14) are still implicit in ¢ due to the term
B(¢). To this end, define

Yw (W®Y1 05~ ,Wi@yill, . 7W?yz,Oa . W®yp l,,)
T
== T_I/Qd_a/2<ZXt ® (Bt . B)7> (X/ BY By/ X)—1X/ BY Bw.

With all lengthy simplification steps relegated to Section 6.8, (6.13) can be rewritten as

qb—argmln—’By Ey” —(BV—'_'YW (/5”
¢

(6.15)
= {(BV-2Yy)' (BV -EYy)}  (B'V-EYy) (By - Ey").
Moreover, the adaptive LASSO problem in (6.14) can be written as
& = argmin - ’B y— 8y’ — (B'V — .:YW)¢>H2 |, (6.16)
¢

subj. to  ||Ay®|l <1, with |z¢| <1 foranyt e [T].

6.3 Assumptions and Theoretical Results

We first present some notations involving the measure of serial dependence of all time series
variables, which is gauged by the functional dependence measure introduced by Wu (2005).
We state all the assumptions used in this chapter in Section 6.3.1. Denote {x;} = {Vec (Xt)}
and {b,} = {vec(B;)} to be the vectorised processes for {X;} and {B,} with length dr and
dv, respectively. For t € [T'], assume that

Xt = [fi(Ft)]ie[dr]’ [gl(gt)}ze ) €= [hi(Ht)]ie[dp (6.17)

where f;(-)’s, gi(-)’s, h;(-)’s are measurable functions defined on the real line, and F; =
(c.v€pt-1,€24), G = (...,€ps-1,€p1), He = (...,€c1-1,€.) are defined by i.i.d. pro-
cesses {€,:}, {ey:} and {e..} respectively, with {e;,} independent of {e.;} but correlated
with {e,,}. For ¢ > 0, we define

92‘:” = || = Foa|, = (Bloes — &eal )™, i € [dr],
07 i = |[bus — bul], = (Blbrs — bal )", i € [dv], (6.18)
Q,fql : ||€t,i — gt,in = (E‘Et,i - €t7iyq)1/q’ i € [d],
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where #;; = fi(ft), F = (....€z.1,€20,€51,...,€,¢), With &, independent of all other

e, ;’s. Hence Z;; is a coupled version of x;; with e, replaced by an i.i.d. copy €,9. We

€z .
t,q,t

and incorporates some tail conditions of f;(-)’s, i.e., how f;(-) frames e, ( at time ¢ and how

define Zim- and €; ; similarly. Intuitively, a large 67 ; implies strong serial correlation in x;

exaggerated the functional f;(+) is.

6.3.1 Assumptions

We present here the assumptions for our model. In summary, (I1) helps to identify the model;

assumptions prefixed “M” renders the model framework; those prefixed “R” are more technical.

(I1) (Identification). All the eigenvalues of Q'Q are uniformly bounded away from 0, where

Q = [E(B/V), E(B,iﬂ y X = (X1,1~7 ey XT 1y ey XL dey e e s 7XT,d~)/-

(M1) (Time series in X;, B; and €;). The processes {X,}, {B:} and {€;} are second-order
stationary and and satisfy (6.17), with {X,} and {€;} having mean zero. The tail condi-
tion P(|Z] > z) < Dy exp ( — DQZK) is satisfied for the variables B ;;, X, ;, €., by the
same constants D1, Dy and (. With (6.18), define the tail sum

o0

oo oo
x _ x b _ b € o €
@mq = max 9t7q7i, @m,q = Z max Ht,qﬂ-, @m,q = Z max Htm.
t=m t=m Ze[d}

— i€[dr] 1€[dv]

We assume that for some w > 2, OF ev

m,2wr Y m, 2w’

O 00 < Cm™* with o, C > 0 being

constants that can depend on w.

(M2) (True spatial weight matrix W} with non-random basis z; ;). W7 defined in (6.2) uses
a uniformly bounded non-stochastic basis {z; .} for j € [p|, k € [l;]. There exists a
constant 1) > 0 such that for all t € [T,

Willoo < n < 1 uniformly as d — oo. The
elements in W} can be negative, and W7 can be asymmetric. Furthermore, p; defined
in (6.2) satisfies |p;| < 1.

(M2’) (True spatial weight matrix W} with random z; ;). Same as Assumption (M2), except
that {1} is a zero mean stochastic process with support [—1, 1], such that z;;; =
w; (Uy) similar to (6.17), with (21, X¢) = 0, E(zjx,.€:) = 0, and ©;, ,, < Cm™* as

in Assumption (M1). Furthermore:

1. there exists 1) > 0 suchthaty %_, Zijzo 105 . Willeo < n < Luniformly asd — oc.

L .
2. Z?:l > -0 |¢jk| <L
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(R1)

(R2)

(R3)

(R4)

(R5)

(R6)

Denote the d*L x L block diagonal matrix Dy, := diag{I,;, ® vec(W}),... . I;;;, ®
vec (W;) } Then there exists a constant u. > 0 such that the L-th largest singular value
of Dyy satisfies 02 (Dy) > du > 0 uniformly as d — oo.

Moreover, there exists a constant ¢ > 0 such that max; {HWjﬂl, HW]HOO} <c< oo

uniformly as d — oo.

Write €, = Ei/ “er with 3, being the covariance matrix of €,. Assume HE || e <ol <
oo uniformly as d — 00. The same applies to the variance of the elements in B,.

Il

Assume also || < Sc < oo uniformly as d — oo, with {€; ; }ic|q) being a martin-

gale difference with respect to the filtration generated by o (€1, . .., € ;). Furthermore,

{€f }icrn) satisfies the tail condition and the functional dependence in Assumption (M1).

All singular values of E(X,B;) are uniformly larger than du for some constant u > 0,
while the maximum singular value is of order d. Individual entries in the matrix E(b;x})

are uniformly bounded away from infinity, with x,; and b, defined in (6.17).

With the same a € |0, 1] introduced in (6.8), we define

G:=d'Li® {E(G)E(G)}, G:=(Gio-.-sGip,--,Gpos---,Gp1),

== ZZJ b B)yBY X Iy, I} := (I, — W)™}

We assume that G has full rank and there exists a constant u > 0 such that Ay, (G)

v

u > 0 and Apax (G) < 0o uniformly as d — oc.

For the same constant a as in Assumption (R4), we have for each d,

i€[d]

maXZ”E Bt’ Hmax’ maXZHE(BtZX/ )Hmax :O(d‘l>
At the same time, assume E(X; @ By~y) has all singular values of order d'™.
With 117 in Assumption (R4), define

G = (Glo,... Gllla--' Gp()?"'aép,lp)a

j, . T Z Z] k t Bt (Id & ,6*/ X, H*/)

Assume that E(G)E(G) has full rank and that there exists a constant u > 0 such that
Ay (]E(G)]E(G) ) > u > 0 and A (E(G)E(G)') < oo uniformly as d — oo.
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(R7) Define the predictive dependence measures
Py(Bigr) = E(Bji | Go) — E(Bigr | G1),  Fi(ers) = Elery | Ho) — Elery | Ha),
with G, and H; specified after (6.17). Assume

Zmax maXHP (Bt k) H2<oo ZmaXHP € ||2<oo.

d k d]
t>0 jE[ ] GU] t>0 6[

(R8) For b € [0,1), the eigenvalues of Var(e;) and Var(d=*/?B, ) are uniformly bounded
away from zero and infinity, and respectively dominate the singular values of E(e.€;, )
and d_bE{[Bt,.k — EB¢x)|[Btirr — ]E(Bt,.k)]’}for any 7 # 0. The sum of the i-th
largest singular values over all lags T € 7, for each i € [d| is assumed to be finite for

both autocovariance matrices of {€,} and {d~/*B,}.

(R9) Define cp = gT~'/? logl/ 2(T V d) for some constant g > 0. The tuning parameter for
the adaptive LASSO problem (6.6) is A = C'cy for some constant C' > 0.

(R10) (Rate assumptions). We assume that as L,d,T" — oo,

CTL3/2dlfa’ Ldil, L2d31"127w7 db+2a+1/wT71 _ 0(1)7
d~Y"log(T v d), d*=*Y*log (T v d) = O(1).

In the sequel, we discuss in detail the identification of the model, the structure of the true
spatial weight matrix W7, and some technical assumptions made above. To show the coef-
ficients ¢* and 3* in (6.10) are identified under Assumption (I1), suppose that two sets of
parameters (¢, 3) and (¢, 3) both satisfy model (6.10). Then we have

B'Vé + B Xgvee(Iy) = B’V + B X svec(I,).

By noticing that B’ X gvec (Id) =B iﬁ, we may rearrange the above and arrive at

0BV d)+BXE- A= (BV BX) (2
B-p
Taking expectation and left-multiplying by (Q'Q)~'Q’ on both sides, we obtain o = gz,’) and
8= ﬁ Now with ¢* and 3* identified, we also have p* uniquely identified.
The time series components in the model is depicted in Assumption (M1) such that weak

serial dependence is allowed. Such a definition of functional or physical dependence of time
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series is used by various previous work such as Shao (2010). We assume exponential tails so
that a Nagaev-type inequality for functional dependent data can be used (Liu et al., 2013).
Assumptions (M2) and (M2’) describe the structure of W; under two different settings for
{%jkt}. The row sum condition for W} ensures the model (6.1) to be uniformly stationary.
(M2) treats {z;;+} as a non-random series while (M2’) allows {z, s} to be stochastic. Note
thatin (M2”), the stationarity is guaranteed with ||W7 ||, <7 < land |p}| < 1 with probability
1. The assumption of zero mean and support [—1, 1] simplifies our presentation. For a general

finite mean and bounded support, we may rewrite each ¢, z; .+ as

O nZikt = D5 pB (i) + O p [Zike — B(zind)]
= ¢} E(zjx) + (¢}kkzg*k) { {2kt — E(zjk ]/ k}

Note that we set z;0, = 1 for j € [p],t € [T']. This is justified by the fact that we may allow
some {25} for j € P C [p|,k € L; C [l;] satisfying (M2) with all other {z; .} satisfying
(M2’), since all theoretical results hold with either assumption.

Note that although Assumptions (M2) and (M2’) constrain the magnitude of the true spatial
weight matrix W which depends on the spatial weight matrix candidates W ;, the dynamic
variables z; .+, and the coeflicients ¢7 ,, our estimator would remain effective even if ¢, are
very small. In detail, ¢, being potentially very small lies in the scenario where the signals from
W, and z;,, are potentially very strong, so our least squares and adaptive LASSO problems
would not be affected. Furthermore, the set of technical assumptions, e.g. Assumption (R1),
ensures the performance of our estimators, which we explain below.

(RT) describes how sparse each spatial weight matrix candidate is. It is worthwhile pointing
out that although each W is not necessarily linearly independent with each other by (R1), we
actually implicitly impose such linear independence condition from (I1) through the combina-
tion of {2, .} and W; in B'V. (R2) is included as a technical addition to (M2).

Assumptions (R3) to (R6) all draw on the relation between B, and X;. Their dependence
structure is non-trivial due to the extra complication from spatial weight matrix and the time-
varying components here. Naturally, B; needs to be correlated with X, to a certain extent,
captured by an unknown constant @ which facilitates the presentation of theoretical results. For

instance, as an immediate consequence of (R5), we may derive | E(X; ® B,v)| L= 0(d"),

The predictive dependence measure defined in (R7) allows us to apply the central limit
theorem for data with functional dependence and the Assumption (R7) can be satisfied by, for
example, causal AR processes. Assumption (R8) further restricts the serial correlation in the
noise. It also introduces another constant b that characterises how elements in B, are contem-

porarily and temporally correlated with each other. From the comparison of rates derived in
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the proofs, we conclude that b is actually bounded above by 1/w, which is intuitive since a large
w in (M1) generally implies light-tails and hence a small b. Lastly, (R9) sets the rate for A and
(R10) characterises the relation between 7', d and L. As an example, (R10) is satisfied when
w=06,a=1/2,L=0(d"3) and T < d°.

6.3.2 Main results

In this subsection, we formally present the main results for our model estimators.

Theorem 6.1 Let all assumptions in Section 6.3.1 hold ((M2) or (M2’)). Given any ¢ as an
estimator of ¢*, with cr is defined in Assumption (R9), B(¢) according to (6.12) satisfies

18(¢) — B

L= Op([[¢ = @[l +erd 3+,
In particular, the least squares estimator (5 in (6.15) and B = 5(5) under L = O(1) satisfy

1= Op(erd™'5%) = |5 - 6

|6 — o

1

Theorem 6.1 serves as a foundational step for the results hereafter. From the theorem, the
error of our least squares estimator 3(¢) might be inflated by the plugged-in estimator for ¢*.
With a dense estimator gg we arrive at the rate ch_%Jrﬁ. The dependence of the rate on w
confirms that weaker temporal dependence in the data results in better estimation, as expected.

We now present the sign-consistency of our adaptive LASSO estimator.

Theorem 6.2 (Oracle property for gg). Let all assumptions in Section 6.3.1 hold (either (M2)
or (M2’)), except that (R4) and (R6) are satisfied with G and G respectively replaced by

G=Gy, G=Gy, withH := {z(qﬁ*)z%()},

where for any matrix with L columns, (-) iy denotes the matrix with its columns restricted on H.
Then as T, d — oo, with probability approaching 1, sign($H) = sign(¢j;) and $Hc =0.
If we further assume the smallest eigenvalue of RS, SL/R}{ is of constant order, with Ry

and S, defined below, then $ 1 is asymptotically normal with rate T—'/2d=0=Y/2 sych that

TV (RS, RsS5R, S, Ry) (B — i) 2 N(0, T,
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where

R; = [E(X’Bt)E(B’Xt)}”IE(X’B,:),
EB—ZE{ B, — E(B,))'ese; ., [Biyr — B(By)]},

Ry = [(Hm — i)y (Hao — Hig)sr] (Hao — Hyo)Yy,
S’Y = {E[Xt,l-<Bt,l- - ]E(Bt,y))/}’)’, o .. aE[Xt,l-(Bt,d- - E<Bt,d-))/}77
E[X.eBii —EBi1)) v, BE[Xpa(Bra — E(Bt,d.))’h},,
Hy, = {[Id ® (v @ 1) E(Ux10(8" ® I)IT)] vee(W/)
+ L@ (v @ 1) E(Up, 0IL}) | vee (W),
L@ (v @ Iy)E(Ux,y, (8" @ Ip)ILY )}VGC(W;)
+ (L@ (7 @ LB (U, 1) vee (W)) },
Hy = E(X: ® Byy) [E(XgBt)E(BQXt)} E(X;B:)
AV Bl ® Us10)Ving 18" + Vi, JE[(1 @ Uy, ) vee(IT) ],

.y

VQ)V;,,U]E [(Id X UXJ’:lp)VHZ‘W} ,8* + VIVV;),U]E [(Id (29 Uu,pylp)vec (H:/)} },

1 < _ 1 < _
7 Z zigavee(B, —B)x;, Uy = 7 Z 2 povee(B, — B)p”,

t=1 t=1

Uxjk =

with the notation Vg ¢ = (IK®h’1, . ,IK®h;L)/fora givenn xdmatrixH = (hy, ..., h,)"

Regarding the new assumptions in Theorem 6.2, the term G (resp. G) in (R4) (resp. (R6)) is
simply replaced by its H-restricted version. Moreover, we show in the proof that RyS,S. R,
has its largest eigenvalue of constant order, and hence the requirement on its smallest eigenvalue
is not particularly strong. Nonetheless, two key results are obtained: $ consistently estimate
the zeros in ¢* as exact zeros, and are asymptotically normal on the nonzero entries in ¢p*. The

(1-b)/2 which is worse off if more variables in B, are correlated.

convergence rate is 7~ /2d~
Theorem 6.2 enables us to perform inference on ¢y in practice, with the covariance ma-
trix replaced by the plug-in estimator (see Section 6.4 for more details). If {z;;.}’s are non-

stochastic, inference on pj by p; := (z:)y¢n is also feasible, since

T2 () RuSyRaZsRES. Ry (z)w) (5 — pf) B N(0,1).
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Lastly, we present the consistency of the spatial weight matrix estimator and the spatial

fixed effect estimator. Note that Theorem 6.3 implies the spectral norm error of the spatial
=Op (T*1/2d7(1fb)/2).

weight matrix estimator W, also satisfies HWt —

Theorem 6.3 Let assumptions in Theorems 6.1 and 6.2 hold. Then, for \/7\\/} = Z?Zl (aj,U +
Zij:l $j7kzj7k7t) W, and the spatial fixed effect estimator i defined in (6.7), we have

W, — W;|_ = 0p(T712d"072) = |W, - W;

1 ||ﬁ_llf* = Op(cr).

max

6.4 Practical Implementation

In Section 6.2.2, we estimate (u*, ¢*, 3*) by first obtaining a penalised estimator for ¢*, fol-

lowed by the least squares estimator for 3* and p*. The step-by-step algorithm is now presented.

Algorithm for (u*, ¢*, 3*) Estimation

1. Compute the least squares estimator stated in (6.15) and denote it as qg

2. Construct u using (Z Using the Least Angle Regressions (LARS) (Efron et al., 2004),
solve the adaptive LASSO problem stated in (6.16), and denote the solution by (/ﬁ

3. Using (6.12), obtain the least squares estimator for 3* as B = 5($)
4. According to (6.3), construct Cf using q,’A) and obtain the least squares estimator for pu* as

=T - Ay - X8}

The tuning parameter A in step 2 can be determined via minimising the following BIC:

1 - 2 log(T
BIC(\) = log (T HB’y—B’qu—B’Xﬁ@vec(ld)H )+ |H]| Ogj(, ) Jog(log(L)), (6.19)

which is inspired by Wang et al. (2009), where 9/5 is the adaptive LASSO solution with parameter
A and H is the set of indices on which $ is nonzero. Note that although B contains the unknown
constant a, the optimal A is independent of it. A procedure for assessing the goodness of fit
of a given set of dynamic variables {z; t} can also be facilitated by (6.19). In detail, we can
compare (6.1) with the null model Hy : y: = p* + >°0_, 67 W,y: + X;3* + €; using BIC.
For H,, we compute the following BIC, 1nsp1red by Wang and Leng (2007):

log(T
BIC(H,) :10g< HB’y B'V$ — B'X, 5 vee(I, H >+\H\ log(T) (6.20)
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with the variables constructed under 4, and the above algorithm implemented accordingly.
Finally, to utilise the asymptotic normality of $ g for feasible inference, we require estima-
tors for Ry, R, 35 and S, in Theorem 6.2. By replacing the expected values by their sample
estimates, using H = {i : (gg)Z # 0} to estimate the set H and leveraging all the consistency
results for B(¢), fi and H, we obtain estimators R 7 R and §7. For X3, we use a consistent
estimator of €; denoted by €; := y; — ut — V/Vtyt — X,ﬁ(q@). As 33 involves an infinite sum,
we can sum up to a cut-off 7* after which the sum changes little, and denote the constructed

estimator ¥ 5. Putting everything together, the covariance matrix of $ u can be estimated by

N AN A A A~

6.5 Change Point Detection and Estimation in Spatial Au-

toregressive Models

6.5.1 Threshold spatial autoregressive models

The early work by Tong (1978) proposes a regime switching mechanism via the threshold au-
toregressive model. Since then, it has been studied extensively for panel data in the past few
decades (Hansen, 1999). More recently, such threshold structure is used by researchers in spa-
tial econometrics; see, for example, threshold spatial autoregressive models for cross-sectional
data by Deng (2018) and Li and Lin (2024), and spatial panel data models with threshold ef-
fects also on regression coeflicient by Meng and Yang (2023). One benefit of the framework
introduced in this chapter is that threshold variables can be directly adapted into (6.1). As a

simple example, we consider

p+ Wiy + X8 + €, g <7,
Vi = (6.21)
w4+ osWoy, + X8 + €, q > 7"

This is a spatial autoregressive model with regime switching on the spatial weight matrix, where
q: is some observed threshold variable with an unknown threshold value v*. By rewriting (6.21)

in the form of (6.1), with 2114 := 14, <) and 2314 := L{g,~+}, We have
Vi =P + 211, 0T Wiy + 22105 Way: + Xy 8" + €. (6.22)

We consider the estimation of the threshold value ~*. Suppose there is a domain of possible
threshold values I' = [Ymin, Ymax)» @ standard approach in threshold models is to search the
minimum regression error over the intersection I'N{qy, . . ., g }; see, for example, Deng (2018).

Our framework provides an alternative approach. Denote the elements in the intersection by
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N <y < oo <y, with L = ' {q,...,q7r}]|, and let v* be identified as one of them.
Let 214 = lyg<y) and 295, 1= L4~ forall [ € [L]. Then, we can consider a spatial

autoregressive model such that

L L
yi=p" + Z 210,91, Wiy + Z 221,92, Way: + Xi 8" + €, (6.23)
=1 =1

where ¢7 ; and ¢35, would be nonzero® only for 7; = ~*. The threshold value can be selected
consistently in one step by the oracle property of our adaptive LASSO estimator in Theorem 6.2.
We present this result in Corollary 6.1. Given the sparse solution ((ZU, &5271)16[ 1) of (6.23), we
can re-estimate all model parameters. Note that such an approach remains applicable for L
growing with 7. In practice, the order of L may not fulfil (R10), but we can circumvent this
issue by a sequential procedure. See Remark 6.1 in Section 6.5.2 for more details.

Our framework also allows us to consider a spatial autoregressive model with regimes

switching on the spatial correlation coefficients, similar to Li (2022):

*+ W —|—X *+€, S *’
y, = K P1 Wiy, B t, Gt S (6.24)

p A+ osWiy + Xy 8" + €, ¢ >

To estimate the parameters in (6.24), Li (2022) uses quasi maximum likelihood (QML) esti-
mators and traverses over a finite parameter space for the threshold value +*. In contrast, a

one-step estimation is again feasible by our framework. To this end, we read (6.24) in the form,

L
yo= i+ (910 + D 5100t ) Wy + X + e, (6.25)

=1

where 2y, for [ € [L] is as previously defined. With our adaptive LASSO estimators, only (/51,0
and one ﬁgu such that 7; = ~* are expected to be nonzero. The consistency of such estimator

for v* is included in Corollary 6.1.

Corollary 6.1 (Threshold value estimation consistency). Given all the assumptions in Theo-
rem 6.2:

(a) For model (6.21), v* can be consistently estimated by the set of estimators {7, : q/b\l,l #*
0, (EQJ # 0}, where {au, @,lhem is the adaptive LASSO solution for {¢7 ;, 3 }ie|r) in (6.23).
(b) For model (6.24), v* can be consistently estimated by the set of estimators {7 : g/bgu # 0},
where {ngﬁu}le[L] is the adaptive LASSO solution for {¢7  }ic(r) in (6.25).

%In practice, we often have no prior information on which spatial weight matrix corresponds to the regime ¢; <
~+*. This can be resolved in (6.23) by writing (Zlel Z1,l,t¢il) and (Zle Z2,l’t¢§,l> as (¢7 o+ Zlel Z1,z,t¢il)
L .
and (¢§,0 +> zzylytgb;}l), respectively.
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In fact, our framework (6.1) can be applied to spatial autoregressive models with more
complicated threshold structures in the spatial weight matrix W7, i.e., regimes from multiple
threshold variables with multiple threshold values. For illustrations, consider the following

spatial autoregressive model with (k + 1) regimes, where & can be unknown:

)
p+ oWhy, + XuB* + €, q <75,
p+ osWiy, + X8 + €, 7 <q <3,

Yt (6.26)

J‘* + Wiy + Xy + €&, q > ;.

Model (6.26) can be written in the form of (6.25), with the consistency of {gb“{ ! }le[ 1] guaranteed

by Corollary 6.2. This also implies that the estimation on k is consistent.

Corollary 6.2 (Consistency on the number of threshold regimes and multiple threshold values
estimation). Let all the assumptions in Theorem 6.2 hold. For model (6.26), let {gl,l}le[L]
denote the adaptive LASSO solution for {7 }icr) in (6.25). Then, ko= |{v : (EU # 0}
estimates k consistently. Moreover, for every i € [/15] the i-th smallest element in {~; : 5171 # 0}

estimates ;] consistently.

As we often have limited prior knowledge on the parameter space in practice, we recom-
mend using our framework in an exploratory way. This should help researchers discover more

reasonable threshold structures in the data.

6.5.2 Spatial autoregressive models with structural change points

Structural changes in the relationship of variables in econometric models have been studied
extensively in the literature; see, for example, Sengupta (2017) and Barigozzi and Trapani
(2020). As a second example demonstrating the applicability of our framework, we consider

the spatial autoregressive model with a structural change:

H*+¢*W1yt+Xtﬁ*+€t7 t St*7
yi = ! (6.27)

,U* + ¢§W2}It + Xtﬁ* + €, t> t*a

where t* is some unknown change location. Similar to the threshold model example, this can
also be expressed in the form of (6.22), now with 2y 1 ; := Ty<s+y and 2314 := L4y It worths
to notice, despite the models taking the same form, the dynamic variables z; ; ; and 23 ; ; are
random in the threshold model but non-random in the change point model here. Recall that our

main results hold for both types of {z;}; see Section 6.3.1 for a more detailed discussion.
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To estimate the change location ¢*, Li (2018) calculates the quasi maximum likelihood for
each possible change location and sets the maximiser as the estimator. When the set of possible
change locations is large, this approach requires a significant number of model fittings. Using

our framework, it is again possible to estimate ¢* in one go. Let 7 denote the set of all candidate

change point locations such that 7" = {¢1,...,¢71}. Then, we rewrite model (6.27) as
7] T
yie=p + Z 21,01 Wiy + Z 220,05 Way: + X8 + €, (6.28)
=1 =1
where 21;; 1= T<qy and 2954 = ly54). We then follow the same argument used in the

threshold model below (6.23) and the consistency of our change location estimate is again

guaranteed.

Corollary 6.3 (Consistency on change location estimation). Let all the assumptions in Theo-
rem 6.2 hold, with L replaced by | T |. Consider (6.27) and assume that t* € T. The change lo-
cation t* can be consistently estimated by the set of estimators {l e |7l : 5171 # 0, 5271 #* O},
where {g/bgu, 5275}%“7” is the adaptive LASSO solution for {$7 ;, &5 e in (6.28).

Similar to (6.26), we can also consider a multiple change model:

(
T Z?ﬂ P AW,y + Xy + €&, ¢ <17,
B+ Z§:1 ¢;,2Wj}’t + X8 +e, ti<t<ts,

Yt (6.29)

(B Wy + XuB e E> 1

This model allows for & change points in W; consisting of p spatial weight candidates, with
the number of change points k£ unknown. The result below confirms the consistency of the

estimations in both change point numbers and locations.

Corollary 6.4 (Consistency on the estimations for the number of changes and the change lo-
cations). Given a set of all candidate change point locations T and assume that t? € T for all
i € [k]. Let all the assumptions in Theorem 6.2 hold, with L replaced by |T |. For model (6.29),
let {(Zj,l}je[p},le[m] denote the adaptive LASSO solution for {¢;7l}je[p},le[|7’|] in

P 171
ye=p" + Z (¢;k',o + Z Zj,l,tﬁb;’,z)wjyt + X8 + e,
j=1 =1

where zj1, = i<,y with t; being the I-th element of T for j € [p],l € [|T|]. Write T =
{L#0: (/b\j,l # 0 for some j € [p|}. Then, k= \7A'| estimates k consistently and, for every

i € [k], the i-th smallest element in T estimates t consistently.
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Remark 6.1 Throughout Section 6.5.2, the size of the set T is restricted by Assumption (R10).
Specifying appropriate ‘T requires prior information, which might be infeasible in practice.
Without this, a set T with a large size may violate Assumption (R10). The order of L in Sec-
tion 6.5.1 raises a similar concern.

For practical implementation, we may resort to a divide-and-conquer scheme in the follow-
ing manner. Consider model (6.27) for instance. We first partition T into subsets T = U;T;
such that each T; satisfies (R10) (with L replaced by |T;|). On each subset, we run the estima-
tion algorithm and obtain all identified potential change locations within the subset. Then, we
aggregate all those locations into a set T, which can be shown, using Corollary 6.3 on each
T, to satisfy (R10) (with L replaced by |7N’| ). Finally, we estimate (6.28) with T replaced by T
to determine the change point location. Simulations in Section 6.6.1 confirms the effectiveness

of this scheme.

6.6 Numerical Studies

6.6.1 Simulations

In this subsection, we conduct Monte Carlo simulations to demonstrate the performance of our

estimators. For the general setting, we consider

Yt = {Id — (0.2 +0.221 14+ + 021,2,t)W1 - (0 + 0221, + 0.32272,t)W2}_1 (M* +X.8" + Gt),
(6.30)
where p* and 3* are vectors of 1’s, W is generated to have two neighbours ahead and two
behind as in Kelejian and Prucha (1998), and W, is a contiguity matrix with off-diagonal
entries being i.i.d. Bernoulli (0.2). The true parameter is ¢* = (0.2, 0.2, 0, 0, 0, 0.3)". The
disturbance €, is jointly Gaussian with its variance-covariance matrix having 1 on the diagonal
and each upper triangular entries 0.1 with probability 0.2 and 0 otherwise. For any row of W,
or W, with row sum exceeding one, we divide each entry by the L; norm of the row. We
use independent standard normal random variables for the dynamic variables {z11+}, {2124},
{#21:+} and {222,}. The covariate matrix X; has three columns, with each entry generated
as independent standard normal, except that the third column is endogenous by adding 0.5 €.
Let Xy be X; with the disturbance part removed, then the instruments can be set as B, =
[Xexo,t, WiXeo,t, WoXexo|. The tuning parameter for the adaptive LASSO is selected by
minimising the BIC in (6.19).
We experiment d = 25,50,75 and 7" = 50, 100, 150, with each setting repeated 1000
times. Results are presented in Table 6.1. In there, MSE is the mean squared error; specificity
is the proportion of true zeros estimated as zeros; sensitivity is the proportion of nonzeros

estimated as nonzeros. The MSE results corroborate the consistency of parameter estimation
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in Theorem 6.1 and 6.3, while the specificity and sensitivity results corroborate the sparsity
consistency in Theorem 6.2. Zeros in ¢* can be selected with high accuracy, yet the sensitivity
results suggest a mild over-identification of zeros. Both increasing the spatial dimension d and
time span 7" improve the performance of our estimators in general, except that when 7" increases
from 100 to 150 and d = 25, all measures get a bit worse, which is similarly seen in Table 1 of
Lam and Souza (2020). This might suggest the issue of a data set with unbalanced dimensions

in practice.

T =50 T =100 T =150
d=25 d=50 d=T75|d=25 d=50 d=75|d=25 d=50 d=75
$ MSE .002 .001 .002 .000 .000 .000 .003 .001 .000
(.008) (.001) (.001) | (.000) (.000) (.000) | (.007) (.000) (.000)
B MSE .087 .029 .080 .005 .008 .001 .088 013 .005
(434) (.011) (.025) | (.004) (.002) (.001) | (.278) (.005) (.002)
© MSE .039 .038 .044 013 .010 011 .036 .010 .008

(.124) (.010) (.010) | (.006) (.002) (.002) | (.083) (.003)  (.002)
¢ Specificity || 992 1.000 1.000 | 1.000  1.000 1.000 | .994  1.000  1.000
(064) (.000) (.000) | (.000) (.000) (.000) | (.048) (.000)  (.000)
¢ Sensitivity || 921 983 992 | 910 961 991 | 873 983 956
(133)  (.069) (.048) | (.132)  (.099) (.051) | (.148) (.070) (.103)

Table 6.1: Simulation results for the general setting (6.30). Mean and standard deviation (in
brackets) of the corresponding error measures over 1000 repetitions are presented.

To better illustrate the asymptotic normality for $ in Theorem 6.2, we use the same data gen-
erating mechanism as above with (7', d) = (200, 50), except that ¢* = (0, -0.5, 0.5, 0, 0, 0)’,
that X, is exogenous and that €, has a diagonal covariance matrix. For ease of presentation, we
fix H = {2, 3} which is the index set of true nonzero parameters. The remaining components
of the covariance matrix are estimated according to the last part of Section 6.4. Figure 6.1
normal approximation to the distribution of this quantity and confirm the result in Theorem 6.2.
Some discrepancies are present on the tails, potentially due to insufficient dimensions 7" and d.

We leave potential improvements to future studies.

Change point analysis

We now demonstrate the performance of our dynamic framework with structural changes as
described in Section 6.5.2, with simulation results for the threshold model in Section 6.5.1

included in Section 6.7. We first consider a spatial autoregressive model with a single change
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shown for the first coordinate (left panel) and the second coordinate (right panel). The red
curves are the empirical density, and the black dotted curves are the density for N'(0, 1).

such that
ye = (Ts— 0.3+ Lz Wy — 0.3 - 1{t>30}W2)71 (b + X8+ &), (6.31)

where {W;, Wy, u*, X;, 3*} are constructed in the same way as in (6.30). To showcase the
robustness of our estimators under heavy-tailed noise, we generate €; by i.i.d. N'(0, 1) and ¢,
respectively. The model (6.31) represents a change on the true spatial weight matrix at ¢ = 30
from 0.3 W to 0.3 W,. We then fit a model

7/A)-1 7/A)-1 B
Vi = (Id — Z Zl,l,t¢>{,zW1 — Z 22,[7t¢;,lw2) (H’* -+ Xt,6* —+ Et), where
=1 =1

(6.32)

210t = ]l{tgtl}7 20t = ]l{t>tl}a h=A-1

We consider a grid of candidate change locations, spaced at intervals of A = 5. From (6.31),
every (@7, ¢5,) equals (0,0) except the one [ such that ¢, = 30. Table 6.2 displays the results
with each (7', d) setting specified, and Table 6.3 shows the results under a stronger change signal
such that the true spatial weight matrix changes from 0.5 W to 0.5 Ws.

Results for both weak and strong change signals display similar patterns. Unsurprisingly,
the change detection slightly suffers from fat-tailed noise and weaker signals. The accuracy of
detection benefits from the increasing spatial dimension. A larger 7' seems to undermine the
q/g True-Unique measure, but this is essentially due to more dynamic variables (21, and 23 +)

used in the setting.
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€ iid N(0,1) iid. tg

(T, d) (50,25) (50,50) | (100,50) (100,75) | (50,25) (50,50) | (100,50) (100,75)

é MSE 008 004 .004 003 010 .004 004 003
(007)  (.003) | (002)  (.002) | (009) (.003) | (.003)  (.002)

& True-Unique | 611  .965 668 938 559 944 647 898
(488)  (184) | (472)  (242) | (497) (231) | (479)  (.303)

Table 6.2: Simulation results for the model (6.32) with a weak change signal. $ True-Unique
is defined to be 1 if the only nonzero pair (¢} ;, ¢3 ;) corresponds to #; = 30. Mean and standard
deviation (in brackets) of the corresponding error measures over 500 repetitions are presented.

€ ii.d. N(0,1) Lid. tg

(T, d) (50,25) (50,50) | (100,50) (100,75) | (50,25) (50,50) | (100,50) (100,75)

é MSE 006 001 003 001 007 001 004 001
(011)  (001) | (006)  (.001) | (012) (.003) | (.007)  (.002)

& True-Unique || .826  .994 846 990 759 984 811 972
(379)  (077) | (361)  (100) | (428) (.126) | (392)  (.166)

Table 6.3: Simulation results for the model (6.32) with a strong change signal. Refer to Ta-
ble 6.2 for the definition on ¢ True-Unique. Mean and standard deviation (in brackets) of the
corresponding error measures over 500 repetitions are presented.

Experiments on the divide-and-conquer scheme in Remark 6.1

We now demonstrate the numerical performance of the divide-and-conquer scheme in Re-
mark 6.1. Under (7', d) = (100, 75), consider an extension of (6.31) with two change points:

i = (L — 0.8 1 csy Wi + 0.9 Tcony Wi + 0.9 T(ne0y W)~ (17 + X, 8" + ). (6.33)

That is, the spatial weight matrix changes from -0.1W; to -0.9W; at ¢t = 30, followed by
a change from -0.9W; to -0.9W, at ¢ = 60. Suppose it is only known a priori that on
T = {2,4,...,98,100}°, the spatial weight matrix might change from W; to W and the
spatial correlation coefficients might change as well. We wish to estimate the number of
changes and the change locations. Following Remark 6.1, we construct the ordered sets 77 =
{2,4,...,20}, T, = {20,22,...,40}, T3 = {40,42,...,60}, 7, = {60,62,...,80} and
Ts = {80,82,...,100}. Note that we add “overlaps” between adjacent sets to circumvent

falsely identifying change candidates at the margin. Now, the size of each set is 11, which is

3Change point identified at the last observed time point T' = 100 represents no change in the structure.
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reasonable according to the numerical results in Tables 6.2 and 6.3. For each j € [5], consider?

751 751 1
Yyt = (Id - Z Zj,l,l,t¢;1,lwl - Z 22,1t ;,2,1W2> (N* +X68" + 6t)> where
=1 =1

Zinge = Lp<(mynys  Ziade = Lgs(r)y,  With (7;); being the [-th element in 7;.

As in Remark 6.1, all time points corresponding to nonzero estimates of ¢, , or ¢}, for j €
[5],1 € [|T;]] are identified and collected to form a refined candidate set T, where marginal
time points {20, 40, 60,80} are discarded if they are not identified in all 7; containing them.

Finally, consider

|71 7l 1
yi = (Id - Z 21,2901, Wi — Z ZQ,l,t¢§,zW2> (u* + X8 + Gt), where
=1 =1

2104 = Il{tg(,;)l}, Zoit = Il{t>(,7)l}, with (7N')l being the [-th element in T.

Then, change points are estimated as the timestamps corresponding to nonzero estimates for ¢7 ,
or ¢, ;. The histogram for the estimated change locations over 500 repetitions is shown in the
left panel of Figure 6.2 and is encouraging. To further quantify the performance of our scheme,
we use the Adjusted Rand index (ARI) of the estimated time segmentation against the truth
(Rand, 1971; Hubert and Arabie, 1985), a measure frequently used by change point researchers
(Wang and Samworth, 2017). The average ARI across all runs is 0.901, again suggesting that
our scheme is performing very well.

We also consider (6.33) under no change or, equivalently, one change at ¢ = 100:
vi= (Ti+0.9- Ly Wy) ™ (" + X,8" + €). (6.34)

We follow the same exact procedure to estimate (6.33), and the histogram for the estimated
change points over 500 runs is shown in the right panel of Figure 6.2. In 98% of the experiments,
exactly 7' = 100 is identified, meaning no change is detected, which corresponds to a 2% false

change discovery rate. Furthermore, the average ARI® is 0.980.

4Note that the last dynamic variable in 75 for Wy, 25 2 11 ¢, is O for all ¢, so we directly specify gbg&n as 0.

>The estimated time segmentation assigns the same labels to time points between the estimated change points,
with different labels assigned after each change point. For true time partitioning with changes at {30, 60}, the
intervals {1,2,...,30}, {31,32,...,60}, and {61,62,...,100} are labelled as 1, 2, and 3, respectively.

®The true time partition, when there are no changes, labels all time points as 1.
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Figure 6.2: Histograms of estimated change locations under true models (6.33) (left panel) and
(6.34) (right panel). Both experiments are repeated 500 times.

6.6.2 Real data analysis: enterprise monthly profits

In this case study, we use our proposed model to analyse the total profits of enterprises for a
selection of provincial regions in China. Our panel data covers 7' = 86 monthly periods from
March 2016 to August 2024 and 25 provinces and 4 direct-administered municipalities (i.e.,
d = 29); see Section 6.7 for more details. The set of covariates (all standardised) consists
of Consumer Price Index (CPI), Purchasing Price Index for industrial producers (PPI) and
output of electricity (elec). The data is available at the National Bureau of Statistics of China:
https://data.stats.gov.cn/english/.

We consider three spatial weight matrix candidates, with each row standardised by its L
norm if the row sum exceeds one: inverse distance matrix using inverse of geographical dis-
tances between locations computed by the Geodesic WGS-84 System (W), contiguity ma-
trix (W), municipality matrix such that all direct-administered municipalities are neighbours
(W3).

We treat the covariates as exogenous for two reasons: CPI and PPI are largely independent
of the internal economic activities specific to enterprises within each province or municipality,
and electricity supply as a public utility is often price inelastic. Using the aforementioned
covariates and spatial weight matrices, we first specify a time-invariant spatial autoregressive

model as our null model:
profit, = p* + (61 W1 + @5 ¢Wa + ¢35 (W3) profit, + (CPI,, PPl elec;) B + €. (6.35)

We estimate the parameters in (6.35) using our adaptive LASSO estimators. The estimated
coeflicients {(/51,0, 52,0, (//53,0, B} are presented in Table 6.4, together with the BIC computed


https://data.stats.gov.cn/english/
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according to (6.20). The table also shows the standard errors of (gl,g and $370 based on Theo-
rem 6.2. The respective p-values for testing &51,0 = 0 and q/b\g,o = ( are both less than 0.0001,
revealing some spillovers among the neighbours of provinces and municipalities. Interestingly,
53,0 suggests a negative spillover effect among the four direct-administered municipalities,
which could be explained by that the enterprises within municipalities are main competitors

in the market.

<ZA51,0 52,0 53,0 Berr Brei Betee | BIC
Null model | 15.184 .000 -.285 |.021 .053 .394 |2.790
(3.725) (.066)

Table 6.4: Estimated coefficients for modq (6.3§), with s/t\andard errors (in brackets) computed
according to the last part of Section 6.4. S¢p;, Bpp; and [, denote the estimates of 3* corre-
sponding to CPI;, PPI; and elec,, respectively.

Hereafter, we refer to (6.35) as the null model. The rest of the analysis is performed in an
exploratory fashion such that we consider spatial autoregressive models of the form (6.1) with
some /; and dynamic variables {z;;,}. We consider the following models:

3 15
Model 1 : profit, = u*+z (¢;70+Z ¢t <5+ 5k})Wj profit, + (CPI, PPIy, elecy) 3" +€4;
j=1 k=1

3 9
Model 2 : profit, = pi*+» (as;io + > 51 {sd(profit,_5) < })Wj profit,
j=1 k=1

+ (CPIt,PPIt,elect) B* + €4,
where (v1,...,79) = (.177,.193,.202, .207, 217, .219, .231, .250, .302);

3 5
Model 3 : profit, = p*+z (¢;70+Z ¢; , 1{t divides 2k}>W]- profit, + (CPI, PPIy, elecy) 3" +€4;
j=1 k=1

Model 4 : profit, = wr+ (¢{70a371(W1) + ¢§70a372(W1) + ¢§70a3,3(W1)> profit,

+ (CPI;, PPl elecy) B* + €.
(6.36)

Model 1 represents a spatial autoregressive model with the spatial weight matrix potentially
changing at (10, 15,20, ...,75,80). Model 2 is a self-exciting threshold spatial autoregres-
sive model with the standard deviation of profit, - as the threshold variable. The sequence of
threshold value is in fact the empirical quantile, from 10% to 90%, of sd(profit,_5). Model 3
is similar to the null model but accounts for monthly spillovers for lags of two, four, six, eight
and ten months. Model 4 adapts our framework to time-invariant and nonlinear spatial weight
matrices, where a3 1(W1), a32(W7) and a3 3(W1) denote the matrices formed by series ex-

pansion using the order-3 normalised Laguerre functions (inspired by Sun (2016)) based on
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{(W1)5;' Fijelzo- -
Table 6.5 reports the estimated parameters and BIC for each model. The nonzero ¢, ¢ for
Model 1 corresponds to a change in the spillovers featured by W, in March 2020, potentially

suggesting inactive economic activities due to COVID-19 starting at the beginning of 2020.

nonzero a_],k BCPI BPPI Belec BIC

Model 1| ¢19 = 18.030 044 038 309 |2.978
(13.601)

Model 2| ¢15=9.721 19 =18.997 ¢s7 = —.522 030 .038 .368 |2.744
(3.487) (.717) (.001)

Model 3 | ¢1o=15.424 gy =335 dog = —.331 ¢35 =—.401|.023 052 3982747
(.000) (.000) (.000) (.000)

Model 4| d10=.048 ¢o0=—.034 ¢30=.114 043 056 512 |2.848
(.001) (.003) (.001)

Table 6.5: Estimated coefficients for different models specified in (6.36), with standard errors
(in brackets) computed according to the last part of Section 6.4. Refer to Table 6.4 for the
definitions of Bcpy, Bppr and Bejec.

Model 2 has the best BIC among all models shown here, including the null model. From

Table 6.5, four threshold regions are identified as

(98 718 W, — 0.522 W,
_ 18.997 W, — 0.522 W, 0.202 < sd(profit,_;) < 0.231;

18.997 W, 0.231 < sd(profit,_-) < 0.302;
L0, sd(profit,_5) > 0.302.

sd(profit,_5) < 0.202;

For better illustration, the series of \/7\\/} among Beijing, Shanghai and Guangdong are plotted
in Figure 6.3. We see that the spillovers between Beijing and Shanghai is more significant than
their respective spillovers with Guangdong.

On Model 3, Table 6.5 suggests that the effect of W (representing domestic spillovers)
remains constant, that of W, (representing more local spillovers) persists every two months
but roughly cancels out every half year, and the “municipality spillover” by W3 occurs every
December. The various spillover patterns featured by the expert spatial weight matrices are
intriguing and warrant further investigation.

Model 4 considers a time-invariant spillover effect. An example of the estimated spatial
weight matrix is displayed in Figure 6.4. It depicts how the spillovers diminish with the ge-
ographical distance. Lastly, the analysis on the total profits data serves to demonstrate our
proposed spatial autoregressive framework. More comprehensive investigations are required

to further understand the spatial relations among industrial enterprises in Chinese provinces
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Figure 6.3: Illustration of V/\\ft of Model 2 in (6.36) among Beijing, Shanghai and Guangdong,
from August 2016 to August 2024.

and direct-administered municipalities.

Wt between Beijing and other provincial regions
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Figure 6.4: Illustration of (time-invariant) Wt of Model 4 in (6.36) between Beijing and other
provincial regions, against their geographical distances.
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6.7 Additional Details and Simulations

Additional explanations for Section 6.2.2

Note from (6.12) and the definition of B in (6.8), we have
B’ <Id ® {(IT ® {(y”)’B”(B”)’X[X’B”(B”)’X] ‘1}> (X4, ... ,XT)’}>Vec(Id)
— 71/24-a/2 (Id ® {(Bl — B, ..,.Bpr— B)(IT ® )
. (IT ® {(y”)’B”(B”)’X [X'BY(B")'X] ”}) Xy, ... ,XT)’}>vec (L)

_ 7120l (Id ® { ETJ B, — B)y(y")B"(B")X [X'B"(B")X] ‘1XQ})vec(Id)

t=1

(B, — B)y(y")B"(B")X[X'B"(B")X] X))

[M]=

= T’l/Qd’“/Qvec(
t

Il
—

= T4 (3" X, @ (B, — B)y)vee((y") B (B*) X [X'B*(B")X] )

t=1

T
— T—l/Qd—a/Q ( Z Xt ® (Bt _ ]_3)7) [XIBV(BV)/X} *1X/B1/<Bu)ly1/
t=1

Similarly, by the definition of Yy,

(e { (1o (33 nutsswe))

.BY(B")X[X'B"(B")X] ‘1}> (X1, ... ,XT)’})vec(Id)

=720 21,0 {(B, - B,....Br - B)(Ir © )

(e {(33

.BY(B")X[X'B"(B")X] ‘1}> (X1, ... ,XT)’})vec(Id)

hS]

>3 v (W)

]:1 =0

= T2 (Id ® { ET:(Bt - B)'y(i zl: aﬁj,k(YE,k)’(W;@)’)

t=1 j=1 k=0

B (B")X[X'B*(B")X] X} } )vec(I,)

[M] =

= T—1/2d—a/2vec{ (B: — B)v(¢'Y},)B¥(B")X [X'B"(B")'X] ‘1xg}

t=1
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T
=124 3" X, @ (B, - B)y) [X'B"(B*)X] ' X'B(B") Ywo.
t=1

With (6.12), the term inside the squared Euclidean norm of (6.13) can be further written:
B/y — BIV(}') — BIXg(q{,)VeC (Id)
_ By —B'Ve— B’(Id ® {(IT ® {(y”)’B”(B”)’X [X'B*(B")'X] *1})
(X, ,XT)/}>Vec(Id)
p ol
B (Le {(tre { (D23 o) wp))
j=1 k=0
B (BYYX[X'B(B)X] ' }) (X, Xr)' } ) vee (L)

T
_ B/y _ 7-124-a/2 ( Z X, ® (Bt _ B)7> [X/By(Bz/)/X] _1X/BI/<BV)/yI/

t=1
T
—{BV 120 (30X, @ (B, - B)y) [X'B (B")X] 'X'B'(B") Y |6

t=1

(6.37)

Experiments on the threshold spatial autoregressive models

In the following, we demonstrate numerical results for the threshold spatial autoregressive

model in Section 6.5.1. Consider
yi= (14— 032, W, — 082, W,) " (" + X,8" + &), (6.38)

where Wi, Wy, u*, X, 3* and €, are constructed in the same way as those in (6.30), 2 ; =
I{g,<y+y and z3; = 14~} for some threshold variables and values ¢; and +*. Hence, (6.38)
represents a threshold spatial autoregressive model with changes in both coefficients and spatial
weight matrices. To estimate the parameters and the threshold value simultaneously, we fit a

model of the form

19 19 o
vim (L= D 50l Wi = - 2005, Wa) (1" + X, + ), where  (6.39)
=1 =1

210 = Yg<ay, 2204 = Lig,>53, i = (5% - 1)-th empirical quantile of {q; }+cry.

As discussed in Section 6.5.1, we expect (@] ..., ¢] ;o) are all zero except for the one corre-

sponding to 21, such that 7; is the nearest to v*. Denote the index of such 7; as [*. Similarly,
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(@31, -, 9519) are all zero except for the one corresponding to 2z ;- ;. It should also hold true
that (47 ., ¢5,-) =~ (0.3,0.8). We experiment two types of threshold variables:

1) (AR(5)) q; is AR(5) with i.i.d. N'(0, 1) innovations, with v* = 0.3;

2) (Self-exciting on mean) q; = 1'y,_1/d, i.e., the regime changes in a self-exciting manner

on the mean of the previous data point, with v* = 1.5.

Results for d = 50,75 and T' = 100, 150 are presented in Table 6.6 with gg and 7, estimated
from (6.39), where

& MSE := MSE of ¢ with ¢ all zero except (@7 1, @5-) setas (0.3,0.8),
$ True-Unique := IL{QA&U* and ngSQ’l* are both nonzero in 65 uniquely},
~: MSE := MSE of 7, with true threshold value ~*.

$ True-Unique is the key to demonstrating the validity of our algorithm as it relates to both
specificity and sensitivity. More importantly, it measures if the estimated threshold value is
unique. On computing 7;-MSE with multiple 7; values, i.e., the intersecting index set is not
a singleton, we choose the [ corresponding to the largest 51,1*. Table 6.6 confirms that our
procedure is capable of estimating the threshold value and other model parameters in one go.
Although the estimator of 7* is coarse up to the 5% empirical quantile of the threshold variable,
Table 6.6 shows that increasing the data dimensions improves the performance of 7;. In practice,

re-estimation using a finer grid based on such initial threshold estimator could be performed.

qy setting AR(5) Self-exciting on mean

(T,d) (100, 50) (100,75) | (150,50) (150,75) | (100,50) (100,75) | (150,50) (150,75)

$ MSE .002 .003 .017 .020 .009 .007 .003 .001
(.002) (.003) (.013) (.011) (.011) (.010) (.006) (.003)

¢ True-Unique .562 439 .706 .844 537 .621 797 .938
(.497) (.500) (.456) (.363) (.499) (.485) (.403) (.242)

~1 MSE .343 .066 207 .025 128 .031 .080 .005
(.870) (.309) (.707) (.193) (.881) (.126) (.802) (.023)

Table 6.6: Simulation results for the threshold model (6.39). Mean and standard deviation (in
brackets) of the corresponding error measures over 500 repetitions are presented.

Additional details for the enterprise profits data in Section 6.6.2

Due to missingness, we exclude January and February data. The 25 provinces included in the
data are Hebei, Shanxi, Inner Mongolia, Liaoning, Jilin, Heilongjiang, Jiangsu, Zhejiang, An-

hui, Fujian, Jiangxi, Shandong, Henan, Hubei, Hunan, Guangdong, Guangxi, Hainan, Sichuan,
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Guizhou, Yunnan, Shaanxi, Gansu, Ningxia, Xinjiang, and the 4 direct-administered munici-
palities are Beijing, Tianjin, Shanghai and Chongqing.

A snippet of the total profits for August 2024 is shown in Figure 6.5, where the map is
produced using the R package hchinamap. From the estimation of our null model, it is revealed
from g that Guangdong, Beijing, Jiangsu and Shanghai have significantly larger spatial fixed

effects than other provinces or municipalities.

Total profits of industrial enterprises, August 2024

Figure 6.5: Illustration of the total profits of industrial enterprises within considered Chinese
provinces and direct-administered municipalities, in 100 million yuans.
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6.8 Proof of Theorems and Auxiliary Results

To prove our main theorems, recall first B; ;; and X, ;; represent the (4, j) entry of B; and X,
respectively. Define M = ;2 A;, where

T
Al = maxmax B X B, .. X <ec
' i,q€(d] j,l€[r] Z tijtgl ™ E( t,ij t,ql)] T (s
T
Ay = ¢ max max € q| < cr
i.q€ld] jelr] Z btha ’

B

&
I

=
&
5

N~
M-
MM

t,qi€t.q

1,1
< CTdE—’—TU’ },

max max |B i ]E[Bt,in < CT}7

<.
m
=
-
I
—
<
I
—

&
[

i€ld] jE]r]

&
I

max }e q} < CT}
q€ld

&
I

max max |X ”| < cr
i€[d] jE€]r]

d

ZBqﬁ q

=
[

< 22 cpdt/? log1/2(T V d)Se(ptpmax + C7) },

B
o5
=5

1
max max Inax maxmax |—
melp] n€(l;n]U{0} i,q€[d] je[v] lelr]

B

[Zm,n,tBt,ij Xt,ql - E (Zm,n,tBt,ij Xt,ql )]

< CT}7

=1
L I
Ag =< max max maxmax |— ZmntXtiil < cr
melp] n€lm]UL0} i€ld] je[r] T; ot ’
1T
Ajp =< max max max max |— ZmmtBrii€rq| < Cr
me[p] nellm]U{0} i.qeld] je[v] T; b ’
T

=
I

mée|[p] n€llm]U{0} qeld] | T’

< CT}?

T
P Z[Zm,n,tBt,ij - ]E(zm,n,tBt,ij)]‘ < CT}a
t=1

1
max Imax Imax —E Zmon,t€tq
t=1

o~
—
[\
I
—_

max max max max
mée|[p] n€(l,]U{0} i€ld] jev]

1 T
T Z Zm,n,t

t=1

=
I

max max
me|[p] n€(lm]U{0}

P
[e 2]
I

<cr Vv Zmax}7

(6.40)

where B.J‘j = T! Zle Bt,ij’ X.ﬂ'j = T Zthl Xt,ija €4 = 71 Zle €t.q> Mbmax ‘=
max; ; |]E[Bt,ij” being a constant implied by Assumption (M1), and 2, is the upper bound
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for {25} implied in (M2) with 2. = 1 for {z;,} by default. Our main theoretical results
depict the properties of estimators on the set M which holds with probability approaching 1
as T',d — oo by (R10), as shown in Lemma 6.2 which is similar to Theorem S.1 of Lam and
Souza (2020).

To prove Lemma 6.2, we first quote a Nagaev-type inequality for functional dependent data

from Theorem 2(ii), 2(iii) and Section 4 of Liu et al. (2013), presented as the following lemma.

Lemma 6.1 For a zero mean time series process x, = f(F;) defined in (6.17) with dependence
measure 07 . defined in (6.18), assume OF < Cm~™® as in Assumption (M1). Then there

t,q, m,2w

exists constants C, Cy and Cs independent of n, T' and the index 1 such that
1
(3

where & = a A (1/2 — 1/w) and B = (3 + 2aw) /(1 + w).

Furthermore, assume another zero mean time series process {€;} (can be the same process

Tw(1/2-d) _
> n) < 1(TT + (Y eXP(_CBTﬂ”Q)a

{x:}) with ©5,, ,,, as in Assumption (M1). Then provided max; || ;||2w, max; |[eg,; 2w < co <

oo where ¢ is a constant, the above Nagaev-type inequality holds for the product process
{zeier; — E(rier) -

The above results also hold for any zero mean non-stationary process x; = f;(F;) provided
that max; ||z, < oo and ©,7,, < Cm~%, where ©;*  is uniform tail sum defined in the

following with %, ; being the coupled version of x,; as in (6.18):

[e.9] o0
s [ Ty b
Oy 1= D max iy = > maxsup [z — iy,
t=m t=m
We present Lemma 6.2 below. Note that we assume o > 1/2 — 1/w which can be relaxed
at the cost of more complicated rates and longer proofs presented here, and it simplifies the

form of Lemma 6.1 as w(1/2 — a) = 5 = 1.

Lemma 6.2 Let Assumptions (M1), (M2) (or (M2’)), and (R2) hold and o« > 1/2 — 1/w in
Assumption (M1). Suppose for the application of the Nagaev-type inequality in Lemma 6.1 for
the processes in M = ﬂllil A; where A; is defined in (6.40), the constants C1, Cy and C3 are
the same. Then with g > \/m where g is the constant defined in cp = gT /> logl/ 2(T Vd),

we have

Cs ) w/2 d? 14Cyr?v Ld? 2r
Tw/2=11og"/>(T V d) T3V d3 Tvd

P(M) > 1 — 140yl (?
Proof of Lemma 6.2. As shown in Theorem S.1 of Lam and Souza (2020), the tail condition

in Assumption (M1) implies || - ||2,, is bounded for the processes { By ;; X+ g — E(Btij Xt.q)}
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{Byj€tq} {X1i;} and {€ .}, and further with Assumption (R2) we have

w/2 2 2 72
P(A7) < Cur” <O33> Tw/2-1 1on/2<T Vv d) * Cf;?ﬁvccli?”
w/2 2 2
P(AS) < Clr(c:;)f’)) A 1on/2(T 3t T?Cdf”
C3\w/2 C
P(As) < Cl( 33> Tw/2-1 1og7:”/2(T Vv d) E ird?”
PlAY = Clr(i)g)m Tw/2-1 1ogcf”/ 2TV d) " T?Vm‘il?”
Ca\w/2 d Cad
Pl4s) < Cl( 33> Tw/2=110g"/*(T V d) E é >’
w/2
P(A) < clr(i)B) - longU vt T%Cfp,
P(AS) < o + P(A7) + P(AY).
Consider the remaining sets. First let Assumption (M2) hold and notice || - ||2,, is bounded

for the processes {zmnn,tBrijXtq — E(ZmntBrijXeq) by {zmntBrijergts {#mniXei;} and
{#m.nt€tq}, and their uniform tail sums satisfy the condition in Lemma 6.1. Thus, apply

Lemma 6.1 first on A§ and we have by the union bound,

T
Z Z Z Z Z]P (‘ Z Zmont Bij Xeq — ]E(Zm,n,thth,qz)]‘ > CT)
t=1

mé€(p] n€(lm] i,q€(d] j€[v] I€[r]

1T
< dQTUL(ai o + Cyexp(— CgTCQT)>
03 w/2 d? CQTULd2
< .
Oﬂ“l)L( 3 > Tw/2-1 logw/2(T \/ d) + T3V d3

Similarly using Lemma 6.1, we have

w/2 L
(Ac> < ClTL<03> d 027" d

3 Tw/2—-1 10gw/2(T vV d) T T3\ d3’
Cs\w/2 d? CovLd?
3 ) Tw/2=11og"/*(T V d) Ve
Cy\w/2 d CyLd

3 > Tw/2-1 logw/Q(T Vv d) - T3V d¥’
Cs\w/2 d CyovLd
3 ) Tw/2-11og"*(T V d) Ve

P(AS,) < Ole(

P(AS,) < CiL (

P(AC,) < Ole(

while P(A$;) = 0 by Assumption (M2). On the other hand, if we have Assumption (M2), the
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above results remain valid, except that

P(Az) < 2 (S)"

1 L CyL
Tw/2=tog®*(TVvd) T3Vd¥

by applying Lemma 6.1 given the bounded support and tail sum assumption in (M2’). For any
{#j0.t}, we may treat it as a non-stochastic basis as in (M2) and the result follows. Lastly, by
P(M) >1— 31 P(A5) we complete the proof of Lemma 6.2. [J

We present the following lemma with a short proof as well, and we will utilise the defined

notation Vg i (which is the same definition in Theorem 6.2) in the proof of main theorems.

Lemma 6.3 For anyn x d matrix H = (hy,... h,) and any d x K matrix M, define

We then have HM — {In ® Vec(M)/}VH’K.

Proof of Lemma 6.3. Notice that

vec(M)'(Ix @ hy)
{In X VeC(M)/}VH,K == ’
vec(M)'(Ix ® h,)

whose j-th row (as a column vector) is hence (Ix @h’;)vee(M) = vec(h,M) = vec(M'h;) =
M'h; which is the j-th row of HM indeed. [J

Remark 6.2 With the notation of Vu, i, we may write any d x K matrix M as
M = IdM = {Id 0% VeC<M),}VId7K,

which will be useful if we are interested in the interaction only between A, M in ABM, with
A € R> and B € R™ 9, since we have

ABM = (B'A)M = Vj, {1, ® vec(A') }M = V5, {1, ® vec(A') vec (M)} Vi, .

Moreover, notice that in Lemma 6.3, if K = 1, i.e. M is a vector, then Vi1 = vec (H’) and

Lemma 6.3 simply coincides with the fact that

BM = vee(M'B) = vec(M'B'L,) = (I, & M')vee(B) = (1, @ vee(M)') V..
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Thus, Vu, i can be seen as the “K-block vectorisation” of H, as a generalised vectorisation.
Lemma 6.4 Let the assumptions in Theorem 6.2 hold. Let Rg and g be defined in Theo-
rem 6.2. For I, = [E(X,B,)E(B|X,)]
with rate T~'/2d=(=%/2 sych that

T—2X'B¥(B") €, we have I, asymptotically normal

TYV2(ReEsR;) V21 2 N(0,1,).

Proof of Lemma 6.4. Given any nonzero @ € R" with ||af|; < ¢ < oo, we construct
below the asymptotic normality of o'l which is 7/2d(*=?)/2-convergent. First, we have the

following decomposition, with the second term dominating the first by (6.44):

o', = [B(X[B)E(BX,)] " (T'X'B" ~ B(X{B,)T"}(B")'e"
+ [E(X;B)E(B/X,)] "E(X;B,)T"'(B")¢".

Then recall Rs = [E(X}B,)E(B;X,)] 711E(X;Bt), we have
L I
a'ly = ;O‘IRB(Bt —E(By))e(1 + op(1)).

To construct the asymptotic normality of a’I,, we want to show the as in (6.68) that

< 00, (6.41)

3 HPO(a'Rg(Bt ~E(B)e)|

t>0

so that Theorem 3 (ii) of Wu (2011) can be applied. With the definition s, := a'Rs3sRja,
we have TV/2s; "?o/I, 2 A/(0,1) and hence

TYV2(RySsR;) 21, B N(0,1,).
Similar to the proof of (6.68), we have (6.41) hold by Assumption (R7) and the following,

HPg(a'Rg(Bt ~E(B))e)|,

= Ha’Rﬂ{Po((Bt — E(By)))Eo(e) } + a'Rg{E_1((B; — ]E(Bt))/)PO(Gt)}HQ

< {2a’R5]E{P0((Bt ~E(B,))) Eo(e;) Eo(€)) By(B, — E(Bt))}Rga}m
+ {20/RyB{E_(B, ~ E(B,)Y) Py(er) Pole}) B, (B, - E(Bt))}Rga}l/ i
= (||, IR,

(d fjfé?;](]El/Q(]EQ(Etg)) f}é%%axHPO By jk) Hz+d"7maxr]%%HPO(€t,j)H2>
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_O<maxl|P €t HQ—i—maxmaxHP Bt]k H )

jeld] Jjeld] kelv]

where the second last equality used Assumption (R2), and the last used HR[; HOO =0(d™%.d) =
O(d1') by (6.42) and Assumption (R3).

It remains to show o'l is of order T—1/24—(1-)/2,

To this end, we only need to show sy
is of order d~(1=%). First, RyR; = [E(X]B,)E(B;X,)] " which has all eigenvalues of order
d~? from (6.42) and Assumption (R3). Consider any j-th diagonal element of 35, we have

Z ]E{ (B, — 6t6t+T(Bt+T —E(By)); }

(BB, — B(B), (B — B(B),) Bled).

which is finite and has order exactly d'** by Assumption (R8). Notice the dimension of X is

r X r, the order of eigenvalues of X5 is hence exactly d'*°. The order of s, is d°~! by
HO‘H% )‘min(RBR/B) Amin(2g) < 52 < HO‘H% AmaX(R,BR,IB) Amax (Zg)-
This completes the proof of Lemma 6.4. [

Proof of Corollary 6.1, 6.2, 6.3 and 6.4. All are direct from Theorem 6.2. [J

Proof of Theorem 6.1. From (6.11) and (6.12), we have

8(6) = (X myx) X B (3036 W)

7j=1 k=0

_ (X’B”(B”)’X) TX/B(BY) (1T ®p+ X6 + e”)

S|

="+ (X'B"(B)X) TX'BY(B)e”

We now define a diagonal matrix D, := diag(z; 114, .-, zjrls) € R, with diagonal
blocks 2; 114, - - -, zjkrls, and TF® = (Ipg — 377, S d);kW;g’Dzj’k)_l. We then have
y" =1I'"*(17 ® p* + XB* + €”). Thus,

88) - (XBBYX) XBBY (v - 35 5,Woy,)
j=1 k=0
e+ (0B 1%) 8 (3 1~ s
7j=1 k:0

= B(¢") + (X’B”(B”)’X)i X'B"(B")’
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p
{ Z Z ik~ gbj’k)VVJQ?DZ]‘,/CH*®(1T Qp*+XB" +¢€) }
j=1 k=0

We can hence decompose 3(¢) — B* = 25:1 I; where

I = [E(X;B)E(B;X,)] ' [E(X/B)E(B;X,) - T*X'B"(B")X](8(¢) — 8,
I, = [E(XB,)E(B;X,)] ' T2X'B"(B")'¢",

p l7
Iy = [E(X,B,)E(B|X,)] T *X'B"(B") YD D (65— v — 0 WED, ITOX 3",

7j=1 k=0

~

J
-1

p— 0 WD, TT%¢”,

M@

I, = [E(XB,)E(B/X,)] 'T*X'B"(B")’

j=1 k=0

o~
()

e — G WD, IT® (17 @ p').

M@

I; .= [E(X;B,)E(B;X;)] 'T2X'BY(B")

7j=1 k=0

Notice we can take any ¢ € [T'] for E(X}B,) and [E(B}X,) due to Assumption (M1). To bound

I, to I, we first have

1/2 1/2

r r

I = ExEEEX)] < 7 (6.42)

|[E(X;B)E®B/X,)] "

where A, [E(X|B,)E(B;X;)] = ¢2(E(X}B,)) > d*u® with u > 0 being a constant by As-
sumption (R3). Next, define

T
U=L,oT ") vec(B,—B)x, Uy=1I,®E(bx).
t=1
By Lemma 6.3, we then have
RS / _
—XB”— ZX/ Z{ (Is @ x}) VIN} {(Id®veC(Bt—B) )Vm}
t=1

1 _
== Z Vi, (Li®x,) (1@ vee(B, — B)) Vi, = Vi, U'Vy,,.

t=1
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Similarly, E(X}B;) = Vi ,U;Vi,,. Thus on the set M in Lemma 6.2, with (6.42) we have

1/ _
Hlel = dz 2 HVIdTU/VIdeIdvUO VidTUVIdU IdvUH1 HVId’” (¢)—,3*) 1
_o( )1V, (U0 U)' Vi, Vi, Ul |V, U'Vi, oV, (U= 0 ) [8(0) -],
—O< ){dHUo UHmax||U0Hmax+dHUo—UHmax (HUO—UIIW+ 10l ) }

-|18(e)

(erllB@) - B

)

(6.43)

where the last equality used Assumption (R3) which implies HUOHmaX is bounded by some
constant, and Lemma 6.2 (using A;, A4, Ag) that

T
[0 Ul = |3 ee(e - B)] ~ E(bix)
T - 1 I 1 I
_ H? Z byx; — E(b;x}) — Vec(B)T Zx; <ecr+ Vec(B)? Z X,
t=1 t=1 max t=1 max
_ 1 &
<ecr+ (Hvec(B) _]E[B Hmax_l_ H Hmax) fzxg < CT"’CT(CT‘I’Nb,maX)-
t=1 max
(6.44)
Similarly for /5, we have on the set M that
||IQH1 — d2 2 HVId rU VId,le : HT_I(BV)/EVH1
. N
_O< )HT B")e H1 :O(;l)H? Z_:(BQ— 1 (6.45)
— OP(EZ) {ch%+ﬁ + epd"? 1og1/2(T V d)Se(fthmax + cT)} =Op (ch‘%+ﬁ),

where the first equality used A;, A4, Ag in M, the third used A3, A7 in M, and the last used
Assumption (R10).
For I3, first recall that

L

-1
I = (I, — W)~ (Id -3 S kzjvkvtwj) , (6.46)

7j=1 k=0

iS]

and hence from Assumption (M2) (resp. (M2”)) we have ||II}||.. < 1/(1 —n) = O(1) (resp.
|ITI}||oc = Op(1)) using that (I, — W7) is strictly diagonally dominant. Then by (6.42), we
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have on the set M that

1/ p lJ
||I3||1 = 22 HVId LU’ VIdv ) ¢]k
J=1 k:O
N1 -
B O(Zi) 70> (@5 — 6:0) (B WD, IT*X
j*l k=0 1
1
:O<;Z) TZZ ik — i) szktB B/WHXt
7=1 k=0
1 12 Lj B T d
:O<E>{Iqré%?]<rsré%jx Z K — ik ZZZJ’”W (B, .—B. )X; q]'_‘[:,i- }
7j=1 k=0 t=1 i=1
1
=o(3) (s -4l
B ,ms - ms X N W Z H >
el selol el kelufo) mncl] \TZ% ' tma ZH 5l T I

= 0p([|&" = B, [er + 1+ exler+ Mbmaxﬂ) = On([lo" - ¢||1>’
(6.47)

where the first equality used A;, A4, Ag in M, the second last used Ay, Asg, Ag in M and
Assumptions (R1) and (R3). Similarly, for /, on the set M,

rl/2 p b _
||I4H1 o d2 2 HVId TU/VId’v}ll ) |’T71(BV)/ZZ<¢;]€ - ¢j,k)W]§'QDZj,kH*®€VH1

7j=1 k=0
1 1 p U ~ T d )
=0(){masl 7 D00 - 50 o3 s W (B~ BT [}
7=1 k=0 t=1 i=1
—o(2){|le* - 4|
—o(t 1
T
' B ms ~ ms W i H }
E‘é?ﬁ%?kgﬁ;ﬁ’io}nﬂz@]\ > skl B ZH el T

=1

O (|I¢" = B [er + erer + i m)] op(cTH¢ -4l,).
(6.48)

where the first equality used A;, A4, Ag in M, the second last used A4, Ajg, Aj; in M and
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Assumptions (R1) and (R3). For I5 we also have on the set M,

p L

r1/2 1 ' ~
H]5H1 = d2u2 HVId rU,VId,vH1 ' H?(B”)/ZZ((;S;,C o ¢j7k)W§§DZJ kH*®(1T ®p) 1

j=1 k=0

P N T d B
S = 30 YD W (B — BT,
j =1

Zj kit (Bt,ms - Bms)

s mMaxmax Imax

d
* max W; R IT; i }
%MKM%MMW%MM I o W50

0,16~ Bl o+ caner v er)]) =0, 6" B1,).

where the first equality used A;, A4, Ag in M, the second last used Ay, Az, A3 in M and
Assumptions (R1), (R3), and E(z;;B;) = 0 from (M2’) if (M2) is not satisfied.
From (6.43), (6.45), (6.47) and (6.48), combining with Lemma 6.2, we have

1s§;uaul=op( 5o

18(e) —

+opd¥s), (6.49)

,- From (6.15),

'V -EYy)] (B'V-EYy) (B'y - Ey")

= [(B'V -EYy) BV -EYy)]  (B'V - EYy) (B'Xg vec(I,) + B'e — Ey”)
+[(B'V -EYw)(B'V - EYw)]  (BV - EYw) (EYw)¢" + ¢’

= ¢* + [(B'V -EYyw)(BV -EYy)] (B'V - EYy)Be
— 7724 [(B'V - EYyw) (B'V —EYy)] '(B'V —EYy)

[1]

: vec{ S (B - B)y(e”)’B”(B”)’X(X’B”(B”)/X)‘lX;},

t=1
where the second equality used (6.10), and the third used the fact that B'X g(4)vec (Id) =
Ey” —EYw¢ from (6.37) and 3(¢*) = 8 + (X'B"(B")'X) _lX’B”(B”)’e”. Thus, we may

decompose

55 — ¢" = Dy — Dy, where
Dy = [(B'V -EYyw)(B'V - EYy)]  (BV -EYy)Ble,
D, =T7'2¢7? . [(B'V — EYw) (B'V — EYy)] BV -E2Yy)
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256

| > (L@ (B, — B)y) X, }(X'B(B)X) ' X'B"(B") e

To bound the above, recall first the following definitions (from the statement of Theo-

rem 6.2) for j € [p], k € [l;] U {0},
T

1 ¢ _ 1 _
Usik = T Z zjkevee(By — B)x;, Uy jp = 7 Z zjpavee(B, — B)p”,
=1 —
U, .. := Iy . B, — B¢
eik = ; zj,k,tvec( . — )‘Et-

Consider Yy, from its definition we have,

T
Yy = T V242 ( Y X, ® (B - 1‘3)7) [X'B"(B*)X] 'X'B"(B")
t=1

(W®Y1 00 7W?yl1j,zla e 7W§Y;,07 . W®yp lp)

T
_ p1/2-0/2 ( Z X, ® (B, — B)'y) [X'B"(B")X] 'X'B”

{Zzwt Bt W1Yt7 Zzpl t Bt Wth}

From (6.46), we have y; = II;p* + IT;X,;3* + II}e;. It hence holds for any j € [p], k

;] U {0} by Lemma 6.3 that

T

1 _
T Z Zj,k,t(Bt - B)/ijt
t=1
1 Z
= =Y %k Vi, (L @ vee(B, — B)) (I " + ILX, 6" + Ije;)
t=1
= VQN’ (Id ®Ux j,k)VHf,rﬁ*"f’V%}V},U(Id ®Uu,j,k)vec(l'[:’) _'_V/VV;-,U(ICI ®U€,j,k)vec(l'[j’) .
(6.50)

Consider also B'V, we have

B'V
= 17202 (1,@ {(B, - B..... By ~ B)(I; ©7)} )

‘{[Id ®(Z1,o,1Y17 cee Zl,o,TYT),] vec (Wi), cee [Id ®(Z1,11,1Y1, e 72’1,11,TYT)/} VeC(Wi),

ey
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[Li @ (2p01y1:- - - 2poxyr) | vee (W), ..., [Ta @ (2p0,1¥1, - - -+ 2, 7yT)'| VEC (WI’,)}
— T_1/2d_a/2{ [Id X (Bl — B, e ,BT — B)(IT X ’)/)(2170’1}’1, Ce 7Z1,0,TyT)/} VeC(Wll),

, [Id (29 (B1 — B, . ,BT — B)(IT & "}’)(Zmelyl, . ,ZpJp’TyT)/} VEC(W;))}

T
=T 24P [1,@ Y 21,04(B, - B)yyi] vee(W1),

t=1

L@ Z Zplpit B)vy;|vec(W)) }

Similar to EYyy, for j € [p], k € [I,] U {0} we have

Zj, kt Bt —B ([J/*/H:/ + B*/XQH:/ + 62]._.[:/)

IIMH

1 T
T Z Zj,k,t(Bt -

t=1

T
1 _
=7 Z Zi (Y @ 1) vee(B, — B) ™I}
=1
1 < . y (6.51)
+?Zz]kt(7 ® 1,) vee(B, — B)x}(8" @ I,)II;
=1

+ = Z 2iws(Y ®1,) vee(B, — B) eI}
= (V' @TL)UpalTy + (v @ 1)Uy (8" @ T + (7' @ 1)U 5, 1T

With (6.50) and (6.51), recall from the statement of Theorem 6.2 the definitions for H;; and
H,. As a heuristic for Hyy and Hyy, they are essentially 7~ /2d%/?B’V and T~'/2d*/?EYy at
the population level, respectively. For the rest of the proof for Theorem 6.1, we find the rate of
D,, followed by constructing the asymptotic normality of the dominating term in the expansion
of D,. For Dy, we further decompose Dy = F + F5 — F3 where

Fl = [(H20 - HlO)/(HQO - HlO)]_l{(HQO - HlO),<H2O - HlO)
—T'd(B'V - EYy ) (B'V — EYW)}DQ,

Fy = [(Hao — Hig) (Hao — Hyg)| 7 [(T7V2d*B'V — Hyg) — (T72d*EYy — Hy)]'

: {% ET: (Te® (B, — B)y) X, } (X'BY(BYX) ' X'BY (B¢,

F3 = [(HZO - HlO)/(H20 - HlO)]_l(HQO - HlO),

- {% ET: (1@ (B — B)y) X, } (X'B” (B X) ' X'B’ (B ¢
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To bound the L1 norm of F} to Fj, first observe that by Assumptions (R1) and (R4) we have
o7 (Hyg) > o7 ({ I ® (v ®@ 1) E(Ug,1,0(8° @ I)IL") | vee (W),
o [L® (Y @ L) E(Usyy, (87 @ I)ILY) | vee (W) })
- o2 (D) o, ({[Id@w@xd) B (U o 0111
o 1@ (Y ©10) E(Usyy, (ﬁ*@ld)nz")}}) > Cd-d* = Cd'*e,

where C' > (0 is a generic constant. Similarly, by Assumptions (R1), (R3), (RS) and (R6),

71 (Ha) > 0 (E(X, @ Bry) ) o ([E(GBIE(BX)] ') o (B(X(B))

* Omin <{V/VV’177‘E [(Id®Ux,1,O>VHf,T] ﬁ*a EEE V%?V;,,TE [(Id®Ux,p,lp)VHf,T} IB* })
Cd1+a -d
)\max []E(X;Bt)]E<B2Xt>]
Cd1+a -d - d1/2
)\max []E(X;Bt)]E<BI,5Xt)]

v

0, [E(G)] - 0,(Dw)

v

> Cdl/2+a,

with some arbitrary constant C' > 0. Notice Hy, has the smallest singular value of order larger
then that for Hyg, so 0% (Hyy — Hyg) > C'd' @ for some C' > 0. Thus,

L1/2 L1/2
Hay — Hyo)' (Hy — H —1H < < (652
H[( 2 10) (Hao o) 17 Amin[(H2o — Hio)'(Hao — Hyp)] = Cdtte (0:32)

Consider F; first and we hence have on M,
L1/2 - L —1/2 ja/2m= —1/2 ja/21!

HFIHI S W{H(HQO—T d :.Yw>+(T d BV—Hlo)HmaxHHgo—HloHl

||(Flpp — T 24 PEY ) + (T-2d"2B'V — Hm)Hl}HDQH1

L3/2

_ O{dm ler - d® + 1+ (ord® + ord?)] }HDQHl - O(cTL?’/Zdl*“ HDQHl),

(6.53)

where the last line used the following rates to be shown later,

|Hoo — T72d*?EY || = Op(cr), (6.54)

max



6.8. Proof of Theorems and Auxiliary Results 259

HHlO o T_1/2da/2B/VHmax - OP(CT)' (655)

For neat presentation, we define the following terms whose norms will be bounded and

involved in (6.54) and later,

A1 = ? Z Xt X (Bt — B)")’, A(lJ = E(Xt ® Bt7)7
t=1
1 1 - _
Ave= (FXBEBYX) AL = [BXBIEBX)]
1
A3 = ?X/BV, Ag = E(X;Bt),
1 T
Asjr = ) zikd(Be = BY W (IL " + IEX,6Y),
t=1
1 < _
Ag’j’k = ]E(A4,j,k;), A5,j,k = T ; Zj,k,t(Bt - B)/anzet

On M, we immediately have from Lemma 6.2 (using A;, A4, Ag),

HAI - A?H = O(CT + cr(er + ,Ub,max)) = O(cr), (6.56)

max

which also gives [[Ax], < A7), + A1 — AY]|
Assumptions (R5) and (R10), we also have on M that

= O(1 + ¢r) = O(1). Hence with

max

A, < AL, + 1A — AT, = O(d* + erd) = O(@*). (657

I

Similarly, with Lemma 6.2 (using .4;) and Assumption (R3), we have on M,

145 = A3]|, = Olerd), [|As]l, = O(@),

|As]], < [|A; — A3, +[|A3]], = O(d). (6.58)

Rewrite AJ = (AJAY) ! and A, = (A3A%)~!, by Assumption (R3),

r1/2

143l = 5 aam

=0(d™?). (6.59)

Moreover, from (6.58) we have on M

(AD " — A7, < [[ASAY - AsAsl, <[|A%— As], AT, + [1As], 1A% - A4,
= O(CTd -d + d- CTd) = O(CTd2>.
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Thus, rewrite Ay — AJ = (Ay — AD[(A) " — A; A+ AJ[(A9) " — AS1JAY, then on M,
|5 = AJ[l, = 0[] Az = AYJ,) + O(erd?-d™*) = Olerd™2).

Consider now Aj ;. for any j € [p], k € [I;] U {0}. First, we have on M,

‘ 1

W

2i0(By — By W, )

*

u

ol

Z]kt Bt_ 7)/>

= 0(a-|m; ) = 0L,

where the last equality used Assumption (R1). Thus on M,

1ALl

< || Viws o [Ta ® E(Ux )] Vi,

< szkt W H*IJ’*)

‘ 1

SHV’w;,v[Id@@E(UmHIMH i (@)
< max macmax W E{ - Zz]kt qu}uvnr (d) = O(d),

where the last equality used Assumption (R1). Furthermore, we have on M that

[Aje — ALkl
1 <& 1
I S T

t=1 t=1

Me

By — By YW e,

+ || V3 ;,U{Id@’ U, ,x — E(U

:O([CT—I—l'CT+1'CT+1'(CTVO)]d>+O<HVH:1T |18

YRR

T
Z Zjk t Bt mth ng ]E( Z Zj,k:,t(Bt - B)mth,nq>
t=1

- IMaxX maximax
n,me(d] s€fv] q€lr]

= O(CTd),
(6.60)

where the second last equality used Assumption (R1) and A4, A5, A3, while the last used

Ay, Ag, Ag. In particular, we used the following as an immediate result of A3,

T
1
me[p] ne[lm]u{o} ‘T Z Fmngt <T Z Zm,n,t)

t=1

SCT\/O.
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Lastly for any j € [p], k € [I;] U {0}, similar to (6.48), we have on M that

1Al = Vv (Lo © Uein) Vi ll; < [[Vawy o (T © Ue) |

1 & _
||W’ Hl max max T Z Zj,k,t(Bt — B)mset,n

m,ne(d] s€v] p—

maxHVH?’THI

6.61)
Vi, = Olerd).

Consider now (6.54), we have

HH20 _ T 2ge2mYy,

— H]]%X “A1A2A3(A4,j,k + A5,j,k) — A?A(Q)AgAg,j,k

max max

< e A [| Al | A [, [ Al

max ’

s 1A A2 A — ASASAL ], + (1A — A9 ASASAL ]

max | max |

with max HA2A3A47j,k — AgAgAgj kH1
Jsk Js
< mac {18,145 — A3, 4]

[ Aclly [ AG (A = AS sl + 1142 — AS [ASI A1, }-

Together with all the rates from (6.56) to (6.61), we have (6.54) true on M.
For (6.55), consider for any j € [p|, k € [I;] U {0}, we have on M that

[ (0 LU ] vee(w5)

= max H "® 1)U, il W, H

max i€[d] max

< max | (v ® L) Ueyu|

o Wiy

§ Zj .k, t mset,n

where the second last equality used Assumption (R1) and the result below (6.46), and the last

maxH

(6.62)

= O(CT>7

=01) - |Iv]: - max max
m,ne(d] selv]

is similar to (6.48). In a similar way on M,

H [Id R ® Id){Uu,j,k - ]E(Uu,j,k)}nrl] vec (W;)

max

< IZIéaX H ® Id){UV”jvk B E(Ul"’j’k)}Hmax”H: ooHWJvzHl
1 <& _ 1 & _
= O(Il s llmar) - [ 7 D2 2aBe = BY = B{ = 3" zia(Be = BY | = 0(er),
t=1 t=1

(6.63)
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with the last line similar to (6.60) which is also involved in the last line of the following,

[[l0e (0 & 1{Unis ~ B 6" @ 1 Jree(wr) |
< a7 © 1) (U = B(Usi)} 187 Ll I Wi

1€[d]

(6.64)

=0 - mmax maxmax
(H’YHl) m,neld] s€fv] q€lr]

T

1 _

T E 2kt (Bt = B)imeXing
t=1

T
1
- E (T Z Zj,k,t(Bt - B)mth,nq>

t=1

= O(CT).

Combining (6.62), (6.63) and (6.64), we have (6.55) true by the following,

HH10 _ T*1/2d“/2B’V‘

max

< | [T (7 & 1)U 117 vee (W)
]7

max

+max | 1@ (v @ L) {Ups — B(U )} | vee (W) |

max

+ n}%x H [Id ® (7 @ 13){Uxjx — E(Ux;p) }(B* ® Id)H:,] Vec(W;‘)

Next for I3 and F3, we consider first on M,
1 < _
7> (L (B - B)y) X, f(X'B (BY)X) ' X'B (B ¢’
t=1

1

| d
T Z Z By gj€tq

t=1 g=1

T
1 _
= HA1A2A3 f Z(Bt — B),Et

t=1

= fAddLflAs]flAsll, - vmax

JElr]

= O(d* - d™% - d-epditm) = O(cpdatzta),
(6.65)

where the first equality used the fact that X; = X; ® 1, the second last used (6.57), (6.58),
(6.59) and A3 in Lemma 6.2. Then for F5, we have on M that

LY2. L

[F2lli < Cdia

(H(HQU _ T*1/2da/2EYW)‘

+ ||y - Hy)

max >

max

(6.66)

1

T
33 (e B By X oo sx) BB e
t=1
= O(L3/2 A ep ch%+ﬁ+a) _ O(CQTLB'/Qd*%JFﬁ),

where the last line used (6.52), (6.54), (6.55) and (6.65). Similarly, on M we have || F3||; =
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O(CTL?’/Qd‘%JFﬁ), and hence together with L = O(1), (6.53) and (6.66), it holds on M that
D2, < (B[l + |Z2l], + [ 5]l = O(erd2+20). (6.67)
Similar to the way we decompose D, we can rewrite D = F; + Fy — Fg where

Fy = [(Hy — Hyp)' (Ho — H1o)]_1{(H20 — Hyo)' (Hy — Hyp)
T (B'V — EYy ) (B'V — EYW)}Dl,
!
Fy = [(Hao — Hyo) (Hap — Hm)]—l{(T—l/?d“/?B’V “Hy) — (T 24 EYy — Hgo)}

. f]’v—l/Qda/QB/e7
Fo = [(Hao — Hyg)'(Hag — Hig)] ™ (Hayg — Hyp)' - T7'/2d**Ble.

From (6.53), it is direct that F; = O(cyL*?d'~*||Dy|;) on M. Moreover, (6.54) and (6.55)
imply that F5 has a smaller rate than that of Fi. Given L = O(1), we next construct the

asymptotic normality of ' F for any given nonzero a € R* with ||a||; < ¢ < 0.
Denote by R1 = [(Hgo — Hlo),(Hgo — Hlo)]_l(Hzo — HlO),’ we have

oFy = zo/R, (Lo {(B, ~ B, By~ B)(Ir &)} )vee((er, . er))
= %O/R1 (Id ® {(Bl —~B)y,...,(Br — ]_3)7}) i {ft ® (H{th})je[T}}

t=

- %ZQR (e (B~ B)y) = %ZGR (e ® B, ~ EB)IY(1+ 0p(1))).

where the vector ( Il{j:t}) € RT has value 1;— at each j-th entry, and the last equality

JElT]
used A4 in Lemma 6.2. Hence to apply Theorem 3 (ii) of Wu (2011), we need to show

. HPO{Q'Rl (e:® [B: - lE(Bt)h)}H2 < o0, (6.68)

t>0

where Py(+) := Eo(-) — E_1(-) and E;(+) := E(- | 0(G;, H;)). Notice that

’ Po{a'R1 (& ®[B; — E(Bt)h)}H?

= e { Po(e) @ Bol(B. — EB)I) | + a'Re {Ei(e) @ Po([B: - E(Bt)h)}HQl

< (2R {E(R(e) Po(e)) @ B(Eo([B, — E(B)l) Bo(v'[B: — E(B,))) }Riex)’

[

2

+ <2a’R1{]E(]E_l(et)]E_l(et)’) @ E(Py([B, — E(B)]v)Po(v'[B, — E(B)])) }R;a>
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= O(lledl IRall..) - (max [ PoCer )l - mi Var'?(BY ;) + o max | 2o (B )] )

= 0 max ||Ps(e.; PU(Bu),).
max || P (c.,) [, + maxmex || By (Bru)
where the second last equality used Var(-) = Var(E;(-)) + E(Var;(-)) > Var(IE;(-)), and the
last used Assumption (R2) and HR1 HOO = O(1) which is implied from (6.52), HlOH1 = 0(d)
and HH20H1 = O(d'**). With Assumption (R7), (6.68) is true. Therefore, with definition

s1:=RiZRia, B:=) E(ee,,) 9E[(B, — EB))yY (Bu- — EBY)],

we have by Theorem 3 (ii) of Wu (2011) that
TV el Fy 2 N(0,1).
Then equivalently we have
TV2(R,ER,) V2 F; B N(0,1,), (6.69)

so that Fy is at least T'/2d(1+9=b)/2_convergent which used Ao (RiR}) = O(d~'7?) from
(6.52), and all eigenvalues of d~*3 uniformly bounded from O and infinity by Assumption
(R8). Hence, || D1, = O(||Fe|l1) = O(T~/2d~(*+2="/2) on M, and by (6.67) we have

1

[@=6°[l, = Or (|| Dall, 1 Dl ) = O (777247040 epd=5+35) = Op (erd4+5),

where the last equality used Assumption (R10). With the above plugged into (6.49), the proof

of Theorem 6.1 is complete. []

Proof of Theorem 6.2. By the KKT condition, $ is a solution to the adaptive LASSO

problem in (6.16) if and only if there exists a subgradient

h=0(u|g|) = {h cRE - { h; = u;sign(d;), & # 0; }

|| < uy, otherwise.

such that differentiating the expression in (6.16) with respect to ¢, we have
THEYw -BV)(EYy -BV)p + T ' (EYw — B'V)(B'y — Ey”) = —\h.
Substituting (6.10) in the above, we arrive at

—Ah=T"YEYy - BV)(EYy — B'V)¢
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+TY(EYw — B'V)(B'V¢* + B'Xg.vec(I;) + B'e — Ey”)
=T ' (EYw —BV)B'V(¢* — ¢)
+T ' EYw —BV)Be+T ' (EYy — B’V)’B’Xﬁ*vec(Id)
+T7(EYw - B'V)(EYwe¢" —Ey" +EYw(d — ¢"))
=T 'EYw -BV)EYy -BV)(¢d—-¢")+T ' (EYy - BV)Be
+ T (EYw — B'V)B'Xg-_gpvee(Ly),
where the last equality used the fact that B'X g 4-)vec (Id) = By’ — EYy¢* from (6.37).
Then we may conclude that there exists a sign-consistent solution ¢ if and only if

—Mhy =T Y EYwy —BVy) (EYwy —B V) (e —¢)
+T Y EYwnu — B’VH)’B’XB*_ﬁ(d,*)vec(Id) +T Y EYwy — B'Vg)'Ble,
Auge > [T (EYwne — B'Viye)BXge_gg)vee(I) +T (EYw,ne — B'Vye)Blel,
(6.70)
where Ay and ay denote the corresponding submatrix A with columns restricted on the set

H and subvector a with entries restricted on the set H, respectively. Similarly (-)ye. is de-
fined. Consider the first equation in (6.70), similar to how D, is decomposed in the proof of
Theorem 6.1, we write ¢ — ¢* = ijl I, ; where

Iy1 = [(Hy — Hig)y(Hao — Hlo)H]_l{(Hzo —Hyo)y(Ho — Hyg)n
T (B'Vy — EY ) (B'Vy — EYWH)}@ — ),
I = —[(Hao — Hyg)y(Hag — Hyg) ) 'd“Nhy,
Is3 = [(Hy — Hyg)y (Hoo — Hig) ] ' T ' d (EY w,u — B'V)B'Xg(ge)—g-vee(1y),
Ipa = [(Hao — Hig)y(Hao — Hyo) ] 'T'd*(B'Vy — EYw ) Ble.

Similar to F} in the proof of Theorem 6.1, we may derive that

ol = O (erd (16 = @) = 0r (/16— ¢

max) )

where the first equality used the fact that Assumption (R1) implies for a positive constant u
that aﬁH‘{(DW) g} > du > 0 uniformly as d — oo, and the conditions in the statement of
Theorem 6.2, and the second used (R10). Similarly, with Assumption (R9) we have

o2l = Op(a " 3) = Opera™).

For I, 4, we may decompose it as the following with the second term dominating the first
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term similarly to F5 and Fj in the proof of Theorem 6.1,

Iys = ([(HQO — Hyo)y(Hao — Hyg) ] ™! [(T_I/Qda/QB/VH —Hion)
/
— (T 2dPEY yy gy — oo )| - T7V2dBe)

- ([(H20 — Hyp)y (Hy — Hlo)H]_l(HQO —Hyp)y - T_I/Qda/2B,€>-

The second term in the above has rate 7~'/2d~(1+2=b)/2 by exactly the same way to construct
asymptotic normality of Fj in (6.69), except for the restriction to the set H here (proof omitted).
Thus,

o1l = Op (T71/2d7(H427072),

We next construct the asymptotic normality for /, 3 and show that its convergence rate is of
order T—1/2d~(1=%/2 which is dominating over those of I 1, I, » and I, 4 by Assumption (R10).
Recall Ry = [(Hao — Hig))y (Hao — Hig) ] (Hao — Hig);, and let nonzero o € R¥I such
that ||a||; < ¢ < oco. Then we have

o'lys = 'RyT (B, — B,) Xg(p)—g-vee(I) (1 + op(1))
= a'RyT (Li® {(B1 - B,....Br — B)(Ir © v(8(¢") — 8))(Xs,.... X'}
: vec(Id) (1 + OP(l))

= Ry D vee((B, — E(B)y (8(6") — 5X)(1+ 0p(1)

T

— o'Ry Vec{% > [¥Bii - E(B.)X, (B(¢") — 6*)]Z-,je[d]}(1 +op(1))

t=1

= /RS, (B(¢") — B*)(1 + 0p(1)),

where the third last equality used A, in Lemma 6.2 and the last used .4;. From (6.44) and
Lemma 6.4, we have

N |=

T2 (RyZsR}) 2 (B(¢7) —B7) =T

{ [E(X;B,)E(B/X,)] ' T2X'B"(B")e"(1 + 0(1))} 2 N(0,L,).

(RySsR)) { (X'B"(B")'X) _1X’B”(B”)’e”}

NI

1 _
=T~ (RsXsR})
Define s3 := o'RpyS,RsXsR};S. R;ax, then T2, 2o/ 1,5 2 N(0,1) and equivalently

T'2(RuS,RsSsR,S.RY,) 2Ly 2 N(0, i),

As shown in the proof of Lemma 6.4, the eigenvalues of R 535 R’; are of order d*~!. Similar
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to R; in the proof of Theorem 6.1, A (RyRY;) = O(d™17). We also have Amax(S’VSA,) =
O(d***) by Assumption (R5). Combining them, we have

e[ Amin(RaS,SL R ) Amin(RsZsRj) < 53
< ”aH% Amax (ReRY) )‘maX(Sin’v) /\maX(RBEBR%)a

with the right hand side (of s3) of order d®~!. The left hand side (of s3) is of the same order by
the assumption in the statement of Theorem 6.2 that RS, S’ R’y has the smallest eigenvalue
of constant order. Thus, s3 is of order exactly d*~! and hence a1, 3 has order T~1/24~(1=)/2,
It implies I, 3 is the leading term in gb — ¢* whose asymptotic normality therefore holds.

As Iy to I,y are all 0p(1), we conclude sign(¢y) = sign(¢;). It remains to show the
second part in (6.70) for the zero consistency of $ He.

To this end, notice similar to I, 3 but with restriction on the set /¢, we have

HT_l(EYWvHC - B/VHC),B/X,@**ﬁ(W‘)Vec (Id) Hmax
= OP (T‘—l/Qd—(l—b)/2 cde. d1+2a) _ OP (T—1/2d%+g+a)7

which used H(Hgo - Hlo)/(HQO — HlO)Hmax S O'%(HQO — HlO) = O<d1+2a) similarly to the

steps above (6.52). In the same manner, we also have from /4 4 that

|77 EYwne = BVae ) Be|, = Op(T712d31575),

max

The left hand side of the second inequality in (6.70) has minimum value of

A S A S A
[Pl NP1 = Birclls (16— 0"l
so it suffices to show
(T_1/2d%+g+a) ) | b max = OP(CT)v

which is true by Assumption (R10) and Theorem 6.1 in which each entry of I can be shown

to be asymptotically normal. This completes the proof of Theorem 6.2. [J

Proof of Theorem 6.3. We have

p

Z{%o Pk +Z Gik — sp) Z]kt}W]

j=1

[We-wil.

(6.71)

_ Op( |- max HWjHoo> _ OP(T_1/2d_(1_b)/2),
J

where the last equality used Theorem 6.2, Assumptions (M2) (or (M2’)) and (R1). Observe
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that we have similarly HV/\\/} — W;||, = Op(T~"/2d=1="/2) by Assumption (R1), and hence

W, — W;

S — 1/2
< (HWt - W:HI HWt - Wy OO) = OP(T_I/Qd_(l_b)/Q)'

With II} defined in (6.46), we can decompose

1 & 1 &
T Z { (L — A Xtﬁ} T Z {(Id - AN @)y, — X8 — Gt}
t=1 t=1

t=1
so that combining (6.71), Lemma 6.2 and Theorem 6.1, we have

| =

L L | .

= Op{ max ||\/7\\7t - Wil

(I Nl + €187 s + 1)

+or} = Opler).

This completes the proof of Theorem 6.3. []
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