
 
 

 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  



 
 
 
 
    
 
 
I certify that the thesis I have presented for examination for the MPhil/PhD degree 
of the London School of Economics and Political Science is solely my own work 
other than where I have clearly indicated that it is the work of others (in which case 
the extent of any work carried out jointly by me and any other person is clearly 
identified in it). 
 
The copyright of this thesis rests with the author. Quotation from it is permitted, 
provided that full acknowledgement is made.  This thesis may not be reproduced 
without my prior written consent. 
 
I warrant that this authorisation does not, to the best of my belief, infringe the 
rights of any third party. 
 
I declare that my thesis consists of 85 102 words.  



 
 
 
 
    
 
 
This thesis weaves together the themes of complexity, technology, and power. It 
does so by examining how actors in world politics gain leverage over complex 
systems through the use of specialised órepresentational technologiesô that make 
these systems intelligible and amenable to manipulation. In response to the 
increasing complexity of regional and global systems, political actors are expanding 
their use of these representational technologies in order to augment limited 
individual and institutional means for cognition. A first conclusion from this 
research is that through these technologies, power is being expanded in novel and 
unique ways. Building upon an insight from actor-network theory (ANT), power is 
examined here as something that must be constructed via material technologies. 
Yet unlike previous research which has focused primarily on infrastructural 
technology, this thesis examines the unique role of representational technologies in 
constructing power. Following constructivism, this thesis accords a significant role 
to knowledge, discourse, and representations in how world politics are presented 
and acted upon. However, a second conclusion of this thesis is that the standard 
idealist accounts in constructivism must be expanded by examining the increasingly 
material means through which such ideational representations are constructed. 
Thirdly, this thesis aims to illuminate a neglected type of technology within 
International Relations (IR) scholarship ï by moving away from the standard 
analyses of military and communication technology, and instead showing how 
representational technology contributes to the practices of world politics. Lastly, in 
emphasising the materiality of power and knowledge, this thesis also aims to revive 
a moderate version of technological determinism by arguing that technology is a 
platform which shapes both possible political behaviours and pathways for 
technological development.  
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ñWhat has happened? Simply that our means 
 of investigation and action have far outstripped 

 our means of representation and understanding. 
 This is the enormous new fact that results from 

 all other new facts. This one is positively 
 transcendent.ò1 

 
-Paul Valéry 

 
 
 
 
    
 

 

This thesis weaves together the themes of complexity, technology, and power. It 

does so by examining how actors in world politics gain leverage over complex 

systems through the use of specialised órepresentational technologiesô that make 

these systems intelligible and amenable to manipulation. In response to the 

increasing complexity of regional and global systems, political actors are expanding 

their use of these representational technologies in order to augment limited 

individual and institutional means for cognition. A first conclusion from this 

research is that through these technologies, power is being expanded in novel and 

unique ways. Building upon an insight from actor-network theory (ANT), power is 

examined here as something that must be constructed via material technologies. 

Yet unlike previous research which has focused primarily on infrastructural 

technology, this thesis examines the unique role of representational technologies in 

constructing power.2 Following constructivism, this thesis accords a significant role 

to knowledge, discourse, and representations in how world politics are presented 

                                                 
1 Val®ry, ñUnpredictability,ò 69. 
2 Callon and Latour, ñUnscrewing the Big Leviathan: How Actors Macrostructure Reality and How 
Sociologists Help Them To Do Soò; Guldi, Roads to Power: Britain Invents the Infrastructure State; 
Headrick, The Tools of Empire: Technology and European Imperialism in the Nineteenth Century; 
Schouten, ñThe Materiality of State Failure: Social Contract Theory, Infrastructure and Governmental 
Power in Congo.ò 



and acted upon. However, a second conclusion of this thesis is that the standard 

idealist accounts in constructivism must be expanded by examining the increasingly 

material means through which such ideational representations are constructed. 

Thirdly, this thesis aims to illuminate a neglected type of technology within 

International Relations (IR) scholarship ï by moving away from the standard 

analyses of military and communication technology, and instead showing how 

representational technology contributes to the practices of world politics. Lastly, in 

emphasising the materiality of power and knowledge, this thesis also aims to revive 

a moderate version of technological determinism by arguing that technology is a 

platform which shapes both possible political behaviours and pathways for 

technological development. 

One of the most common themes amongst the major crises of the modern world is 

the repeated reminder that our world is increasingly complex. Compared to 

previous periods of history our world is more interconnected (spreading crises 

further and less predictably), more dynamic (diffusing risks at a quicker pace), and 

more fragmented (with experts becoming specialised in solving local problems 

rather than systemic problems).3 This complexity involves a massive amount of 

elements, nonlinear dynamics, unintended effects, sensitivity to initial conditions, 

and feedback loops.4 These features of complex systems strain the limits of the 

human mindôs finite and embodied capacities.5 The 2008 financial crisis, the 

ongoing climate change crisis, the 2003 North American electrical blackout ï all of 

these point to widely distributed complex systems which already surpass human 

capacities to cognise. If rational action requires a minimal capacity to represent the 

problems to be confronted, then the complex systems of todayôs world are 

threatening to undermine the cognitive basis of political action. Given that 

                                                 
3 Perrow, Normal Accidents: Living with High Risk Technologies; Jervis, System Effects: Complexity in 
Political and Social Life. 
4 Cederman, ñComplexity and Change in World Politics: Resurrecting Systems Theoryò; Geyer and 
Rihani, Complexity and Public Policy: A New Approach to 21st Century Politics, Policy and Society, 
chap. 1. 
5 Jervis, System Effects: Complexity in Political and Social Life, 45. 



ñlegibility [is] a central aspect of statecraftò6, then the world today is characterised 

by systems that outpace any actorôs ability to comprehend them. 

According to the cultural theorist Fredric Jameson this situation indexes a 

lack of ócognitive mappingô ï the means to make our own world intelligible to 

ourselves through a situational understanding of our own position.7 Here Jameson 

draws upon urban theory which argues that in designing liveable spaces one must 

take into account how people navigate their way around cities. In encountering a 

new city, the individual is left without any cognitive map of the space and is forced 

to develop one through habit. The urban designer can in turn assist this process by 

strategically situating landmarks and other easily recognizable symbols in order to 

provide the grounds for the development of a cognitive map.8 

 In Jamesonôs work, this idea of cognitive mapping encompasses not only an 

individualôs relation to a city, but also their relation to an entire socioeconomic 

system. As he states, the function of cognitive mapping is ñto enable a situational 

representation on the part of the individual subject to that vaster and properly 

unrepresentable totality which is the ensemble of societyôs structures as a whole.ò9 

In charting through a loose set of historical periods from national to imperialist to 

globalised capitalism, Jameson argues that at one time the nature of capitalism was 

such that one could potentially establish a correspondence between our local 

phenomenological experiences and the economic structure that determined it. We 

could, in other words, establish a cognitive map of our economic space, thereby 

making intelligible the world around us. With the rise of globalisation, however, 

Jameson claims that this is no longer the case. We can no longer simply extrapolate 

from our local experience and develop a map of the global economic system. There 

is a deficiency of cognitive mapping, i.e. there is an essential gap between our local 

phenomenology and the structural conditions which determine it. 

 This separation between experience and the system within which we 

operate results in increased alienation ï we feel adrift in a world we cannot 

                                                 
6 Scott, Seeing Like a State: How Certain Schemes to Improve the Human Condition Have Failed, 2. 
7 Jameson, ñCognitive Mapping.ò 
8 Lynch, The Image of the City. 
9 Jameson, Postmodernism: Or, the Cultural Logic of Late Capitalism, 51. 



comprehend. For Jameson, the proliferation of conspiracy theories is symptomatic 

of this situation. Conspiracy theories act by narrowing down the agency behind our 

world to a single figure of power (whether it be the Bilderberg Group, Freemasons, 

or some other convenient scapegoat). Despite the extraordinary complexity of some 

conspiracy theories, they nevertheless provide a reassuringly simple answer to ówho 

is behind it allô. They, in other words, act precisely as a cognitive map. 

Other responses to the lack of cognitive mapping include the extrapolation 

of everyday experiences to model global problems ï often a manipulation designed 

to further some political goal. The use of the household metaphor to understand 

national economies is particularly prevalent today. Here, government debt is 

equated with household debt and the former denounced on the basis of the 

comparison.10 In the process, the unique complexities of government debt are 

effaced.11 In other cases, the problem of African underdevelopment becomes 

embodied in the figure of a starving child, acting as a synecdoche for the complex 

structural problems that maintain states of poverty. The act of ócharitable givingô 

takes on the appearance of a meaningful gesture, without ever encroaching upon 

the systemic problems. These representations and the actions that issue from them 

demonstrate that cognitive mapping is crucial for political action, precisely because 

our actions are often strongly shaped by the representations we construct of 

complex systems. 

The problem of complexity is therefore that it is outpacing human cognitive 

abilities to map and manipulate; the solution this thesis proposes is ócognitive 

assemblagesô. One of the main hypotheses of this work is that it is technology 

which is allowing individuals and institutions to extend their cognitive and 

practical capacities in such a way that complex global systems become intelligible.12 

                                                 
10 My thanks go to Alex Williams from whom this example originates. 
11 Wray, Modern Money Theory: A Primer on Macroeconomics for Sovereign Monetary Systems. 
12 For Jameson, the answer to the problem of cognitive mapping is dialectical thought and aesthetic 
representations. These options are rejected here on the basis that dialectical thought is no longer 
sufficient for a world better characterized by complexity science, and that aesthetic representations avoid 
the necessity of scientific inference for epistemic claims. 



Through the development, diffusion and use of various representational 

technologies, human actors have come to create novel cognitive maps of todayôs 

world. For instance, computer simulations are being employed to generate 

representations of the global climate; specialised models are used to produce visible 

diagrams of global finance; and automated software is being used to filter through 

social media data and present a geographical image of a crisis. It is through 

technology that humans are enriching their world and coming to terms with 

complexity. 

 As such, the central conceptual element of this thesis will be ócognitive 

assemblagesô, defined as: 

 

Cognitive assemblages are hybrid systems comprised of individuals, 

institutions, norms and representational technologies which have as 

a primary goal the production of linguistic, numeric, and/or visual 

representations about some phenomenon in the world. 

 

This definition is broad enough to include scientific laboratories and the 

experiments of big science (e.g. the Large Hadron Collider or the climate change 

observation network). This definition is also broad enough to encompass both 

small-scale assemblages (e.g. individuals employing hand-held devices) and large-

scale assemblages (e.g. global data sensors analysed by large scientific communities 

and modelled by massive supercomputers). It is also a broad enough definition to 

include relatively apolitical cognitive assemblages. 

The past few years alone have witnessed a variety of such assemblages 

emerge and expand. The US Federal Reserve is experimenting with sentiment 

analysis to monitor consumer confidence and more accurately represent the 

current state of the economy.13 There have been proposals for a financial 

monitoring system that replicates the climate observation and modelling system.14 

Others are planning an Earth simulator to provide a real-time simulation of health 

                                                 
13 Sentiment Analysis and Social Media Monitoring Solution RFP. 
14 Haldane, ñTo Navigate Economic Storms We Need Better Forecasting.ò 



pandemics, economic bubbles, and conflict hot spots ï all in an effort to make 

global dynamics intelligible.15 Global cities now routinely use centralised systems to 

monitor and modulate traffic flows. And macroeconometric modelling has been 

used for decades now as a policy tool by governments.16 The expansion of 

representational technologies has been accelerated by both drastic improvements in 

computing power and increasingly ubiquitous data collection. As late as 2000, 25% 

of data was non-digital; today a striking 98% of it has been digitised.17 With the 

surge in recorded and digitised information, óbig dataô has become a mainstream 

term featuring in numerous news articles and spawning a number of popular 

books.18  

Similar to the disciplinary and biopolitical tactics that Michel Foucault 

analysed in his work,19 these new technologies centred on complexity and 

computation are being created in a variety of places and then dispersed throughout 

the social fabric. They do not reside in governments alone. Casinos use algorithmic 

behavioural recognition software in order to uncover probable cheaters;20 

companies are adopting sophisticated big data analytics in order to fine tune 

marketing and pricing mechanisms;21 and governments are constructing databases 

to track and code the risk threat of individuals.22 Once generated, these techniques 

go on to filter through the social fabric. Machine learning techniques are optimised 

in high-frequency trading firms and adopted by governments in facial recognition 

software; algorithmic advancements are constructed by climate scientists and put to 

use in the modelling of social unrest; and corporations create new analytics for 

sorting big data which then get employed by politicians in their elections 

                                                 
15 Helbing, ñThe FuturIcT Knowledge Accelerator: Unleashing the Power of Information for a 
Sustainable Future.ò 
16 Kenway, From Keynesianism to Monetarism: The Evolution of UK Macroeconometric Models. 
17 Cukier and Mayer-Schoenberger, ñThe Rise of Big Data.ò 
18 Mayer-Schönberger and Cukier, Big Data: A Revolution That Will Transform How We Live, Work, 
and Think; Lohr, ñBig Dataôs Impact in the World.ò 
19 Foucault, Discipline and Punish: The Birth of the Prison; Foucault, Society Must Be Defended: 
Lectures at the College de France 1975-1976; Foucault, Security, Territory, Population: Lectures at the 
College de France 1977-1978. 
20 Identity Managementôs Role in an Application-Centric Security Model. 
21 Duhigg, ñHow Companies Learn Your Secrets.ò 
22 Ansorge, ñDigital Power in World Politics: Databases, Panopticons and Erwin Cuntz.ò While little is 
known about the details at this time, the National Security Agencyôs PRISM program appears to be the 
largest and most prominent example of this particular technology. 



campaigns. There is no single centre of production: this is rather a multi-centric 

production of representational technologies. The creation and use of such 

technology as a means to augment our cognitive abilities is becoming pervasive. 

The focus of this thesis, however, is on the role of cognitive assemblages 

within the politics of global phenomena. In fact, it will be argued that it is these 

cognitive assemblages which are increasingly necessary to make the global visible as 

such. By making the global visible, one significant consequence is that 

representational technologies provide a new means through which power can be 

constructed. They can allow a small group of individuals to construct levers of 

power by producing actionable representations of complex situations which can 

provide them with a comparative epistemic advantage over other actors. A major 

theme of this thesis will be to demonstrate how such epistemic power is being 

constructed and employed today. 

The products of such technologies ï representations themselves ï can be 

approached in at least two different ways. On the one hand, they can be 

approached as truth-bearing (or obscuring) entities, which can be subject to 

ideology critique in order to unmask the real entities and relations behind them. 

On the other hand, they can be approached as entities which have real effects on 

what it is possible to say and do, regardless of their truth value. The approach 

taken here is a combination of both approaches, with an emphasis on the latter 

aspect. Representations are important in this thesis because of what they make 

possible, yet in many ways these representations develop over time as a result of 

norms of truth.23 

It should therefore be made clear from the beginning that the emphasis in 

this thesis is not on a critical approach ï this thesis does not aim to provide an 

ethical critique of these new technologies, modes of knowing, and rationalities of 

governance. Instead it seeks to analyse the possibilities they are creating: the 

                                                 
23 In fact, in many ways, this is a process that has developed over centuries ï from the first efforts to 
quantify probability and risk, to more recent efforts to generate statistical images of the national 
economy, and to modulate populations via statistical tools. See: Porter, Trust in Numbers: The Pursuit 
of Objectivity in Science and Public Life; Tooze, Statistics and the German State, 1900-1945: The 
Making of Modern Economic Knowledge; Desrosières, The Politics of Large Numbers: A History of 
Statistical Reasoning. 



statements they make it possible to say and the actions they make it possible to 

do.24 While my own inclinations are towards a critical approach to power, the goal 

here is to describe and analyse what are largely new phenomena, and to clarify what 

the stakes are. This attempt to analyse the developments without making explicit 

prescriptions in part stems from the belief that the traditional criticisms of 

technology are inadequate here ï new ethical approaches are required. 

With the representational technologies employed in world politics being produced 

by multiple types of actors, this study necessarily has to avoid the traditional IR 

focus on the inter-state system and instead focus its attention to technologyôs effects 

on the interconnected system of states, NGOs, international organisations, and 

other political actors.25 It is networks of humans and nonhumans which are 

combining together to generate the infrastructure and dynamics of world politics. 

Therefore, instead of a state-centric approach, this thesis embodies an assemblage 

approach. Drawing from Gilles Deleuze and Felix Guattariôs work,26 we can outline 

four aspects of assemblages: (1) they consist of heterogeneous entities, both social 

and material; (2) they are assembled through historical (intentional and 

unintentional) processes; (3) they function together to produce an emergent whole, 

while also (4) maintaining the potential independence of parts from wholes. 

This independence of the assembled parts implies a particular 

understanding of their essence. Rather than any particular property being the 

essential core of an entity, these objects consist of particular capacities to interact ï 

only some of which are capable of being exercised in any particular assemblage.27 A 

knife, for instance, has the emergent property of óbeing sharpô since none of the 

                                                 
24 In this sense, this thesis follows in the Foucauldian line within IR: Dean, Governmentality: Power 
and Rule in Modern Societies, 2nd Edition; Miller and Rose, Governing the Present; Sending and 
Neumann, ñGovernance to Governmentality: Analyzing NGOs, States, and Power.ò 
25 Fritsch, ñTechnology and Global Affairsò; Herrera, Technology and International Transformation: 
The Railroad, the Atom Bomb, and the Politics of Technological Change. 
26 Deleuze and Guattari, Anti-Oedipus: Capitalism and Schizophrenia; Deleuze and Guattari, A 
Thousand Plateaus. 
27 DeLanda, A New Philosophy of Society: Assemblage Theory and Social Complexity, 10. 



individual atoms of a knife have this property.28 A knife also has the capacity óto 

cutô ï a capacity which may never be exercised, depending on whether the knife is 

ever used or not. The capacities of such an object always exist, though as 

unactualised potentials rather than actualised properties. While the past provides 

an empirical indication of the various potentials comprised within any particular 

entity, the essential openness of the future means that this list can never be closed. 

As Deleuze often quoted of Spinoza, ñwe know not what a body can doò. 

While the components of an assemblage maintain independence, they do 

enter into relatively coherent (and empirically contingent) relationships in order to 

form the emergent wholes known as assemblages. In Deleuze and Guattariôs terms, 

there are process of óterritorialisationô which make an assemblage more unified, 

and processes of ódeterritorialisationô which tend to break apart the coherence of a 

particular system.29 The unity and individuality of an assemblage is therefore always 

capable of changing, making it an empirical matter of delineating their existence. 

Finally, the ontology taken here is also realist in the sense of arguing for the 

existence of a mind-independent reality. In terms of social ontology, total mind-

independence is impossible since the entities under discussion only exist in minds. 

However, the autonomy of social entities (such as social structures) above and 

beyond our conceptions of them points to their realist character ï they are not 

reducible to an individualôs idea of them.30 This will be particularly important for a 

discussion of technology, the study of which has too often ignored the autonomy 

of socially-constructed materials. 

 

 

 

 

                                                 
28 DeLanda, Philosophy and Simulation: The Emergence of Synthetic Reason, 3ï4. 
29 DeLanda, A New Philosophy of Society: Assemblage Theory and Social Complexity, 12. The 
similarity of ócapacitiesô to critical realismôs notion of ódispositionsô can perhaps help in bridging the gap 
between this philosophical work and the more traditional philosophy of IR. In both cases, the real 
aspect of an object is its dispositions or capacities which may go unexercised in any particular situation 
due to the multiple causal influences in effect in any non-laboratory situation. 
30 Ibid., 1; Elder-Vass, The Causal Power of Social Structures: Emergence, Structure and Agency. 



This ontological notion of assemblages is also implicitly in tension with the 

standard readings of the óglobalô within International Relations.31 Typically in IR, 

three analytically distinct conceptions of the global are often invoked either 

explicitly or implicitly: (1) the global as container; (2) the global as the highest 

position in a hierarchy; and (3) the global as a level of detail. 

The first conception of the global visually imagines it as being the larger 

container within which regional and local dynamics occur. The global, in such a 

perspective, is what provides the basic framework for the dynamics occurring inside 

of it. We see this most explicitly in analyses of social structure, as a limiting 

construct within which other processes occur. Similarly, analyses which see 

economic globalisation as a constraint on state action also tend to subscribe to this 

sort of ócontainerô approach. 

The second conception of the global visualises it as being situated at the top 

of a hierarchy, with the regional and local placed below it. Contrary to the first 

conception, the other regions are not necessarily embedded within the global. 

Rather, what makes this visual metaphor unique is that the global is seen as 

operating at a largely independent level, rather than a foundational level. Each 

level has its own unique dynamics, which may or may not have any effect on the 

others. A classic example of this is Robert Putnamôs work on ótwo-level gamesô, 

where the domestic and international levels each constitute their own separate 

dynamics with interaction between them occurring at regulated points.32 

The third common conception of the global is an epistemological one 

which visualises it as a level of resolution. Like a microscope, one can zoom out to 

the global macro features of the phenomenon under investigation, or one can 

zoom in to the local details involved. Depending on whether one is interested in 

generalised features or a singular case study, one chooses to examine a 

phenomenon at either a global or local level. This clearly occurs in the 
                                                 
31 It should be made clear that this thesis will focus on the global rather than the international. As the 
previous section argued, assemblages and the networks of entities they incorporate have ontological 
priority over bounded units such as states. In addition, the next section will argue that the global is a 
more encompassing idea than the international, with the latter being only a partial perspective. 
32 Putnam, ñDiplomacy and Domestic Politics: The Logic of Two-Level Games.ò 



compromises between case studies and large-N studies, but it is also explicit in 

David Singerôs work on the levels of analysis when he notes the ñdearth of detailò 

that a focus on the international system requires.33 In these conceptions of the 

global, the ólargeô is assumed to be aligned with the ógeneralô and the óabstractô.34 

The problem with these notions of the global is that they presuppose 

multiple levels of reality and are intelligible only in such a framework. Yet, each 

level of reality produces an insurmountable gap between them, or it requires 

wilfully ignoring the connections that lead out to other levels. Moreover, whenever 

we go out into the field looking for these multiple levels of reality, all we see is the 

single, same world. One goes to look for neoliberalism, and finds economists and 

macroeconomic models working at the World Bank. One goes to look for financial 

globalization, and finds traders and computer systems in New York and London. 

One goes to look for global governance, and finds diplomats arguing at Security 

Council meetings. Everywhere we look, we run into more and more local networks, 

and never some independent realm labelled óthe globalô. The question is therefore 

what are global (and other macro-level) phenomena if they are not a separate 

ontological space? 

What appears before us is a single plane of existence, rather than differing levels of 

reality. There are no discrete realms; the local and the global are not separate. 

Instead the argument that will be made here is that there are only actors of 

different sizes. Some actors, simply put, are capable of exerting force on a wider 

range than others and are therefore larger than others. Yet the existence of these 

macro-actors causes us to run into a theoretical problem. If, as assemblage theory 

suggests, the world consists of independent parts acting according to their own 

immanent dynamics and logic, it would appear unlikely that something like a 

macro-actor would ever arise. The chaos of multiple, conflictual, divergent actors 

would seemingly be too much for something like an institution, a rebel group, a 

                                                 
33 Singer, ñThe Level-of-Analysis Problem in International Relations,ò 80. 
34 Brey, ñTheorizing Modernity and Technology,ò 63. 



state, or a state system to ever emerge. They presuppose too many actors, acting in 

cooperation (though not necessarily harmony),35 to appear achievable in a world of 

divergent actors. Yet macro-actors clearly do exist, and so the question becomes, 

óhow?ô Following the insights of actor-network theory, the answer is that macro-

actors are constructed through a process of associating durable materials: 

 

ñBy associating materials of different durability, a set of practices is 

placed in a hierarchy in such a way that some become stable and 

need no longer be considered. Only thus can one ógrowô. In order to 

build the Leviathan it is necessary to enrol a little more than 

relationships, alliances and friendships. An actor grows with the 

number of relations he or she can put, as we say, in black boxes. A 

black box contains that which no longer needs to be reconsidered, 

those things whose contents have become a matter of 

indifference.ò36 

 

Thus, for instance, a monarchy does not rely solely on transient social 

relations, but rather develops on the basis of a palace, an array of status symbols, a 

mercenary force, inherited wealth, various legal documents, claims to divine 

authority, papal support, property, etc. Crucial here is the fact that these networks 

of force rely not simply on social relations, but instead incorporate more durable 

materials as well. It is the latter which overcomes the fragility, fluidity, and 

flightiness of pure social relations and begins to build up a solid foundation for 

complex societies to emerge.37 The introduction of material mediators between 

individuals helps to stabilise social relations and raise them out of an anarchical 

                                                 
35 Robert Keohane makes the important distinction between cooperation and harmony. The latter 
occurs when actors act together out of mutually shared interests ï in this case, there is no discord that 
needs to be overcome. Cooperation, on the other hand, only occurs when there is discord among 
actors, and they must be brought together in order to operate as a cohesive unit. Keohane, After 
Hegemony: Cooperation and Discord in the World Political Economy, 51ï55. 
36 Callon and Latour, ñUnscrewing the Big Leviathan: How Actors Macrostructure Reality and How 
Sociologists Help Them To Do So,ò 284. 
37 Strum and Latour, ñRedefining the Social Link: From Baboons to Humans.ò 



state of nature.38 Such networks of material and social components must be slowly 

and patiently constructed (not always intentionally) and arranged so as to be taken 

as óblack boxesô ï relatively stable conduits of force that can be relied upon under 

normal circumstances.  

But the notion of a black box highlights a distinction that can be drawn 

between two types of global actors. On the one hand, there are the established 

(institutionalised, organised, materialised) networks for creating a global actor ï the 

realm of black boxes that Callon and Latour examine. On the other hand, there 

are the global actors which operate without the need for a series of black boxes. In 

this regard, al-Qaeda perhaps exemplifies the macro-actor that need not rely on 

black boxes. Instead, al-Qaeda used the tight interconnections of modern networks 

against those very networks, in order to act upon key nodes which then created 

disproportionately large effects. Al-Qaeda required only a minimal construction of 

conduits through which it could exert itself reliably; yet it remains a global actor 

because it caused a wide range of other actors to be affected. From this it can be 

concluded that a minimal condition for being global is the capacity to affect large 

numbers of actors that are widely dispersed throughout a series of assemblages. 

Whether an actor is global or not is determined as much by the range of effects it 

can carry out, as it is by the conduit of networks it can ally itself to.39 The 

consequence is that there is no intrinsic property of an actor that makes it global ï 

instead it dependent upon the network it finds itself within and the particular 

structural position it occupies.40 This is particularly the case insofar as we exist and 

operate within complex and unpredictable systems. It is a basic property of such 

systems that small acts can have large consequences, meaning that what consists of 

a global actor is always up for renegotiation. We can therefore make a distinction 

between macro-actors that are founded upon a network of óintermediariesô (i.e. 

black boxes) and macro-actors that are founded upon a network of ómediatorsô (i.e. 

                                                 
38 Schouten, ñThe Materiality of State Failure: Social Contract Theory, Infrastructure and 
Governmental Power in Congo,ò 559ï562. 
39 Daniel Drezner comes to a similar conclusion. See: Drezner, ñContagion in World Politics.ò 
40 The field of social network analysis has done much to analyse the particular structural properties of 
formal networks, delimiting the specific points at which power can be disproportionately leveraged 
from. 



relatively independent actors). Contra Callon and Latour, what makes an actor 

ómacroô or global is not just its construction of conduits for power and the use of 

durable materials, but also the potential range of the effects stemming from an 

action. A single pedestrian standing in front of a tank in Tiananmen Square is 

therefore comparably as global an actor as the CEO of Goldman Sachs. The Board 

of Governors of the International Monetary Fund is as global as the individuals 

responsible for the destruction of Iraqôs Al-Askari mosque.41 

The óglobalô is therefore not a separate ontological realm, nor is it 

independent of the local, nor is it foundational, nor is it more general. An analysis 

of the global must focus on the interactions between macro-actors, specifically by 

tracing their actions through the networks they have organised and affected. The 

global is an extension of the local, but precisely for this reason, an examination of 

global actors and events must focus on the local. What this all entails is that any 

given social field is constructed by actors of varying sizes, materials, relations, and 

degrees of systemic importance. The analysis of a situation must examine micro-

level dynamics and ófollow the actorsô in order to determine how macro-structures 

arise. This thesis will undertake this project by examining precisely the interface 

between practitioners and the technologies of the global they use, with the wager 

that disproportionately large effects emanate from this space. This general ontology 

of assemblages and macro-actors therefore provides the basic framework for 

examining the elements and effects of technology. 

With an ontology of assemblages set out, and the global refigured as a series of 

constructed macro-actors, the notion of power takes on new connotations as well. 

In one of the most widely cited frameworks of power in IR, Steven Lukes argues for 

a common definition of power: ñA exercises power over B when A affects B in a 

manner contrary to Bôs interests.ò42 Yet in his additions to the second edition of 

                                                 
41 The Al-Askari mosque is one of the holiest sites for Shiite Islam, containing the remains of the 10th 
and 11th Shia Imams, and was attacked in June 2007, nearly bringing Iraq to a full-out civil war, and 
eventually leading the entire American military system to change direction. 
42 Lukes, Power: A Radical View, Second Edition, 30. 



the book, Lukes revises this position and argues that power must not be equated 

with its use. Rather power is a capacity which may or may not be exercised.43 If 

power is a capacity though, and (as we will argue) capacities can be altered through 

technological augmentation, then power itself is something that can be constructed 

and augmented. 

Power is therefore in accordance with the notion that macro-actors are 

constructed: it is not something that a priori exists or that is a natural attribute of 

an actor. It is something that must be built and woven together. 44 As something 

that must be constructed, power can therefore be altered by changing the material 

and social infrastructures of societies. Indeed, the operation of power only travels 

through such conduits.45 Therefore, one of the main ways in which macro-actors 

consolidate their control is through the construction of networks of materialised 

power:46 ñartefacts such as statistics, vessels, maps and sextants start to explain how 

humans can arrive at keeping relations stable and controlling them from a 

distance.ò47 In general, therefore, building power involves (1) constructing multiple 

chains of allied actors, (2) maintaining and expanding these chains, and (3) the 

effort required to propagate a command through them. From this understanding 

of power being constructed as a capacity, 

 

ñGeneralised historical sociology can thus focus on the development 

of collective and distributive power, measured by the development of 

                                                 
43 Ibid., 109. 
44 As Latour will argue, ñpower and domination have to be produced, made up, composed.ò (Latour, 
Reassembling the Social: An Introduction to Actor-Network Theory, 64. )  As a side note, this notion of 
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commanding, constructing, organising, creating, determining, etc. In this sense, it is a capacity of every 
actor. What is variable is only its strength. 
46 Barry, ñThe Translation Zone: Between Actor-Network Theory and International Relations,ò 415. 
47 Schouten, ñThe Materiality of State Failure: Social Contract Theory, Infrastructure and 
Governmental Power in Congo,ò 560; Law, ñTechnology and Heterogeneous Engineering: The  Case of 
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infrastructure. Authoritative power requires a logistical 

infrastructure; diffused power requires a universal infrastructure.ò48 

 

As this quote makes clear, traditionally approaches which have adopted this 

conception of power have focused on infrastructure as a primary medium of power. 

By contrast, the focus in this thesis will specifically be on how representational 

technologies construct power capacities and conduits for action. These 

technologies are similar to the means through which one can ñsee like a stateò, yet 

these new technologies are distinct in being more flexible and more dispersed than 

those of state institutions.49 By constructing a representation of a complex system, 

such technologies allow particular actors to intervene, manipulate, modulate, and 

control these systems in ways that other actors are incapable of. Whereas 

infrastructural forms of power alter the speed and extent of powerôs reach, 

representational technologies create new points of intervention within a 

sociotechnical assemblage. These technologies also give actors a comparative 

epistemic advantage and allow them the leverage to spread their actions 

comparatively further than actors without such technological advantages. This 

thesis will undertake an examination of how these representational technologies 

are constructing power and allowing various actors to become larger (in the sense 

of expanding their range of effectiveness) and carry out new interventions. 

To demonstrate these claims, the methodological approach taken here will be 

heavily reliant on a case studies approach. This method has been employed here 

since it provides the best means to examine the causal mechanisms and effects of 

technology on actorsô practices. In the first place, given the proposed ontology of 

the global, the singular nature of these sociotechnical assemblages puts limits on 

the usefulness of large-N statistical studies. Secondly, the intention of this thesis is 

to generate new theoretical approaches and entities, and as such is better served by 
                                                 
48 Mann, The Sources of Social Power, Volume 1: A History of Power from the Beginning to A.D. 1760, 
10. 
49 Scott, Seeing Like a State: How Certain Schemes to Improve the Human Condition Have Failed. 



detailed accounts of individual cases.50 Thirdly, by focusing on individual 

technologies, one can open up the black box of technology.51 If one wants to 

understand a particular technologyôs effects on society, then one can adequately 

understand it by black boxing the internal technical details. Yet if one also wants to 

argue that technologies develop in a certain way and that this has effects on society, 

then it is required that one look at the internal details of a technology. This thesis 

will be arguing for the latter claim, and so the internal details of technologies are 

therefore significant ï something that is missed by high-level methodological 

approaches. Fourth, and more generally, the nature of technologies is such that 

making general statements about them is incredibly difficult. It will be argued in 

this thesis that it is their very nature to constrain and make possible actions, but 

beyond this broad effect it can be difficult to narrow down a clear causal statement 

about ótechnologyô in general. As a consequence, the study of technology is best 

accomplished through focusing on individual cases.52 

The case studies have been chosen to provide a broad enough range of 

empirical material to begin to draw out some interesting conclusions.53 These cases 

are chosen to range from the very well-developed and infrastructurally large-scale 

(climate change models) to the relatively recent and meso-scale (option pricing 

models) to the new and (so far) small-scale (crisis mapping software). In addition, 

each draws upon a different area of interest to world politics: nature, markets, and 

crises. They span a broad variety of issue areas ï from climate policy, to financial 

trading, to humanitarian relief efforts. Finally, each case offers a different type of 

representational technology: climate models are simulations, option pricing models 

operate as heuristics, and crisis mapping software is effectively a real-time data 

synthesiser. From this broad range of examples it is hoped that some preliminary 

conclusions can be drawn for further research on representational technologies. 
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53 Alternative cases that could also have been chosen include the macroeconometric models used by 
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In choosing case studies this way, the potential problem of case selection 

bias arises. However, given that general studies of technology are blind to the 

specific variations of how different technologies operate, this is an unavoidable risk 

ï cases must be chosen on the basis of their likelihood of providing interesting 

material. This need not be a problem though, as one researcher writes, 

 

ñThe important thing is to ask similar questions of each case to 

consistently apply the theoretical framework developed, and to 

explore the possibilities of variance within each case ï process-

tracing ï to establish the strength of the claims being made.ò54 

 

This will be the approach taken here, with the aim of examining unique cases in 

detail in order to illuminate and test the strength of the theoretical claims being 

made. 

A caveat is necessary first though. With case studies on such technical 

issues, combined with my own outsider status with regards to these areas, it is 

possible that some errors have arisen in the technical details. Nevertheless, I believe 

that the broad picture will stand up to scrutiny. In addition, it should be specified 

that this thesis does not aim to make an original contribution to evidence or data 

on the history of these technologies. For most of the technologies examined here, 

thorough histories have already been written by people far better positioned than 

myself to do so. Instead this thesis aims to contribute by bringing together 

disparate fields and technologies in order to try and highlight the commonalities 

between them, and to organise them according to a unique theoretical framework. 

In its general inclination, this thesis is guided broadly by a similar 

worldview to that of actor-network theory. Actor-network theory has, at this point, 

become a wide-ranging and internally pluralistic approach. Claims about ANT in 

general are therefore inevitably bound to miss the mark. Instead we will here briefly 

take Bruno Latour as representative of a dominant ANT approach and highlight 

                                                 
54 Herrera, Technology and International Transformation: The Railroad, the Atom Bomb, and the 
Politics of Technological Change, 42. 



what is problematic and what is useful. In the first place, there is the problematic 

reduction of different entities to a basic level of óactorsô ï a reduction that 

overlooks important distinctions to be made between entities. Second, there is a 

lack of scientific realism in his work. Despite claiming to move beyond the 

realism/anti-realism debate, Latour tends to situate himself on the side of anti-

realism by eliding the distinction between concepts and object.55 Finally, and most 

problematically for our purposes, Latour tends to explicitly reject the goal of 

producing explanations.56 This stems from Latourôs desire to look at the sociology 

of knowledge ï how knowledge is diffused and is legitimated ï yet it means that he 

can (ostensibly) make no contribution of his own. This is not to say that Latourôs 

work does not make contributions (it most certainly does), but it means there is a 

tension between the explicit methodological prescriptions that Latour makes57 and 

the explicit knowledge claims he draws elsewhere. For the purposes here, what is 

most important about ANT is three factors. First, as we have already seen, the 

notion of macro-actors and their conception of the local-global relationship is a 

significant advance upon previous theorising about the óglobalô. Second, there is 

the minimal sense of agency that ANT argues exists in nonhuman objects, which 

correctly acknowledges their relative autonomy from humans. This leads directly to 

the third point which is the general (and useful) prescription that one should 

attend to both material and social elements in trying to understand a 

phenomenon. For the most part, IR has left aside the material aspects as mere 

background and neglected how they contribute to explaining events. 

The remainder of this thesis builds upon the theoretical proposals set forth here, 

and is oriented around three case studies: general circulation models in climate 

change policy, option pricing models in financial markets, and crisis mapping 

software in humanitarian relief projects. 
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The next chapter will begin by outlining a theory of technological 

autonomy, establishing the mechanisms through which technology shapes society 

and shapes its own development. It will put forth a theory of technology as a 

platform upon which social dynamics operate, thereby emphasising the 

contributions that materiality makes to the social world of global politics. The third 

chapter will turn towards specifically representational technologies, drawing upon 

research in cognitive science, media theory, and philosophy of science. It will 

articulate a theory of the ways in which representational technologies augment 

cognition, and highlight how this alters traditional conceptions of knowledge 

production within IR. 

 The fourth chapter turns to the first case study: the development and use of 

general circulation models in making the global climate visible and intelligible. 

Here it is shown how frictions within the materiality of these models helped 

channel the development of these technologies along certain paths. These models 

then served to make new perceptions of the global climate available, which in turn 

have made possible a new series of behaviours that political actors are beginning to 

employ. The fifth chapter looks at option pricing models in global financial 

markets. In the face of an increasingly complex ecosystem of financial actors and 

products, options traders have repurposed an existing technology in order to 

compare, contrast, and simplify the available data. Through the technologically 

produced representation of implied volatility, traders are able to enter into the 

market and conduct interactions. The sixth chapter turns to the more recent 

technology of crisis mapping software. Initially developed to map post-election 

violence, it is now being employed by humanitarian institutions as a means to 

generate real-time situational awareness of crisis situations. This chapter will look at 

the development of this technology and how it is altering the possible behaviours 

of humanitarian actors. 

The final chapter steps back from the detailed case studies in order to 

summarise some of the general conclusions from the evidence. In addition, it sets 

out a framework for understanding the politics of these particular representational 

technologies. Significant here is the ways in which such technologies alter the 



infrastructure of power and where a critical approach to these technologies might 

lead.



 
 

 
 

ñYes, society is constructed, but not socially constructed.ò1 
 

-Bruno Latour 
 
 
 
 
    
 

 

In the introductory chapter, the basic problem of cognitive mapping was laid out 

and a wager on the solution put forth. On the basis of the ontological, 

epistemological and methodological framework set out there, this chapter will 

attempt to lay the theoretical groundwork for understanding the role of technology 

in world politics. The argument will be made here that the technological 

infrastructure of the world contributes to the practices and thoughts of political 

actors, and that technology and its effects must therefore be given due 

consideration. The first part of this chapter will examine the nature of technology 

and explicate the basic analytical categories of research. The second section will 

undertake a review of existing work in IR on technology, while noting its 

limitations. The third part will argue for the relative autonomy of technology ï i.e. 

its irreducibility to social explanations ï which therefore makes it an important 

independent factor in understanding world politics. It will be shown that 

technology operates as a platform for social practices and for further technological 

development. The overall aim of the chapter is to make distinct what type of 

technologies are being examined in this thesis, at what level of technology this is 

being approached, and how technology factors into explanations of political events. 
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As the term ótechnologyô often conflates a number of different aspects, it is 

important to clarify these distinctions and establish the level of technology that is 

being examined. Generic invocations of an all-encompassing Technology are often 

of little use for making sense of how technologies interact and affect the 

surrounding world. Instead, the following section will examine three distinct levels 

of technology ï first as an ontological category, second as an object (i.e. 

technologies), and third as a large sociotechnical system (i.e. assemblages).2 These 

will help to specify the uniqueness of technology, and provide the analytical 

framework for understanding technologyôs capacity to act. 

At the broadest level of analysis one finds technology to be understood as a 

particular mode of being. Martin Heideggerôs analysis of technology is the most 

prominent of these approaches, having influenced generations of critical humanist 

scholars since its initial publication. He begins his analysis with a description of the 

standard answers to ówhat is technology?ô: ñEveryone knows the two statements that 

answer our question. One says: Technology is a means to an end. The other says: 

Technology is a human activity.ò However, according to his project, this 

ñinstrumental and anthropological definition of technology [é] makes us utterly 

blind to the essence of technology.ò3 In arguing that instrumentalist and 

anthropological approaches miss the essence of technology, Heidegger proposes an 

alternative: to understand technology as a way of Being revealing itself ï a mode of 

Being that turns it into mere óstanding-reserveô which makes possible the 

instrumental view of nature in the first place. Yet problems with this generic and 

overarching conception of technology quickly arise. Placed at an abstract 

ontological level, Heideggerôs analysis largely ignores actual technologies in favour 
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of philosophically elaborating his own metaphysical system.4 Moreover, Heideggerôs 

ontological reading of technology compels him to efface the differences between 

technologies, as well as ignore the dynamics of technology. Pitched in such a 

generic formulation (as a mode of Beingôs unconcealment), technology has 

significance only for the broadest of analyses (e.g. epochal shifts in Being). In other 

words, Heideggerôs analysis is both too simple and too general. By contrast, while 

the philosophy of technology since Heidegger remains influenced by his work, it 

has predominantly taken a distinctly empirical approach since. 

 This empirically-grounded work has since made it clear that Heideggerôs 

own implicit sense of technology is of industrial technology.5 While arguably 

appropriate for his time, particularly with the rise of mechanised warfare, his view 

of technology neglects more recent developments in information technologies, 

biological technologies, nanotechnologies, and representational technologies. 

What Heideggerôs analysis of technology demonstrates is that a focus on its 

ontological nature necessarily obscures the ontic (empirical) variation in 

technological objects. The problems with this approach arise not only in 

Heideggerôs classic text, but also in similar attempts to pitch technology at overly 

abstract levels. With the empirical specificity lost, technology is set against some 

other equally grand abstraction ï one which almost invariably is taken to be the 

ñhumanò side of the equation.6 Lifeworlds, selves, phenomenology and so on, are 

articulated in opposition to technology, leaving their mutual interconnections and 

their empirical variations to the side. Moreover, the abstraction of technology-in-

general inevitably leads to despairing and unjustified conclusions about 

technologyôs dominance over humans.7 An analysis of technology should therefore 

begin with technologies themselves and work from the ground-up, rather than 

beginning with the most general aspects and ignoring important empirical 

differences. 
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If technology is not usefully characterised as an ontological mode of being or as a 

singular entity in itself, one must instead turn towards the multiple technologies 

which act in the world according to a variety of means. The definition of 

technological objects used here will therefore follow Langdon Winnerôs definition: 

ñtools, instruments, machines, appliances, weapons, gadgets ï which are used in 

accomplishing a wide variety of tasks.ò8 This formulation excludes technical know-

how and excludes immaterial technologies such as institutions. On the basis of this 

definition, we can also draw an initial distinction between individual technological 

objects and the larger sociotechnical assemblages they are embodied within. Each 

of these analytic categories encapsulates unique dynamics. 

 The first general aspect of technological objects concerns their invention. 

The creation of technologies appears to be summed up in the common sense 

notion that ñnecessity is the mother of all inventionò ï a phrase which sets 

technological innovation as the response to a particular need. Yet both empirically 

and theoretically this claim falters. An examination of the historical record shows 

many (often important) examples of inventions created without any pre-given need 

for them. An exemplary case here is the automobile, which was invented without a 

prior need or problem to respond to. It was originally the preserve of a few wealthy 

individuals and considered a frivolous gadget. Its creation, however, shifted the 

very space of possibilities and eventually created its own need.9 It became a 

necessity retroactively. Theoretically, as well, the argument that necessity produces 

invention falters on the inability to precisely determine what is a óneedô and what is 

a ósolutionô. Basic agriculture may be a need, for instance, but is the tractor a need? 

This is not to deny that necessity can be the mother of invention in particular 

cases, yet many inventions originate in more speculative ventures (with Leonardo 

da Vinciôs sketchbooks of wild inventions being a paradigmatic example here). 

 A second general aspect of technological objects has to do with their 

relationship to their environment ï both material and social. Here we can follow 
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Deleuze and Guattariôs insight when they write, ñThe principle behind all 

technology is to demonstrate that a technical element remains abstract, entirely 

undetermined, as long as one does not relate it to an assemblage it presupposes.ò10 

As was argued in the previous chapter, any given technological object consists of 

multiple potentials, and particular sociotechnical assemblages act to reinforce 

particular capacities while restraining others. Consider for instance, the wheel 

which is often taken as the paradigm of human invention ï a seemingly clear cut 

case of technological advancement. Yet in Mesoamerica, the wheel was used widely 

in toys but not for transportation. In other words, while these polities evidently 

had the capacity to produce wheels, they never put them to what we consider to be 

their archetypal use. The answer to this apparent puzzle is to recognise that in their 

geographical context, the wheel-as-transportation was ill-suited to an environment 

with dense jungles and a lack of domesticated pull-animals. Similarly, in North 

Africa and the Middle East, wheels were invented but eventually superseded by 

travel via camels.11 The particular social and material assemblage this technological 

object found itself within constrained the capacity of the wheel to provide efficient 

transportation. The need for quick transportation and large hauling capacity were 

more efficiently solved by camels in this case, rather than oxen pulling wagons. 

With these examples, we can mirror the important distinction made earlier 

between capacities and properties with a distinction between capacities and uses. 

While the latter is what technology is most often reduced too, ontologically 

speaking it is capacities which are primary. Uses are derivative and secondary 

characteristics of objects, grounded in the last instance upon their capacity to do 

things.12,13 A wheel, for instance, has multiple potential capacities (as transport, as 

toy, as mechanical cog, etc.), yet the actual uses it is put to are dependent on the 

sociotechnical assemblage. Whereas uses are reliant on humans, capacities are 

based primarily on the physical properties of the object. If the nature of 
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technological objects is not reducible to their uses but rather to their capacities, 

then technology is already relatively independent of social forces. 

A similar independence arises in relation to their environment, where 

technological objects do not merely adapt to an existing context but also shape 

their context. In Deleuze and Guattariôs terms, there is a mutual becoming between 

the two. Important here are two types of mutual adaptation by technologies to 

their environment: first, one which leaves the autonomy of the object intact, the 

second which makes it inseparable from the environmental conditions. The former 

case arises with early planes, for instance, which were capable of taking flight and 

landing in any flat space; most modern planes on the other hand require a built-up 

environment in the form of long landing strips and the social organization of air 

traffic controllers.14 These later planes have become inextricably intertwined with a 

very specific environment ï a more restricted environment than earlier planes 

required (though with more capacities in other areas as a result). There has, in 

other words, been a co-evolution between the object and its environment. 

Technological objects also enter into pre-existing assemblages and must undergo 

some process of transformation in order to be slotted into these networks ï a 

process which both shapes the object and its specific assemblage. For instance, the 

nature of the automobile varies when it enters into assemblages comprised of 

different weather conditions, legal structures, national driving habits, etc.15 

Similarly, a ñtool or contrivance that has been designed to function in one natural 

setting often must be altered if it is to work properly in a new environment.ò16 To 

reiterate Deleuze and Guattariôs point, individual technologies are therefore 

abstract when not related to the sociotechnical assemblage within which they 

function at particular times and places. 
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These discussions of the environment of a technology ï both the environment that 

it depends on, and the environment that depends on it ï demonstrate that 

technological objects already implicate larger sociotechnical systems.17 It is here that 

a second sense of technology emerges: in the notion of a large technical system 

(LTS) or sociotechnical system that has a distinct nature and operates with unique 

dynamics. Sociotechnical systems such as railroad networks, electrical grids, water 

supply systems and telephone infrastructures are all comprised of multiple 

individual technological objects that function synthetically, but that also include 

organizations, legal systems, and natural resources (hence the ósocioô prefix).18 The 

importance of these massive infrastructures is hard to overstate: 

 

ñ[These] ólarge technical systemsô [are seen] as new, human-made 

ódeep structuresô in society. Strongly influencing where and how 

people live, work, play, and make war, they may have surpassed 

politics and natural geography in prominence.ò19 

 

The massive scale of these systems can be seen in the worldwide sociotechnical 

system for computing networks which now involves over 170 quadrillion computer 

chips, and is alone responsible for nearly 5 per cent of the worldôs energy 

consumption.20 In addition to providing a basic deep structure to society, 

sociotechnical systems are also important for understanding the regional and global 

infrastructures that make particular technologies functional. 

Analytically at least two different types of sociotechnical systems can be 

discerned. In the first place, there are those which enable some material to 

circulate ï whether it be people, goods, energy, or information. Secondly, it is also 
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possible to speak of sociotechnical systems that take certain inputs, perform some 

transformation on the material, and produce certain outputs ï such as global 

climate observatories, financial networks, and scientific research communities. The 

spatial scale of these systems also provides another variable factor, ranging from 

relatively regional systems to more expansive systems that encompass global 

networks. 

 The origins of sociotechnical systems tend to result from the concerted 

efforts of multiple actors. Thomas Hughesô now famous examination of Thomas 

Edison and his creation of the electrical system demonstrates the multiple actors 

who came together to produce that specific LTS. The political actors changing legal 

regulations, the business people modelling electrical distribution after gas 

distribution, the engineers creating new mediums to transfer electricity, along with 

Edison himself and his innovative vision.21 In other words, the social and the 

technological were irreducibly intertwined. Yet the building of a sociotechnical 

system is never entirely completed. Most notably, there is always an internal 

tension within these systems between the aims of the system-builders and the 

requirements of individual users. Whereas the former aims at a homogeneous, 

standardised system, the latter group individualises technical interfaces for their 

own purposes. Sociotechnical systems are, in other words, co-constructed by users 

and technology.22 

 While this thesis will choose to focus primarily on technologies rather than 

sociotechnical systems, the analytic distinction between the two is nevertheless 

useful to keep in mind. Before examining how technology has featured in the IR 

literature, two final comments are necessary to both complicate and clarify the 

nature of technology. First, at a fundamental level, there is little to distinguish 

between technical objects and sociotechnical systems: both consist of components 

that cohere together in functional, physical, and social ways. As both Gilles 

Deleuze and Brian Arthur will argue in different ways, assemblages consist of 
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components, and these components are themselves assemblages.23 It is assemblages 

all the way down. The second point to make is that the dominant approach today 

is to approach these assemblages as immediately sociotechnical in nature ï and to 

argue that it makes no sense to separate out the social from the technical.24 While 

in practice one always finds these two in mixtures, it is nevertheless revealing that 

these recent approaches still retain terms like ósocialô and ótechnicalô in their works. 

There is an analytical usefulness to separating out the two, even while recognising 

that they are always mixed together in the world.25 It is for this reason that this 

thesis will self-consciously choose to employ terms like the social, the technical, the 

ideational, and the material. 

Within the IR literature, technology has rarely been the central focus of research, 

instead typically acting as a background given or a derivative factor.26 In the 

instances where technology has been taken as a central component, the dominant 

emphasis has been on technological objects rather than sociotechnical systems.27 

More specifically, this attention on technology has tended to focus narrowly on 

three types: communications, military, and interaction. This section will examine 

the existing research on technology in IR in order to uncover how technology is 

typically understood to play a role in world politics. The final part of this section 

will turn to analyses of materiality in IR as well, whose approaches parallel some of 

the arguments that wil l be made later for technological autonomy. 
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Perhaps the most obvious type of technology IR has focused on has been military 

technology. From the role of the stirrup in producing the possibility of knights, to 

the role of cannons in siege warfare, to the role of aviation and industrialization in 

modern war, and nuclear weapons in the stalemate of the Cold War ï technology 

has clearly been an important element in determining the dynamics of war. While 

there are many general studies of technology and war,28 two specific examples can 

illustrate how technology is typically incorporated into IR: the machine gun and 

nuclear weapons. 

 With the introduction of the machine gun into the military assemblages of 

WWI, it has been argued that this innovation wrought repercussions throughout 

the entire system. It was already clear after the American Civil War that ñrepeating 

rifles, large calibre artillery, armoured ships and Gatling guns were the new 

weapons of the Industrial Revolution and as such were bound to fundamentally 

alter the most basic concepts of war.ò29 Yet the military strategists of WWI had 

largely ignored this shift and continued to wage war with standard military 

organizations, tools, tactics, and strategies. The result was the utter disaster of 

WWIôs war of attrition. On the one hand, the generals believed war was still a 

matter of wills ï the stronger willed would be the victors. (In fact, there are even 

instances of generals explaining the success of machine gunners by attributing to 

them stronger wills.)30 On the other hand, there was the sheer firepower made 

available by the new machines of war. The success of battles was no longer 

determined by will, courage, moral strength, or intentions ï it was a war 

determined in the last instance by machines. 

What can be seen here is how, despite ingrained attitudes resistant to 

change, the introduction of the machine gun revolutionised warfare by altering the 

behavioural possibilities. It coerced military strategists to (eventually) reject 

centuries of doctrine, bias, and tradition. It changed the education of soldiers, and 
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the production of weapons. Finally, it changed the tactics of war, the strategies 

formulated by the generals, the organization of battalions, and the entire 

institutional culture of the military. The old values of a gentlemanôs war, premised 

upon romantic ideals of heroism and courage, were tossed violently aside by the 

inhuman force of the new weapon. It led to the new era of defensive, entrenched 

war rather than offensive war. The battles of the past, with armies facing each other 

and duelling in close quarters, were gone.31 

 A similar paradigm shift in warfare occurred with the invention of nuclear 

weapons. Nuclear weapons provide one of the more intriguing cases of how 

material entities can shape international politics because unlike the machine gun, 

nukes produce effective change even (and perhaps, particularly) when they are not 

actively used. Their mere existence is sufficient to alter behaviours and strategic 

calculations because of the rapid advance in force capacities they represent.32 As 

Waltz argues in a somewhat overstated way, ñNothing can be done with them other 

than to use them for deterrence.ò33 The entire theory of deterrence is premised 

upon this effective and passive power of nuclear weapons. Rational actors are taken 

to understand the retaliatory consequences of attacking a nuclear power, and 

therefore change their own behaviours as a result. It is this certainty of mutual 

destruction which alters the entire international system: ñThe superpower 

relationship is now deprived of the basic principle defining an anarchic 

international system: the ever-present possibility of recourse to force.ò34 The types 

of calculations that derive from a state of deterrence ï whether the number of 

nuclear weapon is sufficient for deterrence, whether second-strike capabilities are 

credible, whether extensions of deterrence to allies are viable, etc. ï are all 

impositions on the actions of actors by inert material forces. With nuclear 
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weapons, therefore, we see perhaps one of the clearest cases where technology 

shapes international politics just by virtue of its existence. 

In addition to military technology, with neoliberal institutionalism and 

globalisation theorists comes an increased recognition of the effects of 

communications technologies on world politics. Globalisation, the rise of complex 

interdependence, and the ensuing changes in the nature of the international 

system are all considered to partially result from advances in transportation and in 

communications technologies. For instance, in an influential account, David 

Heldôs first ódriver of globalisationô is listed as ñthe changing infrastructure of 

global communications linked to the IT revolutionò.35 Such changes are considered 

to bring communities closer together, knitting them into a global web of 

communication. 

Yet for all the importance attributed to technological changes, technology 

and its dynamics remains exogenous to these theories. Neoliberal institutionalists 

recognise that technology plays an important role in setting the conditions for 

increased interdependence and the rise of non-state actors, yet these are considered 

to be events that occur outside of the system and which slowly dissipate their way 

into affecting the international system.36 It is considered that technological 

dynamics can safely be left outside IR theory. 

One major exception to this tendency has been Ronald Deibertôs work. 

Here the attention has been on the specific materiality of communications 

technologies, focusing not on the content of communication but rather on the 

medium of communication. In this view, the technology of communications has 

produced effects along two lines: distributional consequences, and social 

epistemological consequences. In both cases, the effective action of technology 

operates not in terms of linear causal relations, but instead in terms of evolutionary 
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selection, i.e. a structural cause.37 Distributional consequences refer to the changes 

in social forces that result from a new communications environment. For instance, 

the rise of the printing press facilitated (that is to say, selected) those interested in 

breaking down the medieval Churchôs monopoly on communication and 

knowledge.38 Cheaper, easier, and more ubiquitous texts were made available and 

increasingly rendered Church censorship impotent. The breakdown of the 

medieval world order is thus partially attributable to the capacities of action made 

possible by these new tools. Along another dimension lie changes in social 

epistemology. In this case, communications environments select not for social 

forces, but instead for ideas and beliefs about the world. To cite just one example, 

ideas about the individual (modernist) self were aided with the printing press as 

well. With the diffusion of this technology it became easier to attribute a single 

author to a work, texts could be mass produced and standardised, and the shift 

from oral communication to silent reading fostered a sense of internal space.39 In 

neither case of distributional and social epistemological changes did the content of 

the works have to be taken into account. It was the sheer material nature of these 

tools which brought about changes in politics and society. In Deibertôs work, 

therefore, there is a sophisticated and nuanced approach to how technology shapes 

behaviours and international politics. 

While most studies of technology in IR have focused on specific types of 

technological objects, there are a handful of more recent approaches which have 

begun to examine the influence of sociotechnical systems on world politics. Barry 

Buzan and Richard Littleôs work on international systems, along with recent 

extensions by Geoffrey Herrera, have placed these systems into a prominent role in 

understanding international relations. In explaining the shifting structures of the 
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international system over world history Buzan and Little give a major explanatory 

role to what they call interaction capacity, which they define as: 

 

ñThe amount of transportation, communication and organisational 

capability within the unit or system: how much in the way of goods 

and information can be moved over what distances at what speeds 

and at what costs? [...] It refers to the carrying capacity of a social 

system, its physical potential for enabling the units within it to 

exchange information, goods, or blows.ò40 

 

Interaction capacity is here considered to place fundamental limits on what a given 

social system is capable of ï it provides the ócapacityô and ópotentialô that outline 

the possibilities of a system.41 It is within such confines that international systems 

can arise and act. In particular, the ability to wage war over long periods of time 

and space is a relatively recent achievement. Such an ability is dependent on the 

possibilities afforded by high levels of interaction capacity: the existence of supply 

lines, transportation routes, and communication capacities. As a result, these 

physically-determined abilities make possible both the units of the international 

system as well as the system itself.42 (Technologically-based interaction capacity also 

highlights the mutability of even natural factors like geography ï seas are 

transformed from limits to possibilities once seafaring technology becomes 

available, for instance.) 

 A recent work from Geoffrey Herrera has extended this concept and 

operationalised it in terms of sociotechnical systems.43 The goal of his work is to 
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bring technology into international relations as an endogenous source of systemic 

change.44 This occurs in two ways ï first, by noting that some technological systems 

are systemic and not unit-based; and second, that technology is political (e.g. the 

development of the atomic bomb). As a consequence, the development of global 

sociotechnical systems must be analysed in both their international development 

and diffusion, and then in terms of their effects on the interaction capacities of the 

system. 

Despite the sophisticated systematic approach taken by Herrera, he tends to 

remain bound within a socially-mediated vision of reality by claiming that, ñIf 

technologies are systemic but not political, we would have no need to think about 

them as inside the international system.ò45 In other words, despite the nuanced 

theorisation of how technology affects international politics, Herrera claims that if 

technology were autonomous from politics and humans it would therefore be of 

little theoretical interest. By contrast to such a thesis, it will be argued later that 

technology has a variety of autonomous dynamics that must be acknowledged by 

any theory of the international system. These have political effects, yet they are not 

reducible to their uses, effects, or the intentions behind them. To say that 

technologyôs effects interact with political and social entities is one claim; yet to say 

that technology has no autonomy from these entities is to entirely neglect their 

physical and systemic nature. 

In addition to communications, military, and interaction technologies, various 

strands of IR have also attempted to incorporate materiality in general. While 

being a broader category than technology, materiality in IR has occupied a similar 

explanatory role ï seeking to demonstrate that something outside of the social 

world impinges on that world and shapes it in some way. Constructivism, despite 

being typically associated with the role of ideas, norms, and intersubjective 

structures, is also notable for various attempts to incorporate some modicum of 
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materialism. In an effort to maintain the independent role of ideas while avoiding 

the (purported) excesses of ungrounded poststructuralism, constructivists often pay 

token allegiance to the idea of a material world. In Emanuel Adlerôs work, for 

instance, matter is taken to provide resistance to human individuals ï yet nothing 

more is said about it.46 

 Alexander Wendtôs work elaborates on this constructivist materialism 

slightly more in his notion of rump materialism. In outlining this materialism, 

Wendt points to three areas where materiality has an independence from any social 

meaning: the physical distribution of statesô material capabilities, the nature of 

these material capabilities (i.e. the specific type of weapons and tools), and the 

geographical landscape and natural resources of a state.47 Yet considering the lack 

of any reflection on how these factors affect international relations or how they 

change in themselves, this rump materialism remains ï at best ï an exogenous 

variable in the theory.48 Worse, in two aspects, Wendt backs away from even this 

minimal materialism, thus remaining stuck within a more ideational-based 

ontology that reduces materiality to a secondary status. 

 In the first place, Wendt argues that ï in principle, if not yet in fact ï all 

materiality is alterable by human intervention and therefore could be reduced to 

the human intentions behind this intervention.49 The implicit argument here this 

is that technology has no autonomy beyond its uses and intentions ï technology is 

at least potentially explainable as a derivative effect of human intentions. Secondly, 

Wendt states that ñultimately it is our ambitions, fears, and hopes ï the things we 

want material forces for ï that drive social evolution, not material forces as such.ò50 

In other words, despite according independence to material factors Wendt remains 

convinced that they do no explanatory work in understanding social dynamics. 

They provide a background element to human action, but do not themselves act. 
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A similar understanding of materiality occupies much of geopolitics. In this 

tradition, a focus on geography was crucial because it was considered to form one 

of the most permanent factors involved in a stateôs struggle for existence and 

power.51 The early geopolitical theorist Harold Mackinderôs most basic thesis was 

that with the completion of world exploration, there had occurred an epochal shift 

to a closed world system.52 Such a transition dramatically altered the nature of great 

power strategy as a result, and made possible the ability to produce universal 

generalizations about the effects of geography (since there was no longer an outside 

to interfere with the system). In geopolitical thinking, the history of conflicts has 

been shaped by the affordances offered by different geographical features. Thus, 

throughout history the steppes of southern Russia had provided the open space for 

nomadic peoples to rush into the more settled lands of Eastern Europe and Russia. 

Yet once they reached these settled civilizations, their effective power was altered by 

the new geographical territory and nullified.53 Similarly, the ópivotô of power was 

determined by material locations and features ï Russiaôs great interior and 

situatedness between Asia and Europe made it into the key area for regional and 

world dominance.54 Other geopolitical theorists extended this project by analysing 

the ways in which territorial size and the location of capitals within states affect 

defensive capabilities.55 

Similarly, modern-day geopolitical thinkers have continued these lines of 

argument and contended that there are shifts occurring in the spatial centres of 

world power.56 Again, the determination of this shift is premised upon the 
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geographical positioning of the great powers and the locations of crucial resources. 

With the emerging multipolar structure of power, it is argued that the geographical 

focus of strategic attention is shifting to Eastern Eurasia (roughly from Pakistan to 

Japan and Australia). 

Notably for the purposes here, there is a recognition by contemporary 

geopolitical thinkers that technology alters the effects of geography on states.57 In 

its most sophisticated varieties, geopolitics is deemed to be concerned with the 

óforces of destructionô understood as the conjunction of technology and 

geographical features.58 In this vein, the introduction of railroads mitigated the 

negative aspects of sizeable territories; and the revolutions in communications 

technology made long-distance control a viable possibility.59 Some have gone so far 

as to argue that geopolitics is now obsolete as the old constraints of geography and 

space have withered under the advance of new technological means.60 Yet a quick 

glance at the mountainous terrain of the Afghanistan-Pakistan border or the supply 

logistics of the Khyber Pass ï and the difficulties these have posed for the most 

powerful military in human history ï demonstrates that this claim overstates the 

significance of technology. 

Throughout this literature, geography is often taken explicitly as a 

conditioning factor, not a determining factor. As Nicholas Spykman wrote, 

 

ñGeography does not determine, but it does condition; it not only 

offers possibilities for use, it demands that they be used; man's only 

freedom lies in his capacity to use well or ill or to modify for better 

or worse those possibilities.ò61 
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Similarly, others have rejected any geographical determinism and spoken of 

uncovering the ways in which geography ñdisciplinesò politics.62 When 

contemporary geopolitics expands its concerns to include the ómaterial contextô not 

only of geography but also of technology, it comes to formulate the role of 

materiality in a way that will closely mirror the approach of this thesis. Material 

contexts end up providing a series of constraints and opportunities for political 

actors to then face up to and take advantage of.63 
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From all of this research on technology and materiality in IR, a few conclusions 

can be drawn. In the three primary paradigms of contemporary IR, the role of 

materiality tends to be reduced to a minimal shell of action. 

 First, and most obviously, there is a focus on social factors to the detriment 

of material factors. While physical elements are often casually mentioned as 

important factors, the focus of the mainstream paradigms is resolutely on social 

interactions. Secondly, the research that does look at technology has been 

dominated by attention to military and communications technology (and to a 

lesser degree by interaction technology). The representational technologies that 

form the focus of this thesis have been overlooked in the existing research. Thirdly, 
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when materiality does enter into these accounts, it tends to instrumentalise 

technology and other material elements. The reason why technology can be 

profitably ignored in these accounts is because of the argument that it contributes 

nothing in itself. It may accelerate existing intentions and dynamics, but these are 

ultimately explainable in social terms (interests, ideas, power, etc.). To explain these 

underlying factors is therefore considered to be an explanation of technology as 

well. This is supplemented by the tendency to see technology as a transparent 

conductor of human intentions. That is to say, there is no acknowledgement of the 

ways in which technology shapes and channels intentional actions. Lastly, there 

remains a certain irony in IRôs neglect of technological structure, made most 

apparent by its enthusiasm for exploring international social structures. In the first 

place, while no reasonable theorist has made the claim that social structure 

determines agency completely, when technological structure is referenced it is often 

collapsed into such an unrealistic and deterministic position. Secondly, while IR 

theorists have long acknowledged that international social structure provides a 

constraining role on states ï and is therefore an important element of international 

politics ï similar considerations are not given to technological structures. This is 

despite the widespread belief that technological structures operate in the same way 

as social structures: through constraint. 

Ultimately, the major point to draw from this review of mainstream IR is 

that protests to the contrary, it is imbibed with a thorough immaterialism. 

Disembodied actors, interests, intentionality, and instrumental rationality are the 

substance of much IR. The effects of technology, weapons and nature are casually 

mentioned, yet these remain exogenous to most IR theories. The result is theories 

of the international system which operate between disembodied rational actors and 

the objective social structures which constrain them. 

This chapter turns now to approaches in the philosophy of technology which have 

explicitly sought to understand the ways in which technology contributes to the 

production, maintenance, and transformation of social formations. In broaching 



this question, a number of different theoretical positions present themselves. 

Ranging from determinism to social constructivism to momentum, each of these 

positions proffers different responses to the question of what role technology has 

in understanding and explaining social phenomena. Put simply, determinism 

accords an all-important role to technology by making it the key driver in social 

changes and developments. Social constructivism instead sees technology as an 

expression of deeper social forces. Finally, the more recent theories around 

momentum seek to show how technology can come to take on some of the 

qualities ascribed to it by determinists. More specifically, each of these positions 

diverges on three separate questions: 

 

1) Do social and/or technological factors64 explain how a 

technology shapes society? 

2) Do social and/or technological factors shape the temporal 

development of a technology? 

3) Do social and/or technological factors shape the spatial diffusion 

of a technology? 

 

The following sections will present each position in an idealised form (a form 

which few individual thinkers would adhere to) in order to examine the answers 

and arguments each position has for these questions, before proceeding to put 

forth a moderate version of technological determinism. The aim here is to explicate 

a conception of technology which avoids the extremes of both technological 

determinism and social constructivism, while recognising the implicitly social 

nature of many momentum theories. In the end, we intend to demonstrate that 

technology has some modicum of autonomy above and beyond social forces. 

The significance of this autonomy postulate is that if accepted, it entails 

that social scientistsô typical categories like class, interests, identities, and so on are 

necessary but not sufficient for understanding social phenomena. As one theorist 

notes, ñthe influence of technological artefacts on human action can be of a 
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nonlingual kind. Artefacts are able to exert influence as material things, not only as 

signs or carriers of meaning.ò65 The influence of technology can therefore operate 

at a different level than that of intentions and meanings. Yet we need to be clear 

from the beginning that the claim of autonomy for technology is not simply that it 

resists human actions. The political theorist Jane Bennett puts this point well when 

she declares, 

 

ñBy 'vitality' I mean the capacity of things - edibles, commodities, 

storms, metals - not only to impede or block the will and designs of 

humans but also to act as quasi agents or forces with trajectories, 

propensities, or tendencies of their own."66 

 

Yet while incorporating tendencies, technological autonomy must also be 

distinguished from intentional actions, which remain the prerogative of rational 

entities. So autonomy here cannot be about resistance, nor can it be about 

intentional action. These are the basic parameters of the discussion. 

 It is also important to note the differences between technological matter 

and matter in general: namely, that technology has an ontological dependence on 

human beings. Technology cannot exist without some human (or primate) having 

created it. Oftentimes this is taken as a knockdown argument against the idea of 

technological autonomy ï technology cannot do anything without humans 

creating, designing, implementing, modifying, and maintaining technologies. But 

the question of technological autonomy is not about whether or not humans must 

be involved; it is a question of what is the source of directedness for these actions? 

If technological creation and development turn out to be entirely the product of 

self-conscious choices by individual human actors, then autonomy for it would be 

refuted. If, on the other hand, technological creation and development turn out to 

have their own intrinsic directedness, then humans will turn out to merely be 

pawns in a technological game. The comparison to make here is with social 
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structures: just as technology relies for its existence on human beings, so too do 

social structures rely for their existence on a substrate of rational beings. To say 

that either of them is ontologically dependent on a world of humans is not 

equivalent though to saying they are reducible to that substrate. Likewise, just as 

social structures have a relative autonomy, so too ï it will be argued here ï does 

technology. 

It is also important to be clear that technological agency has an ontological 

dependence on meta-social imperatives as well ï in particular, what Robert Friedel 

has called a óculture of improvementô.67 (Though others have argued that these 

meta-social imperatives operate instead at a religious level.68) This culture of 

improvement is a particular social norm that drives the process of change by setting 

an imperative that holds throughout society. Importantly, though, it operates on a 

very generic level ï there is very little intrinsic content to the idea that technology 

must be improved, as ideas of improvement vary both across history and across 

cultures. It is a necessary social condition for technological change though. One 

can imagine a counterfactual situation where the drive for improving technologies 

was absent, and it is unlikely here that technology would ever change. But the 

generic quality of its imperative means that it is up to the material aspects of 

technology to provide some measure of specificity. A meta-social norm of 

improvement and a substrate of rational beings are therefore the two ontological 

foundations for autonomous technology. Remove either of them and technology 

loses even the relative autonomy it has. With these preliminary remarks, we can 

turn now to three dominant positions on technology. 

Technological determinism occupies perhaps the most prominent standing in the 

popular eye, though it has been academically discredited for some time now. From 

this perspective, the introduction of a technology imposes a clear effect onto 
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society.69 The technology requires ï and in fact causes ï a social transformation 

once it enters into a given social formation. For the determinist, moreover, 

technology (both in general and in terms of individual objects) follows a linear and 

progressive path. It determines where and how individual actors must develop a 

technology, irrespective of interpretations or social interests.70 Lastly, the 

technological determinist position exerts a force on societies which lack the latest 

technology, compelling them to follow and adopt the infrastructures of ñmodernò 

societies. 

Prominent historical cases in international relations include ideas that the 

printing press caused the Reformation, along with the ensuing transformation of 

the international system. Similar determinist notions emerge in claims that the 

emergence of gunpowder transformed feudal relations and led to a competitive 

arms race. More recently there has been claims from a number of commentators 

that the Arab Spring was caused by the rise and spread of social media platforms, 

which lowered the boundaries to organisation and eventually led to the downfall of 

a number of regimes.71 

In terms of the organising questions about the society-technology 

relationship, in its idealised form technological determinism adheres to three 

claims: first and most importantly, that technology uniquely determines social and 

political formations, and does so with a force approaching necessity.72 The 

examples of the printing press and contemporary social media give two instances of 

this claim, but it is particularly the case with large-scale technological systems. 

According to the determinist position, such systems end up coercing humanity into 

maintaining their existence. To give one example, 

 

ñThe people of Japan have learned a lot about technological 

[necessity] since the tsunami hit the Fukushima reactors. Theyôd love 
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to get rid of nuclear power altogether, but their leaders are telling 

them that to do so invites economic disaster. In much the same way 

we Americans, along with most of the rest of the developed world, 

are trapped by our automobiles. We know that for lots of reasons 

weôd be better off if we stopped driving them tomorrow, but we 

canôt. If we did, life as we know it would collapse, since in one way 

or another we depend on the internal combustion engine for our 

jobs, our food, and virtually everything else we need.ò73 

 

It is important to clarify what is being maintained here though: it is not the 

technological system of nuclear power or the automobile per se, but instead it is 

the standard of living that is being maintained. If an alternative technical 

infrastructure was possible with the same standard of living, nuclear power would 

be on its way out. Similarly, if society changed its values about the standard of 

living, the apparent necessity of the automobile could quickly evaporate. So contra 

the determinist position, the necessity of a technological system ultimately stems 

from the social values of a particular culture ï not from the materiality itself. 

With regards to the second question, the pure determinist position holds 

that technology develops temporally according to some internal and unilinear 

logic, with human individuals being mere means to this technological evolution.74 

From such a position it is claimed that, 

 

ñTechnology moves steadily onward as if by cause and effect. This 

does not deny human creativity, intelligence, idiosyncrasy, chance, 

or the wilful desire to head in one direction rather than another. All 

of these are absorbed into the process and become moments in the 

progression.ò75 
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The crucial point is the necessity involved: it approaches mechanical causation in 

its certainty. Those working to develop a technology are compelled by physical 

constraints and an internal imperative to follow a unique path of developmental 

progress. Typically these imperatives stem from a pursuit of innate instrumental 

rationality, efficiency, or from economic necessities (classical Marxism being an 

exemplar here).76 In either case though, technology is argued to develop 

progressively and necessarily along a single track. It coerces individuals into 

developing it in such a way. 

Thirdly (and less commonly stated), determinism holds that technology 

spreads spatially according to certain patterns of diffusion.77 Often put forth under 

the rubric of modernisation theory (and implicit or explicit in many Eurocentric 

theories), technology is here taken to ñnaturallyò spread from advanced to less-

advanced societies. In classical modernisation theory, there was a single pathway 

from traditional to modern societies, and this path was one heavily shaped by 

technological forces.78 Countries seeking to ñcatch upò to advanced nations were 

taught to rationalise society and to incorporate the latest technologies into their 

cultures, following the lead of the most modern countries.79 Similar assumptions 

about technology (and particularly its symbolic power) played a significant role in 

establishing the US as a world power in the nineteenth and twentieth centuries.80 

In direct opposition to the technological determinist thesis lies the social 

constructivist thesis. Central to this approach is the idea that ñone should never 

take the meaning of a technical artefact or technological system as residing in the 

technology itself. Instead, one must study how technologies are shaped and acquire 
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their meanings in the heterogeneity of social interactions.ò81 In its purest form, this 

position holds that technologies are radically underdetermined and open to 

contestation over their design and development, and open to interpretation about 

their uses and role in society. Any idea of technological autonomy is therefore 

typically left aside in these approaches (though there is usually no explicit rejection 

of all autonomy). 

In the IR literature, prominent examples have focused on military 

technology and argued, for instance, that the categorisation of a military 

technology as offensive or defensive in fact stems from social perceptions on these 

technologies, rather than from any intrinsic material capacity.82 As a result, the 

offensive realism versus defensive realism debate falters at its core theoretical level, 

and the implicit theoretical basis for a number of arms control treaties falls apart. 

Yet even in this case, the conclusions remain constrained to claiming that ñit is 

difficult to categorise the impact of technological change in offense-defence 

terms.ò83 Outside of these narrow terms, the possibility of technology determining 

social forces is left open. In other research, the development of ballistic missiles is 

analysed from the perspective of competing social interests. Here it is shown that a 

wide variety of paths were taken, with different groups prioritising different 

problems and different values. While some emphasised accuracy, others focused on 

reliability, for instance.84 The temporal developments of this technology were 

therefore initiated and sustained by a variety of social groups ï and not by any 

imperatives internal to the technology itself. 

In relation to the questions which divide these positions, the social 

constructivist presents arguments opposed to the determinist on each account. 

First, it is argued that social and political forces determine which technology gets 

developed and what effects it has on society.85 From this perspective, the creation 

and initial design of a technology is open to multiple choices, with social groups 
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and powerful interests struggling to determine the eventual design and the point at 

which a technology gets stabilised.86 In its purest form, the socially constructed 

origin of a technology ñmeans that all aspects of this sociotechnical ensemble [are] 

subject to variationò.87 This variation includes not just which material components 

are used and how they are fit together, but also the purpose of the technology itself. 

In other words, how a technology is going to shape society is flexible and 

determined by competing interpretations about what its function should be. 

Second, the social constructivist position argues that the evolution of a 

technology is shaped by economic and political factors instead of by some internal 

teleology. Once a new technology arises, the initial stages of technological 

innovation almost always suggest multiple paths that can be taken. It is rare for one 

path to be the clear way forward. In the first place, even the use of an object may 

not be particularly clear and must be made precise. The tape recorder, for instance, 

floundered as a product and eventually had to be marketed with a pamphlet 

entitled ó999 Uses of the Tape Recorderô. It was not until it became used to record 

music that it finally took off as a successful invention.88 There are also contentions 

over technical requirements, over different solutions to the same problem, and 

over moral imperatives, for instance.89 Each of these provides the space for conflict 

between alternative paths. From its very origins, therefore, technology evolves not 

according to any linear plan, but instead according to a multidirectional path.90 It is 

one of the significant advances of social constructivist approaches to demonstrate 

that it is only retroactively, once a path has been chosen for various contingent 

reasons, that a linear model of development can be discerned. 

Lastly, with respect to spatial development, the social constructivist position 

argues that the diffusion and adoption of technologies is explainable by economic 
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and political contexts.91 Research which has attempted to reproduce the dynamics 

of technological adoption, for instance, has focused on advertising and early 

adoption by small groups of innovators as key factors in the speed and distribution 

of new technologies.92 In these cases, fashion and trendsetters are important for the 

diffusion of technology, more than any inherent material properties. 

Between the opposed poles of social constructivism and technological 

determinism, recent work has attempted to clarify a middle ground for 

technological autonomy. The consensus here has settled upon what is commonly 

called ómomentumô.93 Momentum stems in part from the fact that technologies 

have a logistical footprint: any given technology implies an entire system of 

production, distribution channels, technical experts, and subsidiary technologies. 

A technology, in other words, always already implies a larger sociotechnical 

assemblage, and as a result a set of shifts that emerge from adopting it. For 

instance, gunpowder, and the military advances it enabled, drove a number of 

shifts.94 In the first place, the production of gunpowder required intensive capital 

investment and generated economies of scale as a result. Warfare became 

increasingly the preserve of wealthy groups. But secondarily, gunpowder changed 

the logistics of war. No longer were soldiers capable of living off the land; instead 

they now had to receive and transport large quantities of guns and gunpowder. 

This drove the production of new managerial systems that were capable of 

organizing these logistical networks. We can see, condensed in this example, the 

primary source of momentum. A technology is adopted for some reason (here, 

comparative military advantage), but individual technical objects rely on larger 

sociotechnical assemblages (e.g. factories and transportation networks). So the 

adoption of a technology also implies (logically and materially) the adoption of the 
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larger system which produces it. A more recent example is the mobile phone. 

Adopting this technology means also adopting the higher demand for rare earth 

minerals, which means also adopting Chinaôs dominance in this resource, as well 

as adopting the role these minerals play in funding conflicts in the Democratic 

Republic of the Congo. So momentum emerges from the adoption of an entire 

associated assemblage if one wants to adopt an individual technology. Technology 

forces society to readjust. 

With respect to the first organising question, momentum approaches tend 

to agree with social constructivists about the radical flexibility of a technologyôs 

initial design. The emergence of a technology or a sociotechnical assemblage is 

itself open to a series of political contestations over the design of every aspect. 

These can involve entrenched interests, powerful corporations, influential 

individuals, and many others.95 However, once a technology reaches a certain stage 

of stabilisation, it comes to exert a force on the social environment surrounding it. 

Particularly with sociotechnical systems, they can ñbecome severed from the ends 

originally set for them and, in effect, reprogram themselves and their environments 

to suit the special conditions of their own environments.ò96 In this sense, 

technology not only introduces new possibilities into assemblages, but also 

introduces new demands ï both in the form of economic demands for the 

resources necessary to keep it working, and in the form of operational demands for 

the technologies and environment which a particular technology relies upon.97 

Certain organisations of labour and capital arise from these demands of the 

system.98 The rise of the railroad in the 1850s, for instance, brought forth the 

requirement of a highly centralised German military structure.99 

As a result of momentum, the temporal development of technologies can 

tend to push in one direction. This is particularly the case with large sociotechnical 
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systems, which research has suggested follows a loose temporal pattern.100 The 

internal dynamic of sociotechnical systems arises from their interrelated 

components. Thomas Edison once noted that since the components of a large 

technical system must be compatible, in some sense the whole itself was simply a 

large machine.101 Much like individual technologies, this entails that changes in one 

component can and do often have effects on the other components. The early 

electrical infrastructure highlights the ways this occurs ï a change in a generator, 

for instance, required changes in a motorôs resistance, voltage and amperage, which 

can cause even further changes being needed.102 As a result, the system is internally 

dynamic and often in constant fluctuation. This leads to what are termed óreverse 

salientsô, which are ñcomponents in a system that have fallen behind or are out of 

phase with the others.ò103 As aspects of a sociotechnical system shift over time, they 

create internal pressures for other components to continue apace, thereby letting 

the system take on its own relative autonomy independently of our intentions or 

conceptions of it. Moreover, the individuality and unity of a specific system must 

be recognised as always contingent and open to change. While the literature on 

sociotechnical systems has tended to install a strict separation between a system 

and its environment, the notion of assemblages prohibits such a barrier except as a 

contingent and temporary construction.104 

Once these large-scale systems have been adopted, they then take on a 

further sense of momentum. Beyond the force of their interconnected 

components, sociotechnical systems tend to take on limited goals and some 

measure of velocity, in the first place because of ñvested interests, fixed assets, and 

sunk costsò.105 In this vein, Langdon Winner suggests that, 

 

ñThe freedom to develop technology primarily to serve human needs 

was lost with the spread of industrialization and the growth of 
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modern megatechnical systems in communications, transportation, 

power production, and manufacturing. These gigantic, complex, 

interconnected technological systems overwhelm human values and 

defy human control.ò106 

 

Implicitly invoked here is a sense of the path-dependency produced by 

technological systems. As with institutions, technological systems create path-

dependencies.107 This shift from the contingency of initial development decisions 

to the virtual necessity of sociotechnical infrastructures is premised upon their 

fixed and sunk costs, the existence of habits resulting from learning to use a 

technology, the benefits gained from a community of existing users, and the 

expectations of the technologyôs continued existence.108 Path dependency helps 

explain why sociotechnical systems evolve a momentum that resists change.109 

The initial limitation with momentum being equated to a form of 

technological autonomy is that, strictly speaking, path dependence is primarily 

conceived as a social constraint and not as a material constraint. So for instance, 

factories took forty years to shift from powering their buildings with steam engines 

to powering their buildings with electrical motors. The reason was because 

adopting the electrical motors involved rebuilding the entire factory, which was an 

expensive and lengthy process.110 Close attention reveals that the most significant 

explanatory factors in such an example are economics, power, interests, beliefs, and 

psychology. We can see this by virtue of the counterfactual situation ï if the costs 

of adopting electrical motors had been cheaper, factories would have incorporated 

them much quicker than they did. Instead, the old technology had been locked-in 

for economic reasons, and an essentially obsolete technology continued onwards. 

The second limitation with momentum is that despite the suggestion of active 
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directedness in its name, momentum almost always refers to a resistance of 

technological systems to human intervention. In this regard, it is no different from 

other passive conceptions of matter which take resistance to be the paradigmatic 

quality of matter. 

Lastly, with regards to spatial diffusion, most theorists who subscribe to a 

momentum position tend to (at least implicitly) adhere to a social constructivist 

view of diffusion: economic and social interests determine where a technology goes 

and how it is modified in transit.111 However, while not often stated in the 

literature, one can interpolate a conception of spatial diffusion from the idea of 

momentum. In this case, the pervasiveness and dominance of a particular 

technological form would instil a certain imperative on other actors to adopt the 

same form.112 A commonly cited case ï the relatively inefficient QWERTY 

keyboard setup ï provides an excellent example of this sort of spatial diffusion by 

momentum.113 Again, however, path dependency in the social sense remains the 

key explanatory factor here, rather than any material imperative. 

Each of these positions contributes to an overall theory of technology and its 

relation to society, yet falls short in certain respects. The social constructivist 

critique of the determinist position clearly makes the latter untenable. Technology 

is not as unilinear, necessary, or autonomous as the determinists claimed (and 

often feared). Yet the social constructivist position tends too far in the opposite 

direction. While rarely explicitly rejecting the materiality of technology, the 

physical impositions of matter typically remain silent in this research program. 

Interpretative flexibility and multi-directional development become the focus at the 

expense of technological constraints. Lastly, momentum marks a significant 

advance in bridging the two positions ï demonstrating how determinism can 

appear to come about, while simultaneously recognising the socially embedded 

nature of all technology. Yet even here, this determinism is typically of a purely 
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social kind ï stemming not from any physical imperatives but instead from the 

engrained values and interests of a particular society. The materiality of technology 

is again often implicitly side-lined. 

 

 

 
 

By contrast, the position that will be set out here aims to start from the 

materiality of technology and take its significant (and relatively autonomous) 

influence into account, while recognising the important contributions of other 

approaches. The perspective put forth here agrees with the social constructivist 

insight that the development of a technology is always underdetermined. Similarly, 

it accepts much of momentum theory though with more emphasis on the material 

conditioning of effects and development. Yet it also returns to classic determinist 

ideas to argue that technology does orient its uptake and its development in 

particular directions.114 By reviving the determinist emphasis on the materiality of 

technology, this position attempts to emphasise technologyôs durability and 

momentum. Technology is seen here to provide a stable, albeit flexible, platform 
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which shapes the movement, interaction, and organisation of social entities.115 As a 

platform, technology functions as a basic ground which sets the constraints and 

opportunities for further development and use.116 In particular, technology 

provides a platform of affordances at three levels: perception, cognition, and 

action. Insofar as it strongly determines what is possible at a given moment, it is 

also possible to refer to technology as a material transcendental of society ï 

invoking Kantôs famous transcendental idealism which sought the conditions of 

experience. Figure 2 schematises the argument to be made in the following 

sections.  

The perspective taken here is therefore a platform theory of technology, or a 

qualified version of technological determinism. In the first place, technology does 

shape society ï but it does so in a more flexible fashion than classical determinism 

suggests. Rather than there being a singular and unambiguous outcome of a 

particular technology entering into a given society, there are a variety of 

possibilities. What a technology determines is not the specific effect, but instead 

the general landscape of possible actions and thoughts.  A given technology affects 

social interactions by (1) making certain behaviours more likely, by (2) constraining 

other behaviours, and ï most importantly ï by (3) creating entirely new types of 

behaviours. Technologies have specifiable amplifying and dampening aspects.117 

Technology, in other words, operates as a platform for social forces. For instance, 

the question of whether social media is liberating or not misses the point that its 

effects are to act as a platform which transforms an entire landscape of possible 

behaviours.118 These technologies both lower the costs of communicating with 

geographically dispersed individuals and lower the costs of monitoring this 

communication. How actors make use of these technologies is then open to the 
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influence of economics, politics, and culture ï but all within the constrained set of 

affordances that the technology offers. 

Technological platforms do not merely alter existing social possibilities 

though; their most significant function lies instead in their capacity to create 

entirely new possibilities. This novelty can be emphasised with a thought 

experiment in which a technology is replaced by its equivalent in human labour. It 

would appear at first glance that given enough time and resources any technology is 

replaceable (and hence in principle reducible) to such an equivalent. Bruno 

Latourôs famous (and pseudonymous) article on the sociology of a door-stopper 

highlights well the kinds of convolutions necessary to replace even the simplest 

technology with a human equivalent:119 

 

"Every time you want to know what a nonhuman does, simply 

imagine what other humans or other nonhumans would have to do 

were this character not present. This imaginary substitution exactly 

sizes up the role, or function, of this little figure."120 

 

There is a significant problem with this idea though: at best it only holds 

for more mundane technologies. In what sense is an fMRI replaceable by any 

number of humans? Is a nuclear weapon replaceable? Is even a railroad replaceable 

by human labour in any meaningful sense? With the computing revolution, this 

irreducibility is even more striking. To match the worldôs currently fastest 

supercomputer would require all 7 billion inhabitants of earth to each process 3 

million calculations per second.121 Meanwhile, the climate modellers behind 

climate change policy are pushing for exascale computers that are 1000 times faster 

than this current supercomputer. From this it is clear that while computing power 

is theoretically reducible to a human equivalent, there is nevertheless a qualitative 
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shift involved here.122 To put it simply: technology is doing things humans are not 

even in principle capable of. There is real novelty here, a real expansion of what is 

possible. 

 With these capacities to expand and alter the material platform of society, 

technology can be seen to operate on three general possibilities: action, perception, 

and cognition. Each of these intermingles, and indeed, the case studies in this 

thesis all demonstrate that changes in perception and cognition can lead to 

changes in what is behaviourally possible. 

The most intuitive notion of how technological platforms shape 

possibilities is simply through what actions they make possible. The most 

prominent social influences that technology produces are often of this type: the 

introduction of a new technology creates and warps behaviours through causal 

interactions which are then diffused outwards into ever larger patterns of social 

change. For instance, the introduction of the automobile changes the behaviours 

of travelling in individuals and (through a longer chain of causes) eventually alters 

the way urban planning is done.  Or the introduction of a new technology such as 

the shipping container makes new behaviours economically possible and 

revolutionises international trade patterns.123 On the level of users, technical 

objects set out specific procedures that must be followed in order for the object to 

be usable in the first place.124 Objects therefore instil patterns and habits of 

behaviour onto individuals and collectivities.125 In the same way that individuals 

have to respond to alterations in their natural environment, so too do individuals 

change in virtue of alterations in their technological environment. 

Technologies can also change the perceptions of individual actors. This can 

be seen most obviously in cases of scientific instrumentation being used to make 
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the previously unobservable into the observable.126 Technology makes different 

spectrums of light visible, or makes complex systems like the climate visible. More 

indirectly, this affection of perception can be seen with the emergence of rail 

networks and their capacity to make long-distance travel easier for many. They not 

only shorten the time between locations, but through their separation of the 

distance travelled from the physical labour of travel they helped produce a new 

experience of distance.127 In a similar manner Paul Virilio notes of modern 

transatlantic air travel that ñwe have finally achieved states bordering on sensory 

deprivationò with the ñthrills of the old voyage [é] now compensated for by the 

showing of a film.ò128 The very phenomenology of travel (and hence, of distance 

and time) is now partially produced through technology. 

Lastly, technology also shapes the possibilities of conceptual space, 

including shifts in concepts, inferences, economic calculations, and imaginative 

possibilities. This will be the focus of the next chapter, but for now it suffices to say 

that the production of new concepts, new inferential relations, new economic 

calculations, and new imaginations involve some of the most significant shifts 

initiated by technology. It is not only a shift in how the world is interacted with, 

but in how the world is thought about. 

From understanding technology as a platform that shapes the possibilities 

available for action, perception, and cognition, a number of implications follow. In 

the first place, such a framework makes precise the debate over technological 

autonomy. By conceptualising technologyôs effects in terms of degrees of possibility, 

a much more nuanced approach can be presented.129 In some cases, technology will 

heavily constrain possibilities, thereby approaching classical determinism. In other 

cases, technology will leave the possibilities relatively open and thereby 
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approximate the social constructivist view. With this in mind, it now becomes 

possible to refine the notion of changes in possibility structure into a series of more 

specific mechanisms (a task that the case studies will attempt to accomplish). 

 Secondly, by understanding technology as a platform which affects an array 

of possibilities, one avoids any clean functionalism or simple rationalism. For these 

approaches, not only is there one optimal social formation from a given set of 

material conditions, but existing social formations can be explained by virtue of 

optimising these given conditions. Yet while there may be certain optimal social 

formations discernible from a given material context, this is distinct from saying 

that a given social formation arose because of its functional optimisation.130 It is the 

latter argument which must be refused, while still recognising that material 

infrastructures do provide a determinate set of affordances. One can theoretically 

derive an optimal social formation (in some cases), while still recognising that 

practically other outcomes are equally possible. 

Lastly, the focus on technology changing behaviour and cognition also 

highlights the specifically political nature of technological objects. It is simply no 

longer plausible to hold the thesis that technologies are politically and ethically 

neutral.131 Their political nature may include multiple possibilities that are in 

tension with each other, but the introduction of a technology still involves changes 

in the behavioural landscape. Bruno Latourôs example of the speed bump is 

emblematic here ï as he argues, the speed bump is literally the expression of a 

particular norm. Instead of ñappeals to morality, enlightened disinterest and 

reflectionò, the speed bump operates to slow vehicles through ñappeals to pure 

selfishness and reflex actionò.132 It is neither a neutral object nor a simple norm. 

Rather it is a hybrid mixture of both norms and materiality. A similar case of non-

neutrality arises in Langdon Winnerôs famous example of a bridge that was 

designed precisely to block public transportation like busses.133 To be clear, actions 

involving technologies do not delegate sole responsibility to the technologies 
                                                 
130 Deudney, Bounding Power: Republican Security Theory from the Polis to the Global Village, 59ï60. 
131 Gun advocatesô idea that ñGuns donôt kill people, people kill peopleò is representative of this thesis 
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132 Latour, Pandoraôs Hope: Essays on the Reality of Science Studies, 186. 
133 Winner, ñDo Artefacts Have Politics?,ò 123ï124. 



themselves. It is not a case of óguns kill peopleô rather than ópeople kill peopleô. 

Instead, the action has to be distributed between these actors involved ï both 

human and non-human.134 The production of music, for instance, is attributable 

neither to the musician nor to the instrument ï but instead only to the entire 

emergent assemblage of musician-instrument itself. 

The technologies examined in this thesis will follow this platform theory of 

technology and be shown to have made possible a certain set of perceptions, 

thoughts, and behaviours. Yet while evidence will be given to demonstrate that 

actors have made use of these new possibilities, it should not be therefore taken 

that the technology caused these actors to act this way. Instead, by expanding the 

possible space of actions, these technologies have been combined with existing 

social and political forces in order to bring about the observed behaviours. 

Technology, as the theoretical discussion has attempted to show, operates by 

expanding the landscape of possible behaviours, and not by directly forcing actors 

to act in a certain way. (Only in exceptional cases does the latter type of strict 

determinism hold.) 

A similar platform approach holds for the study of technologyôs temporal 

development (whether for a given technology or for technology in general). As with 

technology as a platform for society, the materiality again sets the basic ground 

from which future developmental paths can emerge. Physical constraint is the 

initial condition, and interpretation and social contestation can only emerge 

afterwards. Technologies are in a constant state of becoming and this becoming 

takes on a specific tendency by virtue of the frictions between components.135 The 

temporal development of a technology involves an overcoming of the internal 

tensions within it: pieces that produced friction (literal and metaphoric) with other 

pieces compel an evolution of the object towards ever more internally coherent 
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forms.136 These include tensions between computational demands, data demands, 

speed demands, accuracy demands, power demands, as well as frictions between 

non-computational physical components and other mechanical frictions. It is these 

sorts of frictions which set out the broad developmental path forward for a 

technology. They place demands on individuals to overcome these frictions and 

organise the technology into a coherent whole. 

As the philosopher Gilbert Simondon puts it, a technology ñevolves by 

convergence and by adaption to itself; it is unified from within according to a 

principle of internal resonance.ò137 This somewhat cryptic remark is elaborated on 

by one of his commentators: 

 

ñWhen he looks at the individuation of machines from the angle of 

the process of invention, Simondon sees a passage from an abstract, 

analytical, logical system toward a concrete, synthetic, practical 

system. Inventors begin designing machines with an eye to 

accomplishing a single task, which they diagram in an abstract, 

analytic fashion; but as they actually use the machine, the design 

itself begins to demand practical adjustments, bringing into play 

other aspects of its basic elements, adding new elements, and 

creating new relations among elements. For instance, you design a 

motor to turn a wheel without necessarily thinking about the 

materials, but when building and operating it, you discover that 

certain materials, forged in a such as way as to produce specific 

qualities, work better. In effect, it becomes self-regulating.ò138 

 

To put it otherwise, technological objects transition from being a series of 

independent components to merging into a system that resonates internally.139 

                                                 
136 This notion of frictions is adapted from Paul Edwardsô use of the term, where frictions are taken as 
an important organising principle for understanding the progression of climate change models. 
Edwards, A Vast Machine: Computer Models, Climate Data, and the Politics of Global Warming. 
137 Simondon, On the Mode of Existence of Technical Objects, Part I, 13. (emphasis added) 
138 LaMarre, ñAfterword: Humans and Machines,ò 92ï93. 
139 Simondon, On the Mode of Existence of Technical Objects, Part I, 16. 



Throughout this process, ñthe nascent technology must now be based on proper 

components, made reliable, improved, scaled up, and applied effectively to 

different purposes.ò140 Or as Simondon puts it, ñthe antagonisms and reciprocal 

limitations are progressively effaced, the functioning of the machine tending to 

become a global functioning, and in sum, the technological object approaches the 

natural object but by other ways than those of nature.ò141 In this sense, therefore, 

technologies have an internal dynamism that exerts an independent pressure on 

those who go on to develop it. The possible paths of progression are set out by 

material factors internal to the object itself.  

This internal process can be seen in a variety of technologies: from 

variations in engine design, and other technologies such as the internal evolution 

of firearms and the dynamics of personal computers.142 Since technologies are 

always internally filled with tensions between material components and different 

functions, the development of a technology involves modulating these tensions to 

minimise them and generate a more efficient technology. For instance, 

 

ñThe F-35C [carrier-based fighter jet] needs to pull off a set of design 

objectives that conflict. It needs to be structurally strong and heavy 

enough to withstand the high forces of carrier launches and 

tailhook-arrested landings, yet preserve the high manoeuvrability and 

long-range fuel performance. It needs to have excellent low-speed 

control for carrier landings, yet be able to fly at more than 1.6 times 

the speed of sound. And it needs to have the angled surfaces that 

make it almost undetectable to radar, yet fly properly.ò143 
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The development of a technology is the process of modulating such internal 

tensions along paths determined by the materiality of the technology.144 

Empirically, this progression can occur in leaps and bounds, as well as with 

minor modifications.145 It should be emphasised though that this direction of 

internal progression is only setting out the possibilities of change in technologies. 

Yet these internal dynamics are entirely material ï they are not guided by social 

norms or values, but instead outline a set of strict possibilities for future 

development. The process of development provides an independent material 

dynamic to the evolution of technologies. 

 A similar dynamic of individuation can be perceived at the largest scale of 

technology as well: the entire ecosystem of technologies available at a particular 

time. While a number of theorists have attempted to develop an evolutionary 

theory of technology,146 the classical ideas of evolution cannot explain the types of 

radical innovations that occur in the technological world. Biological evolution does 

not produce radically new species; instead it builds piecemeal upon random 

variations and hereditary mechanisms. Nowhere in standard evolutionary 

mechanisms is there an explanation for how something like radar could emerge 

from radio, despite being obviously related in retrospect.147 The solution complexity 

theorist Brian Arthur argues for is to recognise that individual components of 

technologies can themselves provide the building blocks for radically new 

technologies.148 In addition, technologies are also built out of the use of various 

natural phenomena ï for example, the radar uses electromagnetic waves in such a 

novel way that the natural phenomenon becomes a component of the new 

technology. That is to say, new technologies do not spring forth from nothing, but 

instead emerge from the combination of existing technologies, components, and 
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harnessed natural phenomena. Combination becomes the mechanism of global 

technological evolution and the means for the radically new to emerge. 

Emerging from combination, each new technology recursively opens up 

new paths and sets the stage for further technological development.149 For instance, 

the smartphone emerged from the existing conjunction of computer technology, 

cellular technology, camera technology, gyroscope technology, touchpad 

technology, and of course, phone technology. Understood as an ecosystem and 

understood historically, the technological world therefore seems to evolve new 

forms over time ï they share a common ancestor in a way.150 But the stronger claim 

from this is that not only does the technological ecosystem shape possible 

developments at any given moment, it also actively drives sociotechnical 

assemblages towards particular outcomes. There is an important sense in which 

once the components of a technology are available, that the new technology will 

inevitably emerge soon after. Much of the literature on invention highlights that an 

invention is rarely ï if ever ï the product of only one group of people.151 Almost 

always, a new technology is created near simultaneously by multiple groups working 

on the same project.152 This makes sense insofar as technology in general provides 

the material platform of the possible. Given certain conditions set out by the 

technological ecosystem, the evolution of technology will continue apace by virtue 

of its own internal dynamics. Even more specifically, the evolution of the 

technological ecosystem will move ahead in roughly predictable fashion being 

drawn towards particular ends.153,154 As Arthur argues, the next decade of 

technological progression is fairly easy to predict. The paths down which human 

innovation will go are set out by the material systems in place now. As a complex 

system, there are strict temporal limits to prediction though ï small changes today 

can invoke unpredictable changes in the future. Yet this does not change the fact 

that the near-term paths of technological evolution are largely predictable. As with 
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individual objects, the material infrastructure of the technological ecosystem 

produces particular pathways. 

So at the largest scales and the smallest scales, technologyôs material nature 

provides a platform for temporal development. Its path is individuated within a 

particular set of possible outcomes shaped by internal frictions, and social 

contestation takes places within these materially-delineated possibilities. As we will 

see, each of the three technologies in this thesis illustrates this theory ï each 

encounters fundamental frictions in fulfilling their functions and the overcoming 

of these frictions forms the contours of their possible temporal development. This 

means that in order to understand their development, one must understand the 

frictions that arise and the material nature of these technologies. Broadly speaking, 

we will see that climate models face the frictions of calculating capacities; financial 

models face the frictions of speed; and crisis mapping faces the frictions of mobile 

technology. 

This chapter has attempted to cover and synthesise a diverse array of literature on 

technology, while drawing out some broad conclusions: (1) the distinction between 

technologies and sociotechnical systems; (2) IRôs tendency to neglect technological 

dynamics and effects; and (3) the notion of technology as a material platform for 

society and development. Most important is (4) the idea that technology ultimately 

transforms the world by shaping possibility spaces within society. Technology acts 

as part of the material transcendental for the social sphere. It establishes the 

conditions of possibility for a given era and in this sense, the value of a technology 

ñlies not merely in what can be done with it but also in what further possibilities it 

will lead to.ò155 So just as the materiality of technology grounds the basis for its own 

evolution, it also grounds the transformation of what is possible in a society. (And 

indeed, technology often appears today as the only thing that can accomplish the 

properly political gesture of transforming what is possible.156) 
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 The claim that materiality independently acts by shaping the possibility 

structure of behaviours can therefore be distinguished from: (1) arguments that 

materiality acts as an inert and politically neutral backdrop for social action, (2) 

arguments that materiality is reducible to the intentions, interpretations and uses 

of it, and (3) arguments that technology is exogenous to IR and of little relevance. 

To the contrary, the claim here is that (1) materiality shapes (in productive and 

constraining ways) the space of possible and likely behaviours, (2) materiality is to 

some degree independent of human actions and intentions, and (3) by shaping 

possibilities, materiality is inherently political and therefore useful for 

understanding the dynamics of world politics. 

While the emphasis in this chapter has been on what materiality 

contributes to technology, it should nevertheless be reiterated that the 

development of technologies is also shaped by social factors. The difference 

between determinism and social constructivism is one of degree rather than kind: 

the former is simply the zero degree point where the material dynamics force only 

one possibility of development. The latter, by contrast, neglects the ways in which 

material factors channel development and behaviour in certain directions. The 

next chapter will continue this focus on technology, but will examine the 

specificities of representational technologies and what they entail in shifting 

cognitive possibilities. 

 



 
 

 
 

ñThe 'world images' that have been created by 'ideas' have, 
like [railway] switchmen, determined the tracks along which 

action has been pushed by the dynamic of interest. óFrom 
what' and 'for what' one wished to be redeemed and, let us 

not forget, 'could be' redeemed, depended upon one's image 
of the world.ò1 

 
-Max Weber 

 
 
 
 
    
 

 

In the last chapter we set out a theory of technology ï as a platform for social 

behaviours and for technological development along a determinate spectrum of 

future paths. This chapter seeks to build upon that foundation and establish a 

framework for understanding a particular type of technology: representational 

technologies. These are the material technologies which are being used to generate 

knowledge claims (in the form of numbers, maps, graphs, videos, and indicators) 

about complex situations.2 These technologies include simulations, formal models, 

agent-based models, data analytics, and other instruments used to produce 

representations of some phenomenon. 

While representational technologies have existed historically in a number of 

ways (e.g. maps), the latest generation of digital representations are significantly 

different.3 On a fundamental physical level, digital representations provide an 

immense expansion of optical possibilities. Whereas previous visual media 

remained bound to the optical laws of refraction and reflection (e.g. photography 
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and film), the computer opens up the now everyday possibility of directly 

constructing images imperceptible pixel by imperceptible pixel.4 This invisibility of 

the individual pixels lends the images the potential aura of reality (see, for instance, 

Appleôs attempt to invoke this reality by branding their high-resolution screens as 

óRetina displaysô). With this expansion of visual qualities, perspective is easily 

manipulated, impossible objects are easily constructible, and the difficult 

techniques of experimental cinema become a simple software effect.5 

In fact, while the term órepresentationô suggests a direct relation between 

the images on a screen with a phenomenon in the world, it is perhaps more 

accurate to state that computers generate rather than represent images.6 This 

generative aspect entails that they are algorithmic through and through ï nothing 

that appears on the screen has avoided this step.7 This generative aspect is also what 

makes possible another unique aspect of digital representations. For some theorists 

the rise of digital imaging portends the separation of images from reality. This 

quality of digital representation stems from the fact that they can construct 

enclosed simulations. Given a few assumptions and rules, these models generate 

self-consistent worlds. In particular, these digital representations are capable of 

modelling dynamic systems (not just static images), visuals (not just numbers), and 

complex interactions (not just simple linear relations). Moreover, these media are 

interactive ï they allow users to manipulate them in increasingly intuitive ways, 

lending them an amplified sense of being an extension of the real world (rather 

than a mere virtual world). 

Lastly, digital representations have different properties than other recent 

representational media (particularly oral and written media) ï they last longer than 

photographs or film; they have a larger storage capacity for information; and they 

are more easily transported than the bulky media of earlier ages.8 This builds on 
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the shift from a literary-based world to an image-based world which entails that ñwe 

experience, perceive, and value the world and ourselves differently, no longer in a 

one-dimensional, linear, process-oriented historical way but rather in a two-

dimensional way, as surface, context, scene.ò9 It is on the basis of these material 

differences that contemporary representational technologies are coming to play 

increasingly significant roles in cognition and knowledge production. 

 The first section of this chapter will demonstrate how modern science and 

knowledge are intricately interwoven with material infrastructures. Particularly in 

the latter half of the twentieth century, representational technologies have come to 

occupy important roles in providing the basis for human knowledge. The second 

section will look at recent research in cognitive science and philosophy of mind to 

argue that it is not only that knowledge is stored in technology, but also that 

technology plays a role in thinking. From here, the third section will go beyond the 

general proposition that thinking occurs with machines and outline some specific 

mechanisms through which representational technologies augment cognition. The 

latter half of this chapter will then turn towards existing ideas of knowledge 

production in IR and show how the idea of representational technologies modifies 

concepts such as epistemic communities. From here, a new concept will be put 

forth: the idea of cognitive assemblages as the sociotechnical production of 

knowledge for actors involved in world politics. 

In one sense, the focus on knowledge and representations in this thesis is nothing 

new for IR. Constructivism has long emphasised the processes of knowledge 

production, highlighting the ways in which identities, norms, interests, and 

knowledge contribute to the formation of world politics. In Emanuel Adlerôs 

exemplary words, knowledge for IR ñmeans not only information that people carry 

in their heads, but also, and primarily, the intersubjective background or context of 

expectations, dispositions, and language that gives meaning to material realityò.10 
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Knowledge here is both mental (inside the head) and social (distributed via 

intersubjective communication). 

The problem with this formulation of what knowledge is (and what 

distinguishes the approach taken here from traditional constructivist approaches) is 

that decades of research in other disciplines have shown this to be a partial view of 

the nature of knowledge. Instead, knowledge has come to be recognised as being 

comprised of a heterogeneous set of materials, of which only a portion are in fact 

identifiably ósocialô or óin our headsô. It is precisely this heterogeneity ï and more 

specifically, the materiality of knowledge ï that this thesis is attempting to focus 

our attention on. Knowledge is inseparable from measuring instruments, from data 

collection tools, from computer models and physical models, from archives, from 

databases and from all the material means we use to communicate research 

findings. Highlighting the significance of these material means of knowledge 

production, Latour argues that a major factor which separates pre-scientific minds 

from scientific minds is the technologies that became available during this period.11 

There was, in other words, no sudden advance in brainpower which made 

seventeenth century humans more scientific than fifteenth century humans. 

Similarly, as philosophy of science has shown, there is no clear scientific method 

that we simply started to follow.12 Instead, Latour argues the shift was largely in the 

production and circulation of various new technologies which enabled our rather 

limited cognitive abilities to become more regimented and to see at a glance a 

much wider array of facts and theories. The printing press is the most obvious 

example here, but also the production of rationalised geometrical perspectives and 

new means of circulating knowledge ï all of this contributed to the processes of 

standardisation, comparison, and categorisation that are essential to the scientific 

project. Similarly, the instruments of knowledge production themselves come to 

embody and embed particular theories, permitting a boot-strapping process of 

further technological and scientific development.13 The thermometer, for instance, 
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ñéhas been designed to take one quantitative reading (e.g. mercury 

volume) and systematically translate it into another quantitative 

reading (e.g. degrees Celsius). This is a very simple computation, but 

it is a kind of reasoning process. Modern science is built upon a 

panoply of much more complicated instruments that automate 

lengthy series of calculations which we previously would have had to 

wind our own inferential path through.ò14 

 

This condensation of inferences into instruments is one of the primary means of 

expanding our limited cognitive capacities. Therefore, the shift between the pre-

scientific to the scientific world was heavily indebted to shifts in the materiality of 

knowledge, not our minds. 

Today sees a similar revolution in the material infrastructure of knowledge 

production. Since the emergence of computers, science has been increasingly 

beholden to their abilities to the extent that modern science is almost entirely 

premised upon computational infrastructures with knowledge existing distributed 

across these systems. The large-scale experimental apparatus such as wind-tunnel 

testing grounds and particle accelerators are all essential to the production of 

knowledge, and the amount of data generated by these systems demands 

computational analysis. These óknowledge infrastructuresô are comprised of ñrobust 

networks of people, artefacts, and institutions that generate, share, and maintain 

specific knowledge about the human and natural worlds.ò15 They function as widely 

dispersed systems of observation, calculation and data storage. Contrary, therefore, 

to poststructuralists like Jean Baudrillard and Paul Virilio, the West is not shifting 

into a post-physical virtual world, since symbols themselves have become 

increasingly dependent on material structures.16 Such is the dependency of science 

on these systems that a number of commentators are beginning to worry about the 

costs of óbig scienceô and whether these computational infrastructures can grow 
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much further with diminishing funding.17 Yet these infrastructures remain essential 

to contemporary knowledge production: 

 

ñGet rid of the infrastructure and you are left with claims you canôt 

back up, facts you canôt verify, comprehension you canôt share, and 

data you canôt trust. Without the infrastructure, knowledge can 

decay or even disappear. Build up a knowledge infrastructure, 

maintain it well, and you get stable, reliable, widely shared 

understanding.ò18 

 

Knowledge, therefore, is both produced and sustained by these material systems, to 

such a degree that progress in scientific knowledge is now tied to progress in 

computational technology.19 

 With this increased reliance on material (and specifically, computational) 

infrastructures, knowledge production is undergoing a transformation on multiple 

levels. The much heralded rise of óbig dataô is but one recent symptom of this shift. 

This increasing reliance on computational science has been equated with an overall 

revolution in which the very style of scientific practice and institutionalisation gets 

transformed.20 Others highlight the tendency of this new science to shift from 

reductive analysis of components to emergent synthesis of wholes ï one premised 

upon networks and complex systems.21 Perhaps most significantly, the novelty of 

computational science stems from the fact that it ñuses methods that push humans 

away from the centre of the epistemological enterprise.ò22 The rise of digitised 

information and increasingly ubiquitous data collection has meant that science is 

becoming too vast, too filled with unrelated data, and too complex for traditional 
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methods and for individual comprehension. There is a shift occurring here in what 

óscienceô and óknowledgeô mean.23 As one commentator puts it, 

 

ñWith the new database-based science, there is often no moment 

when the complex becomes simple enough for us to understand it. 

The model does not reduce to an equation that lets us then throw 

away the model. You have to run the simulation to see what 

emerges.ò24 

 

In order to make these systems compatible with human limitations, their 

operations must be output into particular human-sized representations (often, 

though not always, visual) ï a problem which is increasingly being recognised by 

studies of data visualisation.25 Lastly, with this shift in the methods of knowledge 

production comes a shift in decision-making as well. Whereas historically, decisions 

have been made on the basis of experience and judgment, with the rise of complex 

societies we have had to shift to a new mode of understanding and acting that is 

premised upon data, algorithms, and interfaces.26 

 Modern science is therefore increasingly reliant on materialising knowledge. 

Yet this idea of ómaterialising knowledgeô has at least two senses that need to be 

distinguished. The first we have already mentioned: the relatively common sense 

notion that technologies embody knowledge in their very construction. A 

telescope, for instance, embodies certain principles of refraction, along with certain 

engineering principles. A nuclear weapon embodies knowledge of atomic structure 

and uranium enrichment. In this sense, materializing knowledge means quite 

literally turning knowledge into a concrete artefact. The second ï and for our 

purposes, more important ï sense is of embedding and extending cognitive systems 

into material infrastructures. In this sense, technology (particularly computing 
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technology) does cognitive activities such as perception, memory and processing, 

and then presents the outcome of these processes in a form amenable to human 

cognition. It is one of the unique components of the modern world that such 

representation-producing technologies widely exist, inaugurating a new way to 

speak of the material construction of world politics. 

It is this latter sense of materialising knowledge which has been the focus of recent 

research in cognitive science and philosophy of mind. While the notion of 

embedding cognition into material processes (the brain, most obviously) is no 

longer controversial, this research has argued for extending cognition beyond the 

boundaries of the human body. Rather than cognition being limited within the 

physical boundaries of an organism, the literature on distributed cognitive systems 

argues that technology can and does extend cognition beyond these arbitrary 

borders. What this entails is that certain information processing functions can be 

carried out by objects external to our physical bodies.27 In a famous example, the 

philosophers Andy Clark and David Chalmers imagine the case of a man with 

amnesia who uses a notebook as the primary storage medium for his memories.28 If 

examined closely, we realise that the notebook itself plays all the functional roles 

we would typically attribute to internal memory ï meaning that once we ignore our 

inner/outer assumption we should be willing to acknowledge that this external 

object is itself a part of a distributed cognitive system. 

This argument relies on what Clark calls the Parity Principle. It is a weak 

form of functionalism which states that if an external object consistently carries out 

a causal-functional role for a cognitive system, then it should be considered a part 
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of that cognitive system. As Clark argues, what the Parity Principle does is suspend 

the arbitrary a priori separation between the inner and the outer. If some external 

object ï a notebook, a computer, a smartphone ï plays a role in a cognitive 

sequence, then the simplest explanation is that it is part of an extended system. 

The picture of human cognition emerging from the research in this field is one of 

humans who are experts at offloading information processing into their 

environment. ñThe real power of human cognition lies in our ability to flexibly 

construct functional systems that accomplish our goals by bringing bits of structure 

into coordination.ò29 The result is an image of the human that is more managerial 

than anything else. We excel at mobilizing decentralised processes, while 

maintaining minimal internal cognitive capacities. 

Yet in order to draw the boundaries of such extended systems, a distinction 

must be drawn between external elements that are merely causally important and 

external elements that play a truly cognitive role.30 This, in turn, requires a 

definition of cognition. Such a definition of cognition and cognitive roles must not 

be so fine-grained as to limit it to the idiosyncratic nature of human cognition; yet 

neither must a definition be so general as to negate any possible explanatory 

advances.31 In the words of the cognitive scientist Edwin Hutchins, the 

requirements for a conception of extended cognition are such that, 

 

ñthe sort of computation that cognition is [has] to be as applicable to 

events that involves the interaction of humans with artefacts and 

with other humans as it is to events that are entirely internal to 

individual persons.ò32 

 

With the criteria in mind, cognition will here be taken to mean thought 

understood as a matter of information-processing and which thus takes a cognitive 

system as ña complex system that receives, stores, retrieves, transforms, and 
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transmits information.ò33 For our purposes, the primary debates in cognitive 

science over connectionist versus dynamic systems versus computationalist 

approaches are immaterial. Whatever way cognition is processed within the brain is 

secondary to an abstract definition of cognition that allows for its embodiment in 

multiple physical instantiations. The strength of this definition is that it points to a 

minimal notion of cognition involving computation, representation, and the 

circulation of representations within an individuated system. It does not a priori 

bias the study of cognition towards a particular material realisation (e.g. the neural 

circuitry of the human brain), thus it falls silent on where cognition resides. The 

demarcation of the causes of cognition from the constitutive elements of cognition 

(i.e. what is external to cognition from what is internal to cognition), is not 

something that can be determined in advance but can only be determined by virtue 

of empirical research and explanatory success.34 

 While later chapters will substantiate this with empirical detail, already 

there are theoretical reasons to reject the critics of distributed cognition and argue 

that an extended system is a valid entity irreducible to the summation of the 

individual plus its environment of technology.35 Most obviously, the entire 

sociotechnical system is oriented towards a specific functional goal (e.g. producing 

true representations of the climate, inferring the state of a global market, and 

orienting action within a crisis situation) and this function cannot be located 

simply within any individual component. It only exists and is carried out by the 

entire system. Similarly, 

 

ñthe computational power of the system composed of person and 

technology is not determined primarily by the information-

processing capacity that is internal to the technological device, but 
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by the role the technology plays in the composition of a cognitive 

functional system.ò36 

 

In other words, in order to fully understand the roles and uses of technology, or 

human cognitive systems, one must take into account the functional system within 

which they operate. As representations are circulated through this system, changing 

their medium in the process and affecting responses, it is relatively simple to 

understand this system as something bound and distinct from an external 

environment. Similarly, the distribution of cognition takes on new properties 

above and beyond individual cognition ï including parallel cognitive activities, and 

the emergent significance of bandwidths for communication.37 Thus distributed 

cognitive systems are valid entities by virtue of the fact that they produce emergent 

properties irreducible to their component parts. We cannot simply analyse the 

human mind in interaction with an environment, but must instead take the 

perspective of the system itself. 

There is one further dimension of the extended mind that also needs to be 

examined ï a dimension which moves the debate beyond the Parity Principleôs 

conservative functionalism. Whereas the Parity Principle invokes the extension of 

already existing functional roles to external objects, there is also the possibility for 

extension to create emergent and novel functional possibilities.38 In fact, it is this 

capacity which makes studying extended cognitive systems particularly significant 

since it entails that they incorporate possibilities that are irreducible to either 

human cognition or the technological extension.39 In this dimension there are 

therefore three possibilities. The first is the purely óinstrumentalô level where a 

technology simply replaces a function that a human is already capable of. The 

second level is óextensiveô ï it takes an existing human capacity and extends it 

beyond what a human is normally capable of. In principle, the capacities of 
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extensive technologies can be accomplished by humans (though often with great 

difficulty), and so it is a fluid boundary between instrumental and extensive 

technologies.40 The final category is ótransformativeô technologies, which are those 

which produce entirely new capacities for humans ï capacities which humans are 

not innately capable of even in principle. We can think here, for instance, of the 

many scientific instruments which allow the ability to óperceiveô unobservable 

entities like positrons, alpha particles and electron spin.41 

Given that cognitive science and the philosophy of mind persuasively argue that 

cognition can extend outside the physical body of an individual, the question to be 

settled in this section is how are representational technologies employed to 

accomplish this cognitive augmentation? The literature on this question is large 

and growing, albeit scattered across multiple disciplines and with numerous 

diverging case studies. Moreover, the products of representational technologies can 

take a diverse array of forms (e.g. visual, numerical, and linguistic). The aim here 

will be to provide a wide angle view on how such technologies affect and augment 

cognition. It is on the basis of these augmentations that the case studies will make 

possible new behaviours. 

 To begin with, one can broadly distinguish between different types of 

representational technologies. Essential to each is that they allow for manipulation 

and offer affordances for reasoning. Users can use them, change them, experiment 

with them, and play with them, in an effort to make a phenomenon intelligible. 

With this characteristic in mind, the most basic level of representational 

technologies can be considered images. While some have argued that images alone 

are incapable of manipulation and therefore are incapable of augmenting cognitive 

abilities,42 there are cases which permit of manipulation and therefore afford the 
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possibility to reason with. A navigational chart, for instance, ñis a carefully crafted 

computational deviceò that is used to simplify the calculation of distances and 

directions via the drawing of lines on it.43 In other words, such charts are designed 

for manipulation, despite being a static image. 

 The focus of this thesis, however, will be on computational instruments 

which incorporate a much more expansive range of possible manipulations. The 

scope of technologies included here is broad: some are more formal and abstract, 

others are more data-driven and empirical; some are more real-time analysis, others 

are more long-term and predictive; and so on. It is the automation and 

computational power which distinguishes these contemporary technologies from 

earlier representational technologies. 

In this thesis, three different means of producing representations will be 

analysed: simulations, pricing models, and real-time data processors. Simulations 

act as idealised laboratories, suitable for examining the dynamics of processes that 

are difficult or impossible to experiment with in reality. They embody particular 

scientific theories and computationally encode inferences that can be repeated 

multiple times in order to uncover the likely outcomes of the real processes.44 

Climate change simulations are the example that will be covered here. The climate 

is far too complex of a system to intervene in an experimental way, and must 

instead be tested on computer simulations.  

Pricing models are close but analytically distinct from simulations. At their 

basis they also encode particular theories, but they are not used to test theories nor 

are they usually run multiple times. Instead they take certain inputs and run them 

through algorithms in order to produce a particular output. The case study that 

covers these means of producing representations will be derivatives pricing models, 

which use complex mathematics to combine empirical variables and non-empirical 

probability distributions in order to produce rational prices for various derivatives. 

The last type of representational production covered in this thesis will be 

real-time data processing and visualization. This process takes in information 
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received simultaneously from multiple sources and synthesises and analyses this 

information, producing some form of representation as an output. The algorithms 

involved here do not embody theories, as in simulations and models, but instead 

function to combine massive amounts of disparate data. Crisis mapping is the 

primary example that will be analysed in this thesis, looking at how this 

amalgamation of real-time data provides new perspectives and capacities for action 

in humanitarian situations. 

 The traditional approach to representational technologies, largely emerging 

out of philosophy of science, has been to examine them in terms of their 

representational qualities.45 This approach is itself divided into two research 

programs ï one is focused on scientific models in fields like physics, economics, 

and biology, and examines the relationship between a model and the theory which 

it embodies (an approach itself divided between a syntactical and semantic view).46 

A second program is to focus on the relationship between a model and the world 

(whether it is aiming to either fully represent the data or to provide a caricature of 

it).47 

A third approach widens the scope beyond these representational aspects 

and examines models as technologies that do things.48 Representational 

technologies, by virtue of being relatively autonomous from both theory and data, 

are capable of having their own instrumentality that is irreducible to a 

representational function.49 This latter approach spans research on how 

representational technologies act as exploratory instruments,50 how models shape 

the world towards their own image,51 and how models construct social realities.52 It 

is this approach to representational technologies, which sees such cognitive 

augmentations as instruments rather than just representations, that is the focus 
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here. These technologies make possible a variety of cognitive actions that are 

otherwise prohibitively costly or simply impossible. In their computational form, 

they oversee a shift from expert judgment to engineered algorithms; they facilitate 

learning processes by virtue of their manipulative abilities; and they can be used for 

stigmergic coordination between decentralised individuals, amongst other tasks. In 

making new cognitive extensions and new political actions possible, these 

technologies function in a similar way as intersubjective ideas do for constructivists 

ï they are ñthe medium and propellant of social action; they define the limits of 

what is cognitively possible and impossible for individuals.ò53 

In large part, these technologies gain their power via embodying two general 

sets of rules for manipulation: the rules imposed by the material of the model, and 

the rules imposed by the subject matter of the model.54 In the former, the material 

can be physical (e.g. models that attempt to build scale replicas of the phenomenon 

in question) or ideational (e.g. models built in algebraic language or a particular 

computer language). In both cases, one is bound by the rules of how one can 

manipulate such material. The second broad set of rules comes from the subject 

matter itself ï the theoretical concepts and their interrelations that the model 

builders have implemented into the technology. 

A consequence of the two sets of rules imposed by modelling is that one 

can have a precise pathway for following a chain of consequences. On the basis of 

this, what gives contemporary computational models their peculiar power is their 

capacity not only to organise but also outsource cognition. While organising 

cognition is a virtue in itself, it is when these rules and chains of consequences are 

outsourced into a computational medium that they take on their uniquely modern 

power. With such a representational technology in hand, one can allow the 

calculative and inferential processes to expand far beyond any human capacity. It is 

here where the mechanisms of extending cognition take hold. 

 

                                                 
53 Adler, ñSeizing the Middle Ground: Constructivism in World Politics,ò 94. 
54 Morgan, The World in the Model: How Economists Work and Think, 26ï27. 



At this point, it has been argued that cognition extends outside the physical brain 

and that representational technologies are providing new capacities for reasoning, 

representing, and intervening that go far beyond what has previously been possible. 

The question to be tackled in this section will be how such new modes of 

knowledge production transform traditional concepts of knowledge production in 

IR. In particular, the closely related concepts of óepistemic communitiesô and óco-

productionô all provide insights into knowledge production in world politics ï yet 

in the end each neglects the contributions of materialised cognition. As a result, 

this section will aim to develop the idea of ócognitive assemblagesô as an extension 

of communities of knowledge into material infrastructures. 

The literature surrounding the concept of óepistemic communitiesô is the most well-

known intervention into how knowledge and politics interact in IR. In the 

standard definition, epistemic communities are considered to be ña network of 

professionals with recognised expertise and competence in a particular domain and 

an authoritative claim to policy-relevant knowledge within that domain or issue-

area.ò55 In contrast to a simple group of scientists working on a technical problem, 

an epistemic community also shares a particular value orientation and seeks to 

further their goals by providing expertise to policymakers. Epistemic communities 

are therefore significant for the study of policy coordination because they ñmay 

convey new patterns of reasoning to decision makers and encourage them to 

pursue new paths of policymaking.ò56 As a consequence, the concept helps explain 

how state interests change over time; how actorsô estimates of cost, benefits and 

probability change; and how ideas about how to attain an outcome change. 

Developed and popularised in the 1990s, research on this concept has since 

come to adopt a few key areas of interest. In the first part, it has tended to focus 

heavily on professional scientists and science. The approach taken here is to 
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instead follow recent work on the concept and take knowledge production to 

include more than simply a group of scientists. Instead the term invokes any group 

that seeks to construct and transmit knowledge, and to influence politics via their 

expertise in knowledge (though not necessarily policy).57 Moreover, one of the main 

findings in recent research on the science-politics relation is how often the divide 

between the two becomes an instrument wielded by political groups to either 

strengthen their position or weaken an opponentôs.58 While the authority of certain 

knowledge claims will be an important element in some of the case studies 

presented here, the strategy will be to reject any strict divide between science and 

non-science. The focus will instead be on knowledge claims, which can vary in the 

strength of their epistemic support (akin to Latourôs notion of how reference 

circulates).59 The value of these moves is that they recognise the necessity of 

constructing knowledge in all areas of international politics ï the process of 

producing knowledge is not limited solely to highly technical areas, but is instead 

ubiquitous. 

The second major focus within the epistemic community literature has been 

on how knowledge production is aimed at influencing states. In particular, 

standard analyses of the role of scientific knowledge in politics have focused on the 

policy process, often separating it into a tripartite (albeit overlapping) division: 

agenda setting, legislation, and implementation.60 However, once one recognises 

the widespread significance of knowledge production (and not just that by 

scientists) then the scope for where knowledge is relevant becomes increasingly 

widespread as well. Privatised governance is but one example of this, yet this thesis 

will also examine how knowledge production affects actors in financial markets 

and actors in humanitarian crises.61 The state-centric focus of the epistemic 

community literature is too constricting. In addition, this focus on policy-relevance 
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tends to assume the external formation of an epistemic community, which only 

enters into the policy process after it has formed. The directionality of the 

influence goes from consensus to policy coordination. Similarly, the formation of 

consensus on a piece of knowledge is presumed to occur outside of and before the 

political process.62 ñRarely do people adopt convergent ideas and then decide to 

band together in communities or form new institutions; rather, they come to share 

ideas as a result of social interactions that help constitute the community in the 

first place.ò63 The messiness of knowledge production, and its always tentative 

certainty, is typically left aside in these analyses.  

By contrast, an alternative concept that has arisen to take into account this 

interaction between science and politics is the idea of óco-productionô. In this 

framework, rather than a deficit model of communication (with information being 

transferred linearly from scientists to policymakers),64 what is seen to occur in 

practice is more akin to a dialogue model whereby policymakers are increasingly 

voicing their needs to scientists and vice versa. This recognition of the messiness of 

the science-policy distinction in practice has led science and technology scholars to 

speak of óboundary workô and óboundary organisationsô.65 In this view, the divide 

between science and politics is not an a priori given and is instead the boundary is 

something that must be constructed in the process of interaction. Boundary 

organisations are those organisations which straddle the two worlds of politics and 

science. They create products which can be used by both sides (e.g. 

Intergovernmental Panel on Climate Change (IPCC) assessment reports), they 

involve members of both worlds, and they are responsible (in different ways) to 

each world.66 The concept of boundary organisations therefore recognises that 

science and policy are often highly intermixed, and that interaction between the 

two is the rule not the exception. 
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The epistemic community literature has been useful for acknowledging the 

significance of knowledge in shaping world politics, and as this short review has 

shown, has been expanded in a number of different directions.67 What perhaps 

calls for a new term though is the introduction of specifically material aspects of 

knowledge production. Once one goes beyond social relations and starts looking at 

how technological infrastructures are being incorporated into knowledge 

production, the term ócommunityô begins to lose its grasp. As a result, we here 

prefer to use the term ócognitive assemblagesô in order to emphasise the always 

material nature of knowledge production. 

Cognitive assemblages share many of the features of these earlier concepts: they 

highlight the intermingling of knowledge and politics in contemporary societies; 

they recognise the often competing demands of both worlds; and they recognise 

that the products of these systems are designed to bridge the two worlds. Where 

they go further is in highlighting the material infrastructure of boundary 

organisations, and emphasising the technological dynamics.68 With regard to 

representational technologies, we can draw a distinction between such technologies 

(the physical components) and cognitive assemblages (the sociotechnical whole).69 

With relation to the approaches covered in the previous section, what is 

particularly novel about cognitive assemblages is the delegation of thought to 

machines. Epistemic community and boundary organisation approaches maintain 

cognition as a solely human process and one shaped by social factors such as power 

and authority. With the cognition of problems delegated to machines though, the 

factors affecting the outcome begin to include properly material aspects of 
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technology as well. Incorporating technology is significant therefore because it 

brings with it the dynamics analysed in the previous chapter ï as a platform that 

shapes social formations and temporal development. Thus technological dynamics 

become an important explanatory factor in when, where and how political issues 

arise and are approached. Knowledge becomes collective and distributed rather 

than individual or solely social: 

 

ñThese descriptions of the temporally extended and collective work 

of producing objective displays contrasted with the established view 

of observation and representation as individual, and largely 

instantaneous, perceptual acts. Instead of being a confrontation 

between a world and a prepared mind, the research act began to 

resemble a form of factory production in which material inputs were 

transformed into readable data to be disseminated widely in a 

community.ò70 

 

Secondly, the concept of cognitive assemblages highlights the way in which 

epistemic communities and boundary organisations can be a derivative effect of 

technological infrastructures.71 For epistemic communities, ideas are situated in 

and organised by a collective. It is the members of this collective who then spread 

the ideas around. By contrast, the idea of cognitive assemblages highlights that 

ideas can also be situated in and organised by representational technologies. For 

instance, regardless of a community existing beforehand or not, option pricing 

models have become hegemonic tools to intervene in derivatives markets. To 

interact with these markets means to accept the framing of the market provided by 

these instruments. Similarly, the climate modelling infrastructure produces 

communities that incorporate atmospheric scientists, software engineers, physicists, 

data designers, chemists, technicians, and others. These communities are brought 

together by virtue of the needs of the technological system itself, and the scientific 
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representations produced by the models can and do form the basis for shared 

beliefs in epistemic communities. Much like newspapers for the constitution of 

national imagined communities, scientific visualisations can constitute particular 

epistemic communities.72 

Third, cognitive assemblages focus on the decentring of rational thought. 

Government rationality exists neither in a unified mind (the statist view), nor in 

competing bureaucracies (the foreign policy analysis view). Rather, government 

rationality is an extended material infrastructure, complete with the unique 

advantages and hindrances that such a situation brings. This also means looking at 

alternative places where the understanding of a situation may go wrong ï namely, 

in the political or otherwise biased nature of the models themselves. For instance, 

one of the main observational gaps for climate modelling is currently in Africa, 

leading to greater uncertainty over short- to mid-term predictions for this region. 

The political consequences of this model shortcoming could be significant given 

that it is among the most vulnerable areas in the world to climate change. 

Finally, as was emphasised earlier, externalised cognition has different 

properties and capacities from internal cognition. Certain forms of nonhuman 

cognition become available for use (e.g. thinking nonlinearities and second- and 

third-order effects), but also bring along new problems of parameter-setting, tuning, 

computational friction, and data arms races. In addition, technological cognition, 

as opposed to internal cognition, has the properties that it can be more durable, 

easier to communicate, have greater capacities, and be simpler to consciously 

manipulate.73 

In all these ways, therefore, the concept of cognitive assemblages shifts the 

focus of attention and changes the potential explanatory factors involved in 

understanding world politics. The cognitive assemblage becomes a necessary 

mediating point between the problem and those charged to solve it. The problem 

(e.g. the changes in the climate system) must pass through a technological mediator 

                                                 
72 Jasanoff, ñImage and Imagination: The Formation of Global Environmental Consciousness,ò 311; 
Anderson, Imagined Communities: Reflections on the Origin and Spread of Nationalism. 
73 Sutton, ñExograms and Interdisciplinarity: History, the Extended Mind, and the Civilizing Process,ò 
189; Stiegler, Technics and Time, 2: Disorientation. 



(e.g. GCMs) in order for them to become thinkable by a policymaker. The result is 

that the technology introduces a particular series of representations of the problem 

into the cognitive assemblage and these go on to have consequences in a variety of 

ways. 

In looking back at this chapter and the previous one, they can be usefully framed as 

a division between the hardware (chapter 2) and the software (chapter 3) of 

representational technologies. The overall conclusion of these chapters is that 

technological autonomy combined with cognitive assemblages entails that 

perception and cognition of the world shifts as technology shifts. These 

transformations are accomplished through the introduction and diffusion of 

various cognitive-enhancing technologies into the fabric of world politics. The 

state, and indeed any actor in world politics, must be recognised as a complex 

network of various mechanisms that incorporate and expand perceptual, cognitive, 

and action functions (the latter typically being the sole idea of power).74 

With respect to the initial problem posed in chapter 1 of cognitive mapping 

ï the gap between phenomenological experience and global structures ï it should 

be clear by now that it is technology which enables human cognition to 

asymptotically bridge this gap. In this final section, we will examine what this 

entails and why it is necessary for the contemporary era. 

 The fact that the modern world is increasingly complex has been declared 

by many scholars before. This complexity can be divided into a number of different 

aspects. First, and most intuitively, todayôs crises are often truly global in scale ï 

they span and spread throughout global networks. These interconnections, 

moreover, involve feedback loops, nonlinear dynamics, and unintended second- 

and third- order effects. The second aspect of complexity is that these global 

problems spread with an unprecedented amount of speed. The increasingly tight 

interconnections mean there are ever more channels through which crises can 

diffuse. A third aspect of complexity results from the simple finite limits of human 
                                                 
74 Jessop, State Power. 



cognition. The increase in specialization has been a consequence of these limits, as 

individuals are forced to focus on ever smaller areas in order to maintain pace with 

the front lines of human knowledge. Yet this specialization has meant that an 

understanding of large systems has come under increasing stress. It is technology 

which is increasingly being used (implicitly and explicitly) to overcome the 

cognitive limitations of individual humans and map the complexity of todayôs 

world. 

This metaphor of cognitive maps suggests a few different qualities. First, 

maps occupy a middle ground between the purported neutrality of scientific 

perspective and the practical exigencies of a particular situation. They cannot 

eschew representation entirely, nor can they ignore the demands of human action. 

Maps require specific limitations and abstractions precisely in order to fulfil their 

functions. ñWithout visual limits there can be no, or almost no, mental imagery; 

without a certain blindness, no tenable appearance.ò75 It is specifically the 

complexity of the contemporary conjunction which leaves action immobilised; thus 

mapping calls precisely for a condensation of this complexity in order to make 

action effective. An effective map needs to condense (with this wordôs dual sense of 

making-smaller and bringing-together) the global structures. Maps also inscribe and 

embody accumulated bodies of knowledge ï they are a technology in themselves, in 

this sense.76 Finally, maps entail the production of an abstract perspective as well. 

Such perspectives do not correspond to any actual point of view, but instead aim to 

provide a universal viewpoint on a situation which allows for a lived experience to 

be situated within it.77 On the other hand, the risk of the map metaphor is that it 

too closely suggests a spatialisation of relationships. The essence of maps, however, 

is less a matter of spatialising relationships than it is of making abstractions 

sensible to individuals. In the words of one map theorist, they create ñcategories, 

boundaries and territories.ò78 
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 Importantly, cognitive maps do not merely represent a pre-existing reality. 

Instead they also materially construct the global. As examples from later chapters 

will show, it is on the basis of these maps that further developments of the global 

become possible. We can see weather, but we cannot see the global climate. We 

can see stock exchange floors, but we cannot see a global financial market. We can 

see destroyed buildings, but we cannot see a humanitarian crisis. In these cases, 

abstraction and conceptual representation become the sole means of perceiving the 

phenomenon. The óglobalô as a conceptual representation that permits of rational 

action does not exist outside of the material representations of it. To be sure, 

cognitive maps index some real aspects of the world in the same way that any 

knowledge does. Yet the science of the global focuses on an object that is invisible 

without the proper conceptual and material tools to make it perceptible. There is a 

parallel here with the natural sciences and their extension to unobservable entities: 

ñThe notion of a detectable unobservable can be extended outside the natural 

sciences with one minor modification: the recognition that detection equipment 

need not be physical equipment, but can also be conceptual equipment.ò79 It is 

precisely cognitive maps and the material cognitive systems they presuppose which 

provide the equipment to make visible an otherwise unobservable óglobalô. 

Today, many global actors are already using variations of this technology. 

The US military is now modelling first-, second-, and third-order effects of airpower 

attacks on vital infrastructure.80 The US Federal Reserve uses massive econometric 

models involving over a thousand variables, one hundred equations, and 

observations from around the country in order to forecast the future of the 

economy.81 Automated algorithms filter through the proliferating surveillance 

cameras around the world, using specialised software to detect óthreatsô and report 

them to a human observer.82 These can all be understood to produce cognitive 

maps, or what Buckminster Fuller called ógeoscopic visionôï the use of technology, 

data collection, algorithms, data visualization, material infrastructures, social 
                                                 
79 Jackson, The Conduct of Inquiry in International Relations: Philosophy of Science and Its 
Implications for the Study of World Politics, 87. 
80 Graham, Cities Under Siege: The New Military Urbanism, 274ï283. 
81 Knoop, Modern Financial Macroeconomics: Panics, Crashes and Crises, 150. 
82 Crandall, ñThe Geospatialization of Calculative Operations: Tracking, Sensing and Megacities.ò 



organizations, and user adaptability to produce (at the limits) a real-time 

visualization of global dynamics.83 

As can be discerned from these examples as well, they are all oriented 

towards political action and intervention in particular situations. It is, 

paradoxically, the condition of concrete political action that it be premised upon 

abstraction. As Jameson says, ñabstraction from the óblooming, buzzing confusionô 

of immediacy was always a radical intervention in the here and now and the 

promise of resistance to its blind fatalities.ò84 It is these technologies which are 

making possible new interventions and new actions in the world ï and it is 

predominantly elite organisations which control such technology. The construction 

of material infrastructures of power is lending ever more capacity to macro-actors 

to shape the world according to their own interests. 

The remainder of this thesis will attempt to use the theoretical framework 

set out here in order to examine three case studies and show how such 

technologies are altering the behavioural and cognitive landscape of actors in world 

politics. With the world increasingly enmeshed in ubiquitous computing and 

digitised data collection, the issues surrounding these technologies are likely to 

only become more significant. While there are some general dynamics that will be 

examined in the concluding chapter, each case study is a relatively independent 

study on its own. The variety of technologies and users makes it difficult to draw 

many general conclusions without doing harm to the empirical data, yet each of 

them points to important dynamics. 

                                                 
83 The neologism ógeoscopicô borrows from Buckminster Fullerôs 1962 proposal for what he termed a 
Geoscope ï a visualization tool which he summarizes as such: ñThe complete census-by-census of world 
population history changes could be run off in minutes... The total history of transportation and of 
world resource discovery, development, distribution, and redistribution could become comprehendible 
to the human mind, which would thus be able to forecast and plan in vastly greater magnitude than 
heretofore. [...] The consequences of various world plans could be computed and projected. All world 
data would be dynamically viewable and picturable and relayable by radio to all the world, so that 
common consideration in a most educated manner of all world problems by all world people would 
become a practical event." (Fuller, Education Automation.) 
84 Jameson, Postmodernism: Or, the Cultural Logic of Late Capitalism, 400. 



 
 

 
 

ñUnlike the wind which we feel on our face or a raindrop 
that wets our hair, climate is a constructed idea that takes 
these sensory encounters and builds them into something 

more abstract. Neither can climate be measured directly by 
our instruments. We can measure the temperature of a 

specific place at a given time, but no one can directly 
measure the climate of Paris or the temperature of the 

planet.ò1 
 

-Mike Hulme 
 
 
 
 
    
 

 

Amongst the complex problems facing the world today, it is climate change which 

most clearly condenses within itself the issues and messiness that such complex 

problems tend to produce. The knowledge generated to understand the earth 

system has mobilised the largest collective scientific project ever, while the response 

to the challenges of climate change has attempted to bring about a radical shift in 

the very way of life for humanity. It is inspiring wide-ranging transformations in the 

fabric of world politics ï from shifts to green economies,2 to new institutional 

arrangements,3 to shifts in the behaviours of individuals in their everyday lives. At 

every level of social reality, changes are being made on the basis of climate science. 

And at the epistemic basis of all of this is computer modelling of the Earth system. 

Since climate change is not empirically observable in the same way weather is, it is 

ña danger described only by computer programs.ò4 Relative to weather, the time 
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frames are much longer, the human-scale changes much subtler, the spatial horizon 

much larger, and the nonlinear effects much less predictable. The result is that 

climate change has had to be constructed as an object of cognition first ï it 

required the material production of representations ï and the representational 

technology which has been most responsible for this is general circulation models 

(GCMs). The primary aim of this chapter is to show how these technologies have 

been incorporated into larger cognitive assemblages that are now changing the 

behaviours of actors in world politics. 

A significant driver of this change in behaviour is the evolving ways in 

which we see nature. As recently as 1941, climate was still considered to simply be 

an average of local weather patterns. One of the earliest assessments of humanôs 

impact on the climate defined it as being relative to a specific place: ñThe climate 

of a place is merely a build-up of all the weather from day-to-day.ò5 It was not until 

the mid-1980s that climate routinely began to be conceived of in global terms.6 The 

recognition that global climate change was both theoretically possible and 

empirically occurring has been the culmination of centuries of research. Yet it has 

only been the past few decades ï with the rise of GCMs ï that it has become 

possible to make predictions, to attribute responsibilities, and to establish 

adaptation procedures. A simulated baseline is necessary for understanding how 

the climate would have developed without the influence of humanity, and 

therefore for being able to pinpoint the causal factors. Insofar as the political 

question of climate change revolves around whether the changes are produced by 

human actions or by natural cycles, it is only GCMs which have been capable of 

transforming it into a potentially solvable political issue. 

 This chapter will explore the emergence and integration of climate 

modelling into the fabric of world politics. It will be argued that in the face of the 

complex system that is the climate, only representational technologies that extend 

cognition are capable of representing it and reacting to changes in the system. 

Moreover, these technologies are now making possible new political actions ï in 
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particular, new ways of adapting to climate change. The first section will outline 

the ways in which nature poses a complex system and a complex problem for 

political actors. The next two sections will proceed through a short history of 

climate science and climate modelling (which became indistinguishable in the 

1970s), viewing their development as being shaped by technological frictions. On 

the basis of this history, it will be shown how the knowledge of climate change ï in 

all of its significant aspects ï is instantiated in the technological infrastructures that 

form the global climate observation and modelling network. In terms of politics, 

this system developed relatively independently with climate scientists, computer 

programmers, software engineers, and other technical professionals. In the past two 

decades, though, this system has come to be integrated with governments around 

the world. The fourth section will summarise the sorts of perceptual and cognitive 

possibilities that these representational technologies have constructed. The fifth 

section will turn towards the cognitive assemblages which have been making use of 

these new perceptual and cognitive possibilities. In particular, the focus will be on 

climate modelling centres that are tightly interwoven with government demands to 

think the future of a changing climate. Complex systems demand such extensions 

of cognitive capacities, and governments have been increasingly developing these 

technological extensions in order to inform their policies. On the basis of these 

cognitive assemblages, new political actions are being created and employed ï with 

localised adaptation measures being one of the clearest examples. The final section 

will return to the question of how representational technologies construct the 

actors of world politics and highlight some of the unique qualities involved in 

climate change. 

In what precisely does the complexity of the climate consist of? On a 

straightforward level, this complexity consists of the multi-levelled nature of the 

system: modelling the climate involves 14 levels of magnitude ï from the level of 



aerosol particles to the level of global circulation patterns.7 A decade ago, only the 

top two levels were capable of being modelled (about a 300km resolution) ï with 

the expectation that in five years and the advent of teraflop computers, another 

level could be incorporated (equivalent to a resolution of 50km).8 By 2007, ñthe 

smallest we can make these chunks in the atmosphere is around 100 miles [160km] 

in the horizontal and a few hundred yards in the vertical, and a bit smaller in the 

ocean. The problem here is that many important processes are much smaller than 

these scales.ò9 Since individual molecules cannot be modelled, these variables must 

be aggregated into larger chunks of data ï they must be set as parameters. Quite 

simply, the computing power necessary to incorporate additional levels of 

magnitude is massive. 

 It is not simply the sheer scale of the system which has to be tackled though. 

In addition to this, the climate system meets the criteria for the standard 

conception of a complex and chaotic system: involving nonlinearities, tipping 

points, and sensitivity to initial conditions. As the climate is a chaotic system, small 

initial discrepancies will produce solutions that diverge from each other over even a 

few days.10 Research into such systems has demolished the popular idea of a 

óbalance of natureô. There may be equilibrium points, but these are themselves 

subject to fluctuations and disruption. These emerging conceptions of a complex 

system have important implications for the response to climate change. Policies 

that seem intuitive in an equilibrium system (e.g. stop forest fires at all costs) can in 

fact be counterproductive when seen from the perspective of a non-equilibrium 

system.11 Finally, the complex nature of climate can be seen in the uncertainty 

surrounding predictions. Because of their sensitivity to initial conditions, 

simulations of the climate raise important epistemological issues about the accuracy 

of predictions. 

 The response has been to produce climate models that are themselves an 

additional source of massive complexity. These models can include simple toy 
                                                 
7 Kerr, ñForecasting Still Cloudy,ò 1040. 
8 Ibid. 
9 Emanuel, What We Know About Climate Change, 40. 
10 Wells, The Atmosphere and Ocean: A Physical Introduction, 295. 
11 Forsyth, Critical Political Ecology: The Politics of Environmental Science, 65. 



models that are capable of being run on a standard desktop computer. Yet others 

are only possible on the latest supercomputers ï and even then they strain the 

resources available.12 One overview of climate science notes that, 

 

 ñComputer modelling of global climate is perhaps the most 

complex endeavour ever undertaken by mankind. A typical climate 

model consists of millions of lines of computer instructions designed 

to simulate an enormous range of physical phenomena, including 

the flow of the atmosphere and oceans; condensation and 

precipitation of water inside clouds; the transfer of solar and 

terrestrial radiation through the atmosphere, including its partial 

absorption and reflection by the surface, by clouds, and by the 

atmosphere itself; the convective transport of heat, water, and 

atmospheric constituents by turbulent convection currents; and vast 

numbers of other processes.ò13 

 

There is simply no way to bypass the use of these complex models. As the historian 

of technology Paul Edwards has outlined, models are necessary for climate science 

in at least five senses: to make data sets compatible, to analyse past climate records, 

to predict future climate situations, to distinguish human from natural climatic 

variation, and to simulate the effects of policy decisions.14 While Edwards has done 

much to examine the first four areas, it is the final sense that will be the focus of 

this chapter. How are models used to produce a global vision of the climate, and to 

produce effective policy responses? 

 This leads to the final major source of complexity in the climate change 

world: the transition from the best available science to the world of policymaking. 

ñThe interconnectedness of ecosystems means that many problems are non-
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