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ABSTRACT

Access to the Internet and participation in discourse through the medium of the Internet
have become integral parts of our democratic life. Facilitation of this democratic potential
critically relies on a governance structure supportive of the right to freedom of expression.
In western democracies, governance is largely the preserve of the private sphere. This is
because of two reasons. First, the communication technologies that enable or disable
participation in discourse online are privately-owned. In order to find information, we use
search engines. In order to sort through the clutter, we use portals. In order to access the
Internet, we need to use Internet Service Providers (ISPs). Thus we inevitably rely on these
companies to participate in discourse online and they thereby become gatekeepers to our

digital democratic experience.

Second, governance of such technologies has been largely left to companies to address
through corporate social responsibility (CSR) frameworks such as in-house codes of conduct
found in Terms of Service, through the work of bodies such as the Internet Watch
Foundation (IWF), and industry initiatives such as the Global Network Initiative (GNI). The
state has stayed out of it, rigidly retaining the focal point of free speech laws on
government. This has fractured the administrative structure of free speech between free
speech as a legal concept and as an experienced concept. Itis in this fissure that CSR has

grown and taken shape.

This thesis argues that the CSR frameworks that currently govern the activities of these
information gatekeepers are insufficient to provide the standards and compliance
mechanisms needed to protect and respect freedom of expression online. Equally, top-
down legal controls are too blunt a tool for this tricky arena. What is needed is a framework
that embraces the legal and extra-legal dimensions of this dilemma. To that end a new
corporate governance model is proposed to help mend the deficiencies identified in the

case studies and move forward with a democratic vision for the Internet.
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‘One of the greatest ironies of this period in history is that, just as technology remakes our
world, the need to maintain the human dimension of our work, and a company’s sense of its
social responsibility, is growing at an equally rapid pace. Harmonising economic growth with the
protection of human rights is one of the greatest challenges we face today.” Mary Robinson,
former United Nations High Commissioner for Human Rights*

‘The problem of maintaining a system of freedom of expression in a society is one of the most

complex any society has to face. Self-restraint, self-discipline, and maturity are required. The
theory is essentially a highly sophisticated one. The members of the society must be willing to
sacrifice individual and short-term advantage for social and long-range goals.” Thomas Emerson®

! Office of the United Nations Commissioner for Human Rights, Business and Human Rights: A Progress Report
(2000), www?2.ohchr.org/english/about/publications/docs/business.htm (last visited 20 July 2011), Preface.
2 T.1. Emerson, The System of Freedom of Expression (New York: Random House, 1970), p. 10.
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PREFACE

The methodology of this thesis is doctrinal in nature, interpreting cases, legislation and
academic research, to determine the rules and principles as applied to Internet Information
Gatekeepers (1IG), a term defined in chapter two, and how these impact on the exercise of
freedom of expression online. However, given the focus on CSR and human rights, there is
an extra-legal, and importantly, policy focus as well. Indeed the model proposed in the final
chapter is both legal and extra-legal in nature. This partly reflects the fact that the law has
struggled to keep pace with technological change and thus an examination of Internet
governance quickly leaves the law behind. It is where the law ends that this thesis grounds
its policy analysis in theories of CSR and human rights to help carve out the best path for
governance of the gatekeepers that are the focus of this thesis. Thus the methodology used
is necessarily a hybrid, between the law on the one hand, rooted in its social context, and
theories of CSR and human rights on the other. This thesis is ultimately policy oriented,
asking what the harm is, how the law addresses this harm and - where insufficiencies are

found - whether the law is the way to mend them.

The thesis is organised as follows. Chapter 1: The Internet as a Democratising Force,

examines the Internet’s potential to be both a tool of democracy and a tool of control,
setting up for the reader the critical role played by private gatekeepers in making discourse
online possible and the need for human rights compliant governance structures in order to

facilitate this democratic potential. In Chapter 2: A Framework for Identifying Internet

Information Gatekeepers, the lIGs studied in this thesis will be identified and rooted in their

impact on democratic culture.

In Chapter 3: Corporate Social Responsibility in Cyberspace, CSR theory will be examined,

tracing its history and establishing its relationship with the law and human rights and how it
is being used in practice. It will show that the promise of CSR in the digital environment is in
deploying human rights principles to non-public bodies, which operate largely outside the
remit of traditional human rights law. Ultimately, however, the largely voluntary nature of

CSR instruments makes it a difficult candidate as a stand-alone governance tool for 1IGs and



freedom of speech. The chapter will conclude by delineating the methodology of the case

studies.

Chapters 4 and 5 comprise case studies of two macro-IIGs to determine the compliance of

their governance structures with the principles underlying Article 10 of the European
Convention on Human Rights and the criteria in the Protect, Respect and Remedy
Framework developed by John Ruggie the former Special Representative of the United

Nations Secretary-General on business & human rights. In Chapter 4: Direct Mechanisms of

Information Control: ISP Filtering, | examine the role of ISPs in filtering content, in particular

the role of the industry regulatory the IWF. In Chapter 5: Indirect Mechanisms of

Information Control: Search Engines, the case study examines the role of search engines in

controlling information flows through search rankings.

Chapter 6: A Corporate Governance Model for the Digital Age draws together the findings of

the case studies and examines their significance to the question of whether CSR is enough
on its own to provide the standards and compliance mechanisms needed to protect and

respect freedom of expression online. In this chapter an alternative corporate governance
model will be proposed to address the deficiencies identified in the thesis and through the

case studies.

Some final preliminary matters should be addressed here. First, the thesis takes account of
developments to June 2011. In addition, as has already become apparent no doubt, several
acronyms are used throughout this thesis. Each chapter is treated as a fresh introduction to
terms. However, for ease of reference, a Glossary is at page 253. Third, while the nature of
Internet regulatory research tends toward an international focus, the focus of this thesis, in
particular the focus of the solution proposed in chapter six, is on the UK jurisdiction in its
European context, although considerable comparative work is done with other jurisdictions

in particular the US.
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CHAPTER 1

THE INTERNET AS A DEMOCRATISING
FORCE

The Internet has the power to be a tool of democracy, but its potential in this respect is at
risk. This is because the same technology that can be a positive force for the discursive
values underlying democratic culture can also be a tool of control. The same technology that
facilitates discourse creates opportunities for censorship of information, monitoring of
online practices, and the subtle shaping and manipulation of behaviour. This is not to say
that the architecture of the Internet does not somewhat determine how the Internet is
used, but ultimately the Internet is neutral in the face of the human agents that control its
use. As Kofi Annan stated in 2003, ‘[w]hile technology shapes the future, it is people who
shape technology, and decide to what uses it can and should be put.'2 In this chapter | will
explore the positive aspects of technology to set out what is at stake if we do not intervene
to secure the requisite freedoms into the Internet’s governance structure. This grounds the
inquiry in this thesis into the role of private gatekeepers in facilitating or hindering this

democratic potential through their control of the pathways of communication.

Based on a theory developed by Jack Balkin, the Internet’s democratic potential will be
argued to be rooted in its ability to promote democratic culture. Threaded through this
argument will be the centrality of communication to democracy. In saying that the Internet
has the potential to be a democratising force what will be asserted in this thesis is that the
Internet can help facilitate deliberation and participation in the forms of meaning-making in
democratic society. The distinction between the Internet having potential to be a

democratising force and it achieving it must be noted at the outset. Attempts have been

! See L. Winner, ‘Do artifacts have politics?’ in the D. MacKenzie and J. Wajcman (eds.), The Social Shaping of
Technology, 2" edn (Buckingham: Open University Press, 1999), discussing whether artifacts can have built in
politics. With regard to the Internet, Lawrence Lessig famously argues that the Internet’s code is law: L. Lessig,
Code and other Laws of Cyberspace (New York: Basic Books, 1999).

2 K.A. Annan, ‘Break the technology barrier — the word information summit’ (9 December 2003), at
http://www.un.org/News/ossg/sg/stories/articleFull.asp?TID=11&Type=Article (last visited 9 August 2011).



http://www.un.org/News/ossg/sg/stories/articleFull.asp?TID=11&Type=Article
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made empirically to prove that the Internet facilitates democracy but such studies are
compromised by the numerous variables present.®> The goal of this chapter is more
modestly to identify democratic culture as the type of democracy that the Internet can

facilitate and to explicate the characteristics of the Internet that give it this potential.

This chapter sets up the broader investigation of this thesis into our reliance for facilitation
of the Internet’s democratic potential on privately-owned ‘Internet Information
Gatekeepers’ (IIGs). The term IIG will be defined and examined in detail in chapter two;
briefly it means a gatekeeper which facilitates or hinders deliberation and participation in
the forms of meaning making in democratic culture. Every time we use the Internet we
engage with 1IGs. In order to find information, we use search engines. In order to sort
through the clutter on the Internet, we use portals. In order just to access the Internet, we
need to use Internet service providers (ISP). To be able to participate on message boards,
we go through a host.* The role of such regulators has not yet been settled and as of yet
they do not have any democratic or public interest mandate’ that assures the Internet’s
democratic potential is being facilitated. If the Internet is a democratising force, we
inevitably at present must rely on these IIGs for the realisation of this aspect of its capacity.
It is argued in this thesis that the corporate social responsibility (CSR) frameworks that
currently govern the activities of 11Gs are insufficient to meet their human rights obligations,
and without intervention, the continuation of their work in its current mode will hamper the

ability of the Internet to work as a tool of democracy.

To that end this chapter will first orient the reader with a history of the rise and fall of the
concept of the Internet as a democratising force. It will then examine the elastic concept of
democracy and articulate the substance and appropriateness of democratic culture as the

type of democracy most capable of facilitation by the Internet. This will include an analysis

* Michael Best and Keegan Wade attempted an empirical study of the effect of the Internet on democracy
from 1992-2002. The authors were only able to conclude that their study suggests a positive, but not absolute,
link between Internet penetration and democratic development. The authors also summarise other empirical
studies of the Internet’s democratising effect showing mixed results: M.L. Best and K.W. Wade, ‘The Internet
and Democracy: Global Catalyst or Democratic Dud’ (Research Publication No. 2005-12: Berkman Center,
2005).

* See discussion by Sandor Vegh, ‘Profit Over Principles: The Commercialization of the Democratic Potentials of
the Internet’ in K. Sarikakis and D.K. Thussu (eds.), Ideologies of the Internet (Cresskill, New Jersey: Hampton
Press, 2006).

> P.M. Shane (ed.), Democracy Online: The Prospects for Political Renewal Through the Internet (New York:
Routledge, 2004), p. 54.
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of the narrower, and for our purposes, ill-fitting concept of deliberative democracy most
famously discussed by Jirgen Habermas. Lastly, this chapter will look more closely at the
ways that the Internet is promoting democratic culture and the criticisms thereof, focusing

on the Internet’s facilitation of information access and participation in politics and culture.

I. THE HISTORICAL CONTEXT OF THE INTERNET

The Internet was celebrated in its infancy as a democratising force. Its decentralised
structure invited anti-establishment-type rhetoric arguing that it was uncontrollable by
governments, and that it was a new space outside of legal institutions and territoriality.®
‘Information wants to be free’’ was the slogan. The courts reflected this optimism, noting
the increasingly important role of the Internet in facilitating communication in democratic
society. In ACLU v. Reno,® one opinion famously described the Internet as a vast library
which anyone can access, and a platform from which anyone can publish, continuing that
anyone ‘can become a town crier with a voice that resonates farther than it could from any

soapbox.”

In the late 1990s, however, the reality of the Internet’s regulability began to crush cyber-
libertarian idealism. Discussions no longer centred on the Internet as a democratising force,
and rather were about the forces waiting to clamp down on it. With publications by Joel
Reidenberg10 and Lawrence Lessig,11 a new constraint was recognised. It was not just
governments and laws that regulated behaviour, but those entities (inevitably private) that

controlled the technology - the code writers and engineers who as a result of their work

®D.R. Johnson and D.G. Post, ‘Law and Borders — The Rise of Law in Cyberspace’ (1996), at
www.temple.edu/lawschool/dpost/Borders.html (last visited 21 July 2011).

7 Popularised by John Perry Barlow in ‘Selling Wine Without Bottles: Economy of Mind on the Global Net’
(March 1994), at http://virtualschool.edu/mon/ElectronicFrontier/WineWithoutBottles.html (last visited 21
July 2011), though it has been attributed originally to Stewart Brand, who stated, ‘Information wants to be free
because it has become so cheap to distribute, copy and recombine — too cheap to meter. It wants to be
expensive because it can be immeasurably valuable to the recipient’: The Media Lab: inventing the future at
MIT (New York: Penguin Group, 1987), p. 202.

#(1997) 521 U.S. 844, Justice Stevens delivering the opinion of the Court.

? Ibid. pp. 852-3, 896-7.

)R Reidenberg, ‘Lex Informatica: The Formulation of Information Policy Rules Through Technology’, Tex.
L.R., 76(3) (1998) 553.

1 Lessig n. 1.



http://www.temple.edu/lawschool/dpost/Borders.html
http://virtualschool.edu/mon/ElectronicFrontier/WineWithoutBottles.html
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delineated the environment of our social life.”> The message was that treating cyberspace
as a separate place that will flourish if left alone by governments will not ensure the
freedoms sought, because that ignores the indirect ways that governments can regulate as

well as the ways architecture can be harnessed by private parties to constrain behaviour.

We also witnessed the increased regulation of the Internet by states, which continues
today.”® Through the use of filtering and blocking technologies, countries such as China and
Syria have developed tools to prevent their population accessing undesirable content.
China has famously erected the great firewall of China, Syria prevents access to the entire
Israeli .il domain, and many other states routinely filter access to websites with
pornography, and dissident or human rights-oriented content.** Sites such as

www.youtube.com, are routinely blocked. For example, Turkey blocks the posting of videos

deemed offensive to the memory of its founding father Mustafa Kemal Ataturk.” During
the protests across Africa and the Middle East in 2010 and 2011, filtering technologies were
readily employed by states to block access to communication technologies that were seen

as enabling and mobilising the protesters.*®

2 Ibid. pp. 85-86.

B See R.J. Deibert et al, Access Controlled: the shaping of power, rights, and rule in cyberspace (MIT Press,
2010), and the earlier R.J. Deibert et al, Access Denied: the practice and policy of global Internet filtering (MIT
Press, 2008).

1 R.J. Deibert & N. Villeneuve, ‘Firewalls and Power: An Overview of Global State Censorship of the Internet’ in
M. Klang and A. Murray (eds.), Human Rights in the Digital Age (London: Cavendish Publishing, 2005), pp. 121-
22.

™ The ban was briefly lifted between October 30 2010 and November 3 2010: A. Hudson, ‘Turkey lifts its ban
on YouTube-agency’ (30 October 2010), at http://uk.reuters.com/article/2010/10/30/oukin-uk-turkey-
youtube-idUKTRE69T1JE20101030 (last visited 21 July 2011), and I. Villelabeitia, ‘Turkey reinstates YouTube
ban’ (3 November 2010), at www.reuters.com/article/2010/11/03/us-turkey-youtube-
idUSTRE6A227C20101103 (last visited 21 July 2011).

1® see for example, discussion of blocking of access to twitter: D. Kravets, ‘What’s fueling Mideast protests? It's
more than Twitter’ (28 January 2011), at www.wired.co.uk/news/archive/2011-01/28/middle-east-protests-
twitter?page=all (last visited 22 July 2011). Egypt went so far as to shutdown connection to the Internet
nationwide in January 2011 (see M. Crete-Nishihata, ‘Egypt’s Internet Blackout: Extreme Example of Just-in-
Time Blocking’ (28 January 2011), at http://opennet.net/blog/2011/01/egypt%E2%80%99s-internet-blackout-
extreme-example-just-time-blocking (last visited 22 July 2011). Google traffic reflected what was being
reported: Google, ‘Transparency Report’, at www.google.com/transparencyreport/traffic/ (last visited 22 July
2011). Google and Twitter created a ‘Speak to Tweet’ tool that enabled Twitter users to post tweets by leaving
voice messages which the tool then turned into tweets: Google, ‘Some weekend work that will (hopefully)
enable more Egyptians to be heard’ (31 January 2011), at http://googleblog.blogspot.com/2011/01/some-
weekend-work-that-will-hopefully.html (last visited 22 July 2011).



http://www.youtube.com/
http://uk.reuters.com/article/2010/10/30/oukin-uk-turkey-youtube-idUKTRE69T1JE20101030
http://uk.reuters.com/article/2010/10/30/oukin-uk-turkey-youtube-idUKTRE69T1JE20101030
http://www.reuters.com/article/2010/11/03/us-turkey-youtube-idUSTRE6A227C20101103
http://www.reuters.com/article/2010/11/03/us-turkey-youtube-idUSTRE6A227C20101103
http://www.wired.co.uk/news/archive/2011-01/28/middle-east-protests-twitter?page=all
http://www.wired.co.uk/news/archive/2011-01/28/middle-east-protests-twitter?page=all
http://opennet.net/blog/2011/01/egypt%E2%80%99s-internet-blackout-extreme-example-just-time-blocking
http://opennet.net/blog/2011/01/egypt%E2%80%99s-internet-blackout-extreme-example-just-time-blocking
http://www.google.com/transparencyreport/traffic/
http://googleblog.blogspot.com/2011/01/some-weekend-work-that-will-hopefully.html
http://googleblog.blogspot.com/2011/01/some-weekend-work-that-will-hopefully.html
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Filtering is not limited to Asian or Middle Eastern countries.’” Germany blocks certain
Nazi/hate websites.'® Europe now has a ‘notice and takedown’ regime for defamatory
content.” In the United Kingdom, access to sites with child sexual abuse images is
blocked®®, and Communication Minister Ed Vaizey has held a series of meetings with ISPs to
discuss the potential for filtering all pornographic material.”* There are discussions
underway in Europe to expand the range of material filtered online. Leaked minutes from a
February 2011 European Union Working Party showed discussion of a European wide filter

of illicit material.?

While these concerns remain, more recently, we have moved into a new phase aptly
described by one scholar as the time of the ‘cyberrealists’,”> where discussions of the
Internet as a democratising force are re-emerging but with more sophistication and less
naivety than in the past. Partly this is due to the speed with which the Internet is becoming
the very things that the writers of the early 1990s forecast it would be. The Internet has
quickly moved from primarily being used for information access, to become a participatory
environment more closely mimicking the democratic participation traditional in the physical
world. Although this interactivity was available on the early Internet in the form of message
boards and the like, they were not mainstream and did not offer the same range of tools as
are available now. This participative environment, coined ‘Web 2.0’ by Tim O’ReiIIy24, is

difficult to define comprehensively, although it is best captured by Stephen Fry’s definition:

Web 2.0 is an idea in people’s heads rather than a reality. It's actually an idea
that the reciprocity between the user and the provider is what is emphasised.

7 See http://opennet.net/research/regions/europe (last visited 22 July 2011).

'8 Diebert and Villeneuve n. 14, p. 121.

' Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects
of information society services, in particular electronic commerce, in the Internal Market.

2% see work of the Internet Watch Foundation, and see the case study in chapter four of this thesis.

G, Halfacree, ‘Ed Vaizey calls for mandatory filth filter’ (22 December 2010), at www.bit-
tech.net/news/bits/2010/12/22/vaizey-calls-for-filth-filter/1 (last visited 22 July 2011). The UK has even toyed
with the idea of filtering terrorist sites: See Out-law.com, ‘Government will introduce ISP pirate-blocking
obligation next week, says leak’ (12 December 2008), at www.out-law.com/page-8868 (last visited 22 July
2011).

22 http://opennet.net/blog/2011/05/proposed-eu-internet-filtering-condemned-civil-liberties-groups (last
visited 22 July 2011).

2 Shane n. 5, p. xii.

* See the following discussion by Tim O’Reilly about the coining of the term: ‘What is Web 2.0’ (30 September
2005), at www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html (last visited 22 July
2011).
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http://www.bit-tech.net/news/bits/2010/12/22/vaizey-calls-for-filth-filter/1
http://www.out-law.com/page-8868
http://opennet.net/blog/2011/05/proposed-eu-internet-filtering-condemned-civil-liberties-groups
http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html
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In other words, genuine interactivity, if you like, simply because people can
upload as well as download.”

It is a notion that describes the maturing Internet’s combination of ‘aspects of the
telephone, post office, movie theatre, television, newspaper, shopping mall, [and] street
corner’.?® Users are simultaneously creators and consumers of content.?” They are citizen

journalists, pirates, gossips, politicians and artists.

The Internet will only become increasingly participatory as it continues to develop, with
increasing possibilities for democracy. The next generation of the Internet is the semantic
web,?® which is best described as ‘an enhancement that gives the Web far greater utility.”*?
In this future, computers will be able to meaningfully read and process the data on networks
such that if | input a question online the answer is customised to me. It will also mash data
together, as Tim Berners-Lee describes it,*® and manage information for you. Pictures you
take might be linked to your calendar so that you know where and when you took them,
planned travel might trigger updates of your medical file and booking of flights, car rentals
and entertainment.?! The World Wide Web Consortium sees the semantic web as a
standardisation of two things, first of the formats integrating and combining data, and
second of the languages used to relate data to the real world.? It is within this interactive
environment that we can readily identify opportunities for participation in democratic

culture, and identify the growing power of private gatekeepers to shape discourse.

% Video interview with Stephen Fry available at http://www.videojug.com/interview/stephen-fry-web-20 (last
visited 22 July 2011).

R, Rosenzweig, ‘How Will the Net’s History Be Written? Historians and the Internet’ in H. Nissebaum & M.E.
Price (eds.), Academy & Internet (New York: Peter Lang Publishing, 2004), p. 26.

7 p. Rowland, ‘Free Expression and Defamation’ in Klang and Murray n. 14, p. 56.

?® The vision of the semantic web was articulated by Tim Berners-Lee. See ‘The Semantic Web’ (17 May 2001),
at www.scientificamerican.com/article.cfm?id=the-semantic-web (last visited 22 July 2011).

2. Feigenbaum et al., ‘The Semantic Web in Action’, Scientific American (Dec 2007), reproduced with
permission, www.thefigtrees.net/lee/sw/sciam/semantic-web-in-action (last visited 22 July 2011).

K. Franklin, ‘Google may be displaced, says World Wide Web creator Tim Berners-Lee’ (13 March 2008), at
www.telegraph.co.uk/news/main.jhtm|?xml=/news/2008/03/13/nweb113.xml (last visited 22 July 2011).

3 Feigenbaum n. 29.

32 See explanation by the World Wide Web Consortium: http://www.w3.0rg/2001/sw/ (last visited 22 July
2011). This would include such things as the tags used to identify the subject matter of an article, blog post or
discussion. See n. 29.
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II. WHICH DEMOCRACY FOR THE INTERNET?

Every communication technology from the printing press to the radio has at one time been
celebrated as having a democratising force, but in this context few ask what is meant by
democracy.®® This is compounded by the difficulty in defining the very idea of democracy,
depending so much (as it invariably does) on one’s discipline or perspective. It is an elastic
concept that can be approached both as an institutional construct and as an aspiration. It
has cynically been described as a non-existent®®, or as a ‘vague endorsement of a popular
idea’. > The goal here is not to join the debate with my view of the proper definition of
democracy, nor to engage in a discussion of the various forms of government in which

democracy is manifest®®; rather it is to articulate the democracy most capable of facilitation

by the Internet, and most capable of facilitation or hindrance by IIGs.

We are living in an Information Age,37 where access to information and participation in the
circulation of information is a distinguishing feature of our world.*® It is an era represented
by a shift from the manufacturing jobs typical of the industrial society to a world in which
jobs are increasingly devoted to the creation, handling or circulation of information. In this
networked society information flows dominate and shape our ways of life, because of the

speed and distance that information circulates® and our dependence on ‘the production

% For a discussion more broadly about technology and democracy in history see B.R. Barber, ‘Three Scenarios
for the Future of Technology and Strong Democracy’, PSQ, 113(4) (1998-99) 573, p. 573-575.

* B.R. Barber, ‘Which Technology for Which Democracy? Why Democracy for Which Technology?’, IJCLP, 6
(2001) 1, commenting ‘[b]ut there is no such thing as democracy. There are only a variety of forms of
governments, which have a variety of characteristics that can be labelled under different groupings that define
(not without controversy) distinctive forms of democracy’: p. 3.

*>R.A. Dahl, Democracy and its Critics (Yale University Press, 1989), p. 2. See also, R.A. Dahl et al (eds.), The
Democracy Sourcebook (MIT Press, 2003).

*® See discussion by Barber n. 34, pp. 3-4.

% Some scholars dispute that we are living in an information society, but there is general agreement that
society has been fundamentally changed by the increased importance of information: F. Webster (ed.), The
Information society Reader (London: Routledge, 2004).

*® see ibid., p. 1, which describes information as a ‘distinguishing feature of our modern world.” M. Castells
calls it an era of ‘information capitalism’: F. Webster, Theories of the Information society 2" edn (London,
Routledge, 2002), p. 100. See M. Castells, The Rise of the Network Society, 2" edn (Oxford: Blackwell, 2000),
and M. Castells, The Internet Galaxy: Reflections on the Internet, Business, and Society (Oxford University Press,
2001).

** M. Castells, ‘An Introduction to the Information Age’ in F. Webster (ed.), The Information society Reader
(London: Routledge, 2004), p. 140. For criticisms of Castells see A. Halcli and F. Webster, ‘Inequality and
Mobilization in The Information Age’ (2000) 3(1) European Journal of Social Theory 67, and N. Garnham,
‘Information society Theory as Ideology’ (1998) 21(1) Loisir et Societe 97.
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h.”*® In this information society,

and distribution of information [as] a key source of wealt
the Internet has emerged as a key tool for the creation and circulation of information, but
more broadly, it has developed into an important mechanism for participation in democratic

culture.

Yochai Benkler was correct in commenting that the early Internet theorists’ beliefs that the

Internet is a democratising force ‘was correct but imprecise.’*!

With the costs of entry low
and the architecture decentralised®?, the Internet invites mass participation at
unprecedented levels. In this sense, it finds favour with Ithiel de Sola Pool’s seminal work
Technologies of Freedom, in which the author describes decentralisation of communication
networks as the ‘fostering’ of freedom.*® For example, users can immediately publish their
reactions to news stories in sections such as the BBC’s ‘Have Your Say’ or on Twitter. Yet if
the Internet is to achieve its democratic potential it must tackle difficult problems of the
digital divide; the division between the haves and have-nots of the information society;

1.** There are

concentration of the market; fragmentation of discourse; and of quality contro
also unpredicted problems such as the balkanisation of knowledge through the continual
viewing of the same small group of websites®, and the entrenchment of these websites at
the top by the self-referencing of these sites in blogs, Twitter, or on search engine results.*®
However, this does not mean that the Internet does not have democratic potential, but
rather that it is more complex than was previously thought. What it means is that how we

think of notions of democracy, the public sphere, and information must be tweaked to

better reflect the complex and swiftly evolving Internet.”’

% M. Balkin, ‘Digital Speech and Democratic Culture: A Theory of Freedom of Expression for the Information
society’, NYULR, 79(1) (2004) 1, p. 3.

*1Y. Ben kler, The Wealth of Networks: How Social Production Transforms Markets and Freedom (Yale
University Press, 2006), p. 271.

* Ibid., p. 212.

1. de Sola Pool, Technologies of Freedom (Cambridge, Mass.: Belknap Press, 1983), p. 5.

* Criticisms of the Internet’s democratic potential will be discussed Section I11.B. below. Although the digital
divide between those with the wealth, literacy, and language to access and fully enjoy the Internet is a critical
issue, particularly between first and third world countries, it will not be discussed here. For more on this topic
see P. Norris, Digital Divide: civic engagement, information poverty, and the internet worldwide (Cambridge
University Press, 2001), particularly chapter one.

** See Benkler n. 41, p. 234.

*®In the context of search engines see E. Goldman, ‘Search Engine Bias and the Demise of Search Engine
Utopianism’, YJLT, 8 (2005-6) 188.

v Keeping in mid the pangloss scenario cautioned by B. Barber in examining technology and democracy, where
complacency leads to a naivety about possible corruption: Barber n. 33, pp. 576-580.
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Under traditional conceptions of democracy there are three types that the Internet might
facilitate: electoral, monitorial and deliberative democracy.*® Electoral democracy is
commonly known in the Internet context as e-government, the direct political
communication between the state and its citizens. For example, countries are increasingly
delivering public services and information to citizens directly through the Internet by setting
up websites to recruit volunteers and seek financial support for election campaigns.49

States are increasingly embracing the electronic casting of votes.>® In addition, countries are
exploring ways to facilitate citizen to government discourse, such as the UK Government’s e-
petition website to facilitate citizen petitions.”> Monitorial democracy refers to the bottom-
up, grassroots activism that can be facilitated by the Internet.”* These groups monitor
political actions of governments and non-governmental organisations by using the Internet
to organise protests and disseminate information.>® Deliberative democracy refers to
participation by individuals in open debate in the belief it will lead to better decisions on
matters of common concern.>® It reflects ‘the participative practice of democratic life’>® and
was said to have originated in town halls and public squares, and in pubs and coffee houses,
anywhere where groups came together to exchange their views on issues of the day.*®

Most commonly it is framed as participation in the public sphere, a term most notably used

by Jirgen Habermas, and discussed further below.

*® There are many ways that democracy can be divided for the purpose of the Internet. This division was made
in G. Longford and S. Patten, ‘Democracy in the Age of the Internet’, UNBLJ, 56 (2007) 5. In contrast, in a
speech Benjamin Barber simplified democracy into three types for a discussion about technology:
representative, plebiscitary, and deliberative democracy: Barber n. 34, p. 3. Leni Wild divided democracy into
three strands of liberal representative (the rational, autonomous individual), communitarian (participation in
communities), and deliberative (participation in the dialogue): L. Wild, ‘Democracy in the age of modern
communications: an outline’ (2008) Paper for Freedom of Expression Project, Global Partners & Associates, pp.
5-6. In addition, some attempts have been made to differentiate between individual-oriented democracy and
communitarian democracy, but this will not be discussed here, because the Internet can be both a place for
individual growth and participation in the community, which duality is accounted for in J. Balkin’s theory of
democratic culture discussed below. See for example, L. Dahlberg, ‘Democracy via cyberspace’, New Media &
Society, 3(2) (2001) 157.

9 Longford and Patten n. 48, p. 7.

* wild n. 48, p. 13.

> See http://epetitions.direct.gov.uk/ (last visited 7 October 2011).

> Longford and Patten n. 48, p. 13. The e-petition example above illustrates where e-government can in fact
facilitate monitorial democracy.

> Ibid., pp. 13-14.

** Ibid., p. 8.

>*B.S. Noveck, ‘Unchat: Democratic Solution for a Wired World’ in Shane n. 5, p. 2.

*® Longford and Patten n. 48, p. 8-9.
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While the Internet can certainly contribute to all of these facets of democracy, its key
contribution to democracy is as a facilitator of participation. Although participation is
present in all three forms of democracy identified above, it finds its home most closely in
deliberative democracy. This is because participation is experienced in cyberspace by
communication and deliberative democracy is at its core a communicative framework.”’
However, deliberative democracy does not quite capture what is so significant about the
participative practices on the Internet either, being altogether too narrow a concept for
what | have been describing here, something that will be explored in more detail shortly. An
examination of deliberative democracy is necessary, however, as it has a presence in the
democracy promoted here, in particular concerning the concept of the public sphere. This
thesis, however, will frame its definition of democracy in none of the three areas we have
been discussing up to now but rather in the broader notion of democratic culture, which

better embodies the participative practices we have been discussing.

A. Deliberative Democracy

The Deliberative democracy concept has two essential features for the purposes of analysis
here, both of which have different potentialities and drawbacks as embodying the
democratic potential of the Internet. First, at its core, deliberative democracy is about
valuing the rational and open exchange of opinions as the ideal way to reach understanding

and agreement concerning common issues of concern.

One of its key theorists is Jlirgen Habermas, who takes a normative approach in which he
idealises what he has described as the rational debates that took place within bourgeois
society in the coffee houses of the seventeenth and eighteenth centuries.”® He argues that
legitimate decisions are only made when preceded by a period of rational discourse that

satisfies certain rules.>® This is described as the ideal speech situation, and requires, for

>’ L.M. Weber and S. Murray, ‘Interactivity: Equality, and the Prospects for Electronic Democracy: A Review’ in
Sarikakis and Thussu n. 4, p. 102.

% See J. Habermas, The Structural Transformation of the Public Sphere (Translated Cambridge: Polity Press,
1989).

*° His theory on the ideal speech situation was developed after his work on the Structural Transformation of
the Public Sphere. See ). Habermas, Moral Consciousness and Communicative Action (Translated Cambridge:
Polity Press, 1990), and J. Habermas, Justification and Application: remarks on discourse ethics (Cambridge:
Polity Press, 1993). For Habermas, there were five conditions for ideal speech, summarised by Brian Esler as
the following: ‘(1) every subject with the competence to speak and act is allowed to take part in a discourse;
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example, that everyone who wishes to speak must have the opportunity to do so, and that
all speakers must be free from coercion.®® Thus the communication sought in deliberative
democracy is more than simple communication: it requires that the interchange is reasoned
and open and pushes toward the goal of publicly acceptable decisions.®’ As Vincent Price et
al. state, ‘[w]hat makes opinion deliberative is not merely that it has been built upon careful
contemplation, evidence, and supportive arguments, but also that it has grasped and taken
into consideration the opposing view of others.”®* There is a mythical tint to deliberative
democracy, a nostalgic idealisation of citizens meeting in coffee houses to exchange
reasoned political thoughts.®® Most Internet-based discourse would fail to satisfy these

rules.®

In a 2006 journal publication Habermas made a ‘passing remark’ on the applicability of his
theory to the Internet. He commented that while the Internet provides egalitarian
opportunities for communication, it fragments discourse, and in a way that echoes the

arguments of Cass Sunstein (discussed in more detail later in the chapter) said this:

The Internet has certainly reactivated the grassroots of an egalitarian public of
writers and readers. However, computer-mediated communication in the web
can claim unequivocal democratic merits only for a special context: It can
undermine the censorship of authoritarian regimes that try to control and
repress public opinion. In the context of liberal regimes, the rise of millions of
fragmented chat rooms across the world tend instead to lead to the
fragmentation of large but politically focused mass audiences into a huge
number of isolated issue publics.®®

(2) everyone is allowed to question any assertion whatever; (3) everyone is allowed to introduce any assertion
whatever into the discourse; (4) everyone is allowed to express his attitudes, desires and needs; and (5) no
speaker may be prevented, by internal or external coercion, from exercising his rights laid down in (1) and (2):
B.W. Esler, ‘Filtering, Blocking and Rating: Chaperones and Censorship’ in Klang and Murray n. 14, p. 99.

% 1bid., p. 92.

ot Dahlberg n. 48, p. 2.

2\, Price et al., ‘Does Disagreement Contribute to More Deliberative Opinion?’, Political Communication,
19(1) (2002) 95, p. 97.

®PpE. Agre, ‘The Practical Republic: Social Skills and the Progress of Citizenship’, in A. Feenberg & D. Barney
(eds.), Community in the Digital Age: Philosophy and Practice (Oxford: Rowman & Littlefield Publishers, 2004),
p. 204. Agre lists the problems of deliberative democracy as follows: it is inaccurate even about how the old
‘town meetings’ worked, ignores the amount of strategic work that goes into preparing for a public forum
meeting, and ignores the fear of public speaking of many potential participants: ibid.

6 See, however, the view of A.M. Froomkin in ‘Technologies for Democracy’ in Shane n. 5, p. 4.

% J. Habermas, ‘Political Communication in media society: Does Democracy Still Enjoy an Epistemic
Dimension? The Impact of Normative Theory on Empirical Research’, Communication Theory, 16 (2006) 411, p.
423 footnote 3.
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Most of the technologies discussed later in this chapter, such as blogs, social networking
sites and message boards, are not decision-making tools, but are rather solely tools for
discourse.®® And most of the social norms or Terms of Service that govern behaviour on such
sites would fail Habermas’s rigid rules of discourse.®” Deliberation also excludes many forms
of communication that the Internet is particularly good at facilitating, such as poetry,
humour and satire. Such communications are meaningful to what | have been calling here

democratic culture.®®

The second element of deliberative democracy is ‘the institutional arena’® in which such
rational communication takes place. This is the concept of the public sphere for which there
has been considerable discussion with regard to the Internet’s democratic potential.”® The
Internet might not necessarily facilitate the type of discourse deliberative democracy
envisions, but by offering spaces for such discourse it might be said to play, in an
institutional sense, a democratising role. Granted, rational communication might be a pre-
condition to the public sphere, but equally one first needs a space in which deliberative
communication might take place.”* In this sense, it might be better to describe the Internet
as creating a new public space, as contended by Zizi Papacharissi, which does not yet

constitute a public sphere. ’?

The public sphere, as Habermas describes it in The Structural Transformation of the Public

Sphere”, is a ‘network for communicating information and points of view’.”* It is a

metaphorical space where individuals gather to participate in rational discourse on issues of

® Froomkin n. 64, p. 14.

A thorough discussion of this is outside of the scope of this chapter, but see part V of M. Froomkin’s article,
A.M. Froomkin, ‘Habermas@Discourse.Net: Towards a Critical Theory of Cyberspace’, HLR, 116(3) (2003) 751.
8 A. Pinter & T. Oblak, ‘Is There a Public Sphere in This Discussion Forum?’ in Sarikakis and Thussu n. 4, p. 156.
6 Dahlberg n. 48, p. 168.

®In a modern account, P. Dahlgren conceptualises it as consisting of three dimensions: the structural
dimension focused on institutional characteristics of ownership, regulation, laws and finance, the
representational dimension focused on media output in the form of broadcasts, newsletters and so on, and
the interactive dimension focused on individuals interactions with both the media and between themselves: P.
Dahlgren, ‘The Internet, Public Spheres, and Political Communication: Dispersion and Deliberation’, Political
Communication, 22 (2005) 147, p. 148-150.

" This is also discussed in chapter five regarding the need of access to a forum of communication in order to
engage in freedom of expression, and see E. Barendt, Freedom of Speech, 2" edn (Oxford University Press,
2005), p. 274.

7. Papacharissi, ‘The Virtual Sphere: the internet as a public sphere’, New Media & Society, 4(1) (2002) 9, pp.
22-23.

”® Habermas n. 58.

" Habermas qguoted in Pinter and Oblak n. 68, p. 99.
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the day, such as the coffee house discussed above. Through this role it is seen as a vehicle
for societal integration.”” In modern society as social organisation took on a larger scale, the

*7% It became their

mass media became viewed as ‘the chief institutions of the public sphere.
role to express the varying viewpoints of the day and keep the public informed. In
Habermas’s view, the modern public sphere has collapsed in comparison with this earlier

period and he has sought to revive it by placing discourse firmly at its centre.

The Internet might be an answer to Habermas’ call for a reinvigorated public sphere by, as
Michael Froomkin describes it, ‘draw[ing] power back into the public sphere,””” because it
uniquely offers a participatory environment unavailable with traditional media. It is a shift
from the mass-media public sphere, where relevance was decided by a select few
constrained by space (for newspapers) and time (radio and television), and fed to the
masses in a one-to-many structure, to a many-to-many structure where groups of
individuals can simultaneously be contributors and consumers of their culture. At the same
time cultural technologies such as the telephone, television, and cinema have been
multiplying and ‘our identities increasingly come to be constructed by, and expressed

through, what we consume.’”®

By opening up a discourse tool to mass participation, it also has the potential of facilitating
the creation of communities;’® democracy is partly something experienced, which is done
through the social organisations that educate citizens on how to engage socially and
poIiticaIIy.80 Before the Internet, full democratic participation was hamstrung by the sheer

inability of bringing together numerous people in one place for rational discussion.® With

7> see discussion in the Introduction of C. Calhoun (ed.), Habermas and the Public Sphere (MIT Press, 1992),
and Pinter and Oblak n. 68, p. 108. Habermas’s theory has been criticised as naive and undemocratic,
idealising coffee houses that were limited to educated male property-owners; however Habermas did view the
modern public sphere as being transformed by its continual expansion to include more participants. C. Calhoun
(ed.), Habermas and the Public Sphere (MIT Press, 1992), p. 3: While this influx of participation also led to the
public sphere’s degeneration, Habermas concluded that the structure of modern society means we cannot
close-up the sphere again: ibid.

’® peter Dahlgren quoted in M. Feintuck & M. Varney, Media Regulation, Public Interest and the Law
(Edinburgh University Press, 2006), p. 15.

7 Michael Froomkin uses this phrasing. See Froomkin n. 64, p. 8.

. Mackay et al., Investigating the Information society (London: Routledge, 2001), p. 2.

7 Antje Gimmler quoted in Froomkin n. 64, p. 857.

M. Klang, Disruptive Technology, unpublished PhD thesis, p. 13.

* Ibid.
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the removal of spatial and temporal bounds,?* and the freedom to participate anonymously
or pseudonymously, the Internet facilitates town-hall type gatherings and the creation of
communities that might not have otherwise formed. Although Internet communities are
hard pressed to compete with the strength of a real-world community, this may change as
the younger digital generation ages. The Internet can be a way to create a community

despite distance and despite borders.®

We must be mindful not to stretch Habermas’ theory of the public sphere too far. In his
2010 interview Habermas opined that the Internet is not, in itself, a public sphere. He
describes the Internet as a ‘centrifugal force’ for disparate communications and discussion,

but which cannot, on its own, produce any public spheres:*

But the web itself does not produce any public spheres. Its structure is not
suited to focusing the attention of a dispersed public of citizens who form
opinions simultaneously on the same topics and contributions which have been
scrutinised and filtered by experts.85

However much the Internet might reinvigorate the public sphere by activating public
participation, it is difficult to argue that the Internet itself qualifies as a public sphere. 8
Increased access to information does not automatically translate into a more informed or
participatory citizenry. The Internet, it is argued, is best viewed not as one public sphere,
but as multiple spaces, some public, some private, with multiple public spheres akin to Peter
Dahlgren’s description of the public sphere as a ‘constellation of communicative spaces’.?’

It is not a freestanding public sphere.88 Rather, it creates new spaces for participation,
which at times mimic the physical world and at other times involve entirely new species of
participation. The Internet’s distributive architecture prevents centralised control over

communication and in so doing ‘decenters the public sphere’: ‘it is a public of publics rather

¥ D. Johnson and B. Bimber, ‘The Internet and Political Transformation Revisited’ in Feenberg and Barney n.
63, p. 248.

® Ibid.

#. leffries, ‘A rare interview with Jiirgen Habermas’, The Financial Times, (30 April 2010), at
www.ft.com/cms/s/0/eda3bcd8-5327-11df-813e-00144feab49a.html (last visited 22 July 2011).

* Ibid.

¥ One scholar has speculated that technology might be used to build the ‘structure that transforms
communication into deliberation’, but this technology can be just as easily used for other non-democratic
purposes: Dahlberg n. 48, p. 21.

8 pinter and Oblak n. 68, p. 148.

# Eroomkin n. 64, p. 18. Others have called for a relaxation of the requirements of the public sphere: J.
Bohman, ‘Expanding Dialogue: The Internet, Public Sphere, and Transnational Democracy’ in Shane n. 5, p. 49.
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than a distinctively unified and encompassing public sphere in which all communicators

participate.’®

Structurally, new types of public spheres are emerging, such as e-governments, advocacy
domains, cultural and social domains, and the journalism domain.”® Rather than compare
the public sphere to Habermas’s utopian model, perhaps it should be compared to the
media public sphere.®® In such a comparison, Internet users are not passive consumers of
information picked, crafted and presented by the mass media,”® but have the opportunity to
be empowered participants in their democratic life. Anyone can be a publisher, and anyone
can access an abundance of information and ideas unavailable in the tailored mass-media
environment.” Conceiving of the Internet in this way embodies the broader definition of
democratic culture promoted here. The kernel that can be taken from deliberative
democracy is its emphasis on the participative part of democratic life, and most particularly

participation in the public sphere.

B. Democratic Culture

Democratic culture is a theory developed by Jack Balkin that the Internet has changed the
social conditions of speech such that promotion of democratic culture is one of its central

purposes.”* Democratic culture refers to the following:

[It] is more than representative institutions of democracy, and it is more than
deliberation about public issues. Rather, a democratic culture is a culture in
which individuals have a fair opportunity to participate in the forms of meaning
making that constitute them as individuals. Democratic culture is about
individual liberty as well as collective self-governance; it is about each
individual’s ability to participate in the production and distribution of culture.”

This approach to democracy is framed in terms of democratic participation rather than
democratic governance, meaning that it is a form of social life that underlies culture and

exists beyond the confines of representative democracy. It focuses more broadly on

¥ Ibid., p. 51.

% Dahlgren n. 70, p. 153.

' This is suggested by Y. Benkler n. 41, pp. 10, 185.

°2Y. Benkler, ‘From Consumers to Users: the Deeper Structures of Regulation Toward Sustainable Commons
and User Access’, Fed. Comm. L.J., 52 (2000) 561, p. 562.

% See Benkler n. 41, pp. 212-214.

% Balkin n. 40, p. 1.

» Ibid., pp. 3-4.
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culture, on the forms of meaning-making in society, because it includes within its ambit non-
political expression, popular culture and individual participation. It is democratic because
anyone can participate regardless of race, age, political ties or economic status. This
participation is of value because it creates meaning for culture, promotes a sense of self,
and encourages active engagement in the world.®® Thus in this thesis, when it is said the
Internet is a democratising force, the substance of what is being asserted is that the Internet
can help facilitate deliberation and participation in the forms of meaning making in

democratic society.

Balkan’s theory finds its roots in semiotic democracy, a term coined by John Fiske with
regard to television to describe active public participation in creating and circulating
meaning and pleasure.97 Although television is a one-to-many medium, its’ viewers are on
equal footing with the producers and invited to ascribe meaning to what is seen. The
viewer in effect becomes part of the discursive practice by taking pleasure in making
meanings and participating in the creation of social identities.”® Using this theory, Balkin
asserts that the Internet has changed ‘the social conditions of speech,’ bringing to the
forefront previously less important features of speech necessitating a revisiting of free
speech theory.” The Internet, he concludes, accentuates the cultural and participatory

features of freedom of expression.*®

Freedom of expression, like the Internet’s topology, can be described as an interconnected
network; a system of cultural and political interactions, experienced at both individual and
collective levels.'® Information and communication technologies (ICTs), largely owned by
private companies, allow for participation in such interactions at a level, speed, distance and

reduction of cost previously unimagined. For example, by contributing to a message board,

% Ibid., pp. 3-4, 35-38. He states: ‘[a] democratic culture includes the institutions of representative democracy,
but it also exists beyond them, and, indeed undergirds them. A democratic culture is the culture of a
democratized society; a democratic culture is a participatory culture’: p. 5.

%7 ). Fiske, Television Culture (London: Routledge, 1987), pp. 236-237.

% Ibid., pp. 236-239, 311. For a discussion of the growth of semiotic democracy’s popularity in scholarship,
and a proposal to extend the framework to semiotic disobedience see S.K. Katyal, ‘Semiotic Disobedience’,
Wash. U. L. Rev., 84(2) (2006) 489.

% Balkin n. 40, pp. 1-3.

1% 1pid., pp. 1-3, 33-34.

Ibid., pp. 3, 5 referencing T.l. Emerson, The System of Freedom of Expression (New York: Random House,
1970). Emerson describes such as a system as having four key values: 1. Self-fulfilment; 2. Advance of
knowledge and discovery of truth; 3. Participation in decision making; 4. Stability of the community: pp. 6-8.
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a person uniquely communicates in a many-to-many format to individuals potentially all
over the world. It is also appropriative in the sense that participants can borrow from,
manipulate, build on, or simply co-opt existing cultural resources.’® This interaction
expands what is meant by democracy beyond the political to the cultural. What democratic
culture does is broaden our conception of what it means for the Internet to have democratic
potential, and it recognises that democracy is as much something experienced as a political

structure; it is a way of life inextricably tied up with community and culture.

Democratic culture also recognises the importance of freedom of expression to democracy
and to human rights. Democracy has always been embodied in the practices of
communication,’® and freedom of expression has consistently been identified by the courts
as central to democracy. In Lingens v. Austria, the European Court of Human Rights (ECtHR)

famously commented that freedom of expression ‘is one of the essential foundations of a

1104

democratic society. Juirgen Habermas’s theories concerning deliberative democracy

cannot be applied seamlessly to the Internet environment. However, his work tying

together democracy and human rights by identifying the link as communication is

105

persuasive.” > Human rights, he articulates, is the enabling condition, the language, for

legitimate and democratic decision-making. He summarises:

The internal connection between popular sovereignty and human rights that we
are looking for consists in the fact that human rights state precisely the
conditions under which the various forms of communication necessary for
politically autonomous law-making can be legally institutionalised.*®®

Freedom of expression and access to a wide range of sources of information has been

described as the ‘lifeblood of democracy’.107 In an Information society, the importance of

communication rights as a type of human right is accentuated, because of the central role

1% Balkin n. 40, pp. 4-5.

C.R. Kedzie & J. Aaragon, ‘Coincident Revolutions and the Dictator’s Dilemma: Thoughts on Communication
and Democratization’ in J.E. Allison (ed.), Technology, Development, and Democracy: International Conflict and
Cooperation in the Information Age (Albany: State University of New York Press, 2002), p. 107.

10%(1986) 8 EHRR 407, paras 41-42.

1% ). Habermas, ‘Human Rights and Popular Sovereignty: The Liberal and Republican Versions’, Ratio Juris, 7(1)
(1994) 1.

%bid., pp. 12-13.

R v. Secretary of State for the Home Department, Ex p Simms [2000] 2 AC 115 (HL) (per Lord Steyn). He goes
on to state, ‘[t]he free flow of information and ideas informs political debate. It is a safety valve: people are
more ready to accept decisions that go against them if they can in principle seek to influence them.’
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198 4I11n the deliberative process,

played by information in wealth and development:
information plays a central role along with achieving equality of access to it. Equality of
access to information and an unrestricted means of access are fundamental to a more

ambitious practice of discourse.’*®

This right is more comprehensive than is often understood. Most human rights instruments
explicitly or implicitly include the right to receive information in the right to freedom of
expression. This can be clearly seen in Article 19 of the Universal Declaration of Human

Rights which states:

Everyone has the right to freedom of opinion and expression; this right includes
freedom to hold opinions without interferences and to seek, receive and impart
information and ideas through any media and regardless of frontiers.™°

Similar language is used in the European Convention on Human Rights,'** and German Basic

M2 The need for human rights to underpin a communications technology such as the

Law
Internet is being explicitly recognised by states, with the European Commission issuing such
an advisory113 and the Council of Europe adopting a resolution affirming the importance of

freedom of expression on the Internet.***

Participation in communication — in discourse — is the core of the deliberative democracy

framework, but as has we have seen, it falls short of being a democracy that the Internet

1% R F. Jorgensen (ed.), Human Rights in the Global Information society (MIT Press, 2006), p. 119.

109 Antje Gimmler quoted in Froomkin n. 67, p. 867. There were calls in the 1980s by Paul Sieghart (member of
the UK Data Protection Committee) for an International Convention on the Flow of Information. He argued,
‘one of the fundamental human rights should be access to as much accurate, complete, relevant and up-to-
date information as everyone needs for the free and full development of their personality, the enjoyment of
their lawful rights and the performance of their lawful duties, and protection from the adverse consequences
of the misuse of information by others’: quoted in G.J. Walters, Human Rights in an Information Age: A
Philosophical Analysis (University of Toronto Press, 2001), p. 19.

"% Universal Declaration of Human Rights 1948. The International Covenant on Civil and Political Rights 1966
uses similar language in Article 19

! European Convention for the Protection of Human Rights and Fundamental Freedoms 1950, article 10.
Basic law for the Federal Republic of Germany (as amended 1990), article 5. In 1946, at the first session of
the United Nations General Assembly it was stated that freedom of ‘information’ was a fundamental right,
describing it as a ‘touchstone of all the freedoms to which the United Nations is consecrated’: quoted in
Jorgensen n. 108, p. 54.

13 communication from the Commission to the European Parliament, the Council, the European Economic and
Social Committee and the Committee of Regions, COM(2007)146, p. 2.

" This resolution was mainly directed at the activities of repressive regimes and the businesses that carried
on there, assuming that European countries are fulfilling their obligations. Council of Europe, ‘Declaration on
freedom of communication on the Internet’ (28 May 2003), at https://wcd.coe.int/ViewDoc.jsp?id=37031 (last
visited 25 July 2011).
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can facilitate because of the rigidity of the types of discourse that qualify as deliberation,
and the expectation that such deliberation will lead to legitimate public decisions. Instead,
we should understand the Internet as being multiple spaces some of which are less-
idealised public spheres. In this way the Internet’s potential as a force within democratic
culture reveals itself. Such spaces, although they might not show such extensive

deliberation and risk being in form a ‘thin democracy’,'*® can be seen as ‘tentative forms of

self-determination and control “from below”’.*'® These are new forms of public spheres,
because the very act of visiting the spaces and engaging in discussions is a movement
toward participation in democratic life that has been waning. In this sense they enhance
community and culture as well, both of which are, as we have seen, critical to the broader

definition of democratic culture embraced here.

III. PARTICIPATION IN DEMOCRATIC CULTURE

This section now examines more closely the ways that the Internet facilitates participation
in democratic culture. The goal is to relate this to the focus of the thesis on lIGs and their
power to facilitate or hinder the Internet’s democratic potential. Viewed from the
perspective of democratic culture, two forms of participation emerge as important to
democracy: information access, and political and cultural participation. Protection and
facilitation of these participations is key to moving forward with a democratic vision of the
Internet. With information access, the reader will note our growing reliance on privately-
owned information guidance instruments to organise the overwhelming amount of
information on the Internet. With increasing participation online in politics and culture,
discourse takes place in spaces and using technologies that are privately-owned, with such
owners setting the terms of use and deciding what information is censored. Blocking access
to information through the use of filtering technologies and control of information guidance

mechanisms comprise the case studies in chapters four and five.

3 Johnson and Bimber n. 82, p. 242.

R. Kahn & D. Kellner, ‘Virtually Democratic: Online Communities and Internet Activism’ in Feenberg and
Barney n. 63, p. 183.
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A. Access to Information and Participation in Discourse

117 We use the

We are increasingly dependent on the Internet to function in our daily lives.
Internet to email colleagues, students, friends and family, to research professional and
personal issues, shop for groceries, pay bills and purchase consumer goods and services. It
is not a separate space as proposed by Johnson and Post,**® but an essential component of
our daily life, reflecting the complexities of the physical world and expanding the range of
tools and thus experiences for communication. Access to information on the Internet is
integral to furthering democratic culture. The importance of the Internet to the Information
society is also reflected in the rapid increase in Internet access and the importance people
assign to having this access. In 2010, 73 per cent of households in the UK had Internet

access, an increase of 12 per cent since 2007, and increase of 48 per cent since 2002.**° In

the US, the Internet penetration rate is 79 per cent for adults.*®

Recent developments recognise the importance of freedom of expression to democratic

culture. A BBC poll of 27,000 people in 26 countries found that four out of five people

121

consider Internet access a fundamental right.”*~ Many states, such as Estonia, Finland,

France, Greece and Spain, haven taken this a step further and legislatively recognised

122

Internet access as a fundamental right.”* Most recently, access to the Internet as a

"7 The Council of Europe advances this as the ‘public service value of the Internet’ because of ‘reliance on the

Internet as an essential tool for everyday activities (communication, information, knowledge, commercial
transactions) and the resulting legitimate expectation that Internet services are accessible and affordable,
secure, reliable and ongoing’: Council of Europe, ‘Building a Free and Safe Internet’ Council of Europe
Submission to the Internet Governance Forum Rio de Janeiro, Brazil, 2007, p. 3.

% Johnson and Post n. 6.

Office for National Statistics, ‘Internet Access 2010’, at http://www.statistics.gov.uk/pdfdir/iahi0810.pdf
and ‘Internet Access’ at http://www.statistics.gov.uk/CCl/nugget.asp?ID=8 (last visited 25 July 2011).

120 pew Research Center, ‘Demographic of internet users’ (December 2010), at
http://www.pewinternet.org/Static-Pages/Trend-Data/Whos-Online.aspx (last visited 25 July 2011).

2 The BBC, ‘Internet access is a “fundamental rights”’ (8 March 2010), at
http://news.bbc.co.uk/1/hi/technology/8548190.stm (last visited 25 July 2011) (poll available at
http://news.bbc.co.uk/1/shared/bsp/hi/pdfs/08 03 10 BBC internet poll.pdf (last visited 25 July 2011)).
122 Estonia sets out a universal right to Internet access in its Telecommunications Act, article 5, at
www.legaltext.ee/en/andmebaas/ava.asp?m=022 (last visited 26 July 2011). In June 2009 France’s
Constitutional Council recognised the importance of Internet access in its decision concerning the
constitutionality of the HADOPI law: at www.conseil-constitutionnel.fr/conseil-
constitutionnel/root/bank_mm/anglais/2009 580dc.pdf (para. 12) (last visited 26 July 2011). Finland has
legislated a right of access to the Internet by setting a right to a minimum amount of broadband in its
Communications Market Act s. 60(c) (363/2011), at www.finlex.fi/en/laki/kaannokset/2003/en20030393.pdf
(last visited 26 July 2011). Spain has enacted a similar provisions for broadband access: Law 2 / 2011 of March
4, Sustainable Economy, article 52, at www.boe.es/diario _boe/txt.php?id=BOE-A-2011-4117 (last visited 26
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fundamental right received the UN stamp of approval in a report by Frank La Rue, the
Special Rapporteur on the promotion and protection of the right to freedom of opinion and

expression. 123

This infiltration of the Internet into our daily lives reflects the increased importance of
information to the functioning of society, which is the communicative link between
Habermas and democratic culture set out above. The Internet contributes to democratic

culture by increasing the information that is available to us'?*

through the creation of new
tools to receive and circulate information. Citizen journalists who use a variety of online
tools have emerged. Stories that may have gone unnoticed by traditional media might be
picked up by the blogosphere and spread globally in a blink. This happened during
President Barack Obama’s run for the democratic nomination in 2008. At a fundraiser in San
Francisco in April 2008, Obama remarked unwisely that small-town Pennsylvanian voters
are ‘bitter’. One of the attendees blogged about the comment on the popular Huffington

Post website. The story was then picked up by the mainstream media, a media, it should be

emphasised, which was not permitted to attend the event.!”

With this expanded access to information come increased opportunities to participate in
circulating information, commenting on it, or even modifying its content. This reflects what
Balkin describes as the appropriative aspect of democratic culture, because the interaction

. . L. 12
builds on ‘existing cultural resources.’**

The Internet’s importance to political participation
and, more broadly, its importance to the circulation of information as valuable in itself can

be seen in numerous examples around the world.

July 2011) (translated using Google translate). Greece amended its Constitution to provide a right to
information and right to participate in the Information society, including facilitation of access to ‘electronically
transmitted information’: article 5A, at www.hellenicparliament.gr/UserFiles/f3c70a23-7696-49db-9148-
f24dce6a27c8/001-156%20aggliko.pdf (last visited 26 July 2011). For discussion of access to the Internet as a
fundamental right, see the legal developments of Brazil where a Digital Bill of Rights is being developed
(available in English at http://culturadigital.br/marcocivil/2010/05/21/new-draft-bill-proposition-available-for-
download/ (last visited 26 July 2011), and the work of the Internet Rights and Principles coalition of the
Internet Governance Forum arguing for such a right: http://internetrightsandprinciples.org/ (last visited 26 July
2011).

123 Report of the special rapporteur on the promotion and protection of the right to freedom of expression,
Frank La Rue to the United Nations General Assembly, 16 May 2011, at
http://www2.ohchr.org/english/bodies/hrcouncil/docs/17session/A.HRC.17.27 en.pdf (last visited 26 July
2011.

124 Kedzie and Aaragon n. 103, p. 124.

See one story of the incident by J. Rainey, ‘Barack Obama can thank “citizen journalist” for “bitter” tempest’
(15 April 2008), at http://articles.latimes.com/print/2008/apr/15/nation/na-bitterl5 (last visited 26 July 2011).
126 Balkin n. 40, p. 4.
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In the US, sites such as www.moveon.org, www.techpresident.com and www.dailykos.com

have become increasingly popular resources.'’ Moveon.org, for example, claims to have
over five million members. In Barack Obama’s presidential race he launched an aggressive

Internet campaign using his social networking site http://my.barackobama.com to engage

with and inform supporters and volunteers.™® Just a few years later and the use of social
media and new media are basic components of successful political campaigns. In
preparation for the 2012 re-election campaign, President Obama has launched MyBO, which

integrates with Facebook to allow Facebook users and communities to interact with the

129

campaign.” As Rob Salkowicz comments, ‘[t]hese erstwhile novelties are now the

1130

minimum price of admission for a modern campaign. This interactivity and access to

information empowers users arguably reinvigorating the public sphere.

More dramatic examples of the power of social media are to be found in the coverage of
recent events in the Middle East. Everyone remembers the face of the Iranian protests of
2009; a young woman named Neda Agha-Soltan, whose death was seen as a rallying cry for
the protesters.*! Grainy, shaky cell phone video footage of her being shot and killed by
militia men during a protest was taken and distributed online anonymously.132 The video
was later awarded a George Polk award for journalism, the first time such an award has

133
k.

been made for anonymous wor Such examples show, as Colin Maclay describes it, ‘the

power of new technologies to support human rights.’***

127 . . . . .
Others include www.mysociety.org, www.internationalanswer.org, www.unitedforpeace.org.

S.L. Stirland, ‘Inside Obama’s Surging Net-Roots Campaign’ (3 March 2008), at
http://www.wired.com/politics/law/news/2008/03/obama_tools (last visited 26 July 2011).

129 R, salkowitz, ‘Politicians seek “New” New Media for 2012 run’ (21 April 2011), at
http://www.internetevolution.com/author.asp?section id=697&doc id=205850&f src=internetevolution gne
ws%3Cbr%20/%3E (last visited 26 July 2011), and see www.barackobama.com/get-involved (last visited 26 July
2011).

9 salkowitz ibid.

CNN World, ’Neda” becomes rallying cry for Iranian protests’ 21 June 2009), at
http://articles.cnn.com/2009-06-21/world/iran.woman.twitter 1 neda-peaceful-protest-cell-

phone? s=PM:WORLD (last visited 26 July 2011).

32 p_popham, ‘Neda — the tragic face of Iran’s uprising’, The Independent (23 June 2009), at
www.independent.co.uk/news/world/middle-east/neda-ndash-the-tragic-face-of-irans-uprising-1714130.html
(last visited 26 July 2011).

3 The Huffington Post, ‘Neda Video Wins Polk Award: Iran Protest Death Video First Anonymous Winner of
Journalism Prize’ (16 February 2010, at http://www.huffingtonpost.com/2010/02/16/neda-video-wins-polk-
award n 463378.html (last visited 26 July 2011).

B34 Colin Maclay, ‘Protecting Privacy and Expression Online: Can the Global Network Initiative embrace the
character of the Net?’ in Deibert, Access Controlled n. 13, p. 93. He goes on to note, ‘it is equally essential to
recognize the potential influence of company relationships and process on government behavior’: ibid.
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The more recent Arab Spring, however, demonstrates the power of social media as a tool
for democracy as well as the power of the gatekeepers, whether state or private,** to shut
down these avenues of discourse. Protesters across the Middle East communicated with
each other using a variety of social media platforms, such as Facebook, Twitter and Youtube,
using them to spread information and further mobilise protesters. Egypt responded by first
blocking access to social media sites, then shutting down Internet connectivity entirely as
well as blocking mobile networks.’*® Google and Twitter then created a “Speak to Tweet”
tool that enabled Twitter users to post tweets by leaving voice messages which the tool

then turned into tweets.*®’

As we can see, there are various dimensions to online engagement with democratic culture.
We can tease out four types of participation as furthering democratic culture for discussion
here: social, interactive, appropriative and anonymous/pseudonymous participations. With
respect to social networking, Twitter has been the most surprising tool in facilitating
participation in democratic culture. What started out as a platform for celebrities and
narcissists to voice the most mundane minutiae of their ever day lives, has rapidly become
an important tool for spreading information. When Twitter broke the story before the
mainstream press of the crash landing of US Airways Flight 1549 in the Hudson River in
January 2009 it came of age. It is used to spread news and ideas, link to articles and

reports, and entertain.

Twitter consolidates tweets through ‘trending’, where the most popular topics at any given

139

moment, ‘Twitter trends’, are listed in the sidebar on the right side of the site.”™ The top

five trends of 2010 were the Gulf Oil Spill, FIFA World Cup, Inception, Haiti Earthquake and

3 see, for example, Vodafone’s role as gatekeeper in shutting down connectivity in Egypt: C. Rhoads and G.A.

Fowler, ‘Egypt Shuts Down Internet, Cellphone Services’, The Wall Street Journal (29 January 2011), at
http://online.wsj.com/article/SB10001424052748703956604576110453371369740.htmI?mod=googlenews_w
sj (last visited 26 July 2011).

BeA. Alexander, ‘Internet role in Egypt’s protests’ (9 February 211), at www.bbc.co.uk/news/world-middle-
east-12400319 (last visited 26 July 2011).

7 Google n. 16.

C. Beaumont, ‘New York plane crash: Twitter breaks the news, again’ (16 January 2009), at
www.telegraph.co.uk/technology/twitter/4269765/New-York-plane-crash-Twitter-breaks-the-news-
again.html (last visited 26 July 2011).

3% ‘About Trending Topics’, at http://support.twitter.com/entries/101125-about-trending-topics (last visited
26 July 2011). People mark something as a topic by putting a hashtag in front of it i.e. #haitiearthquake, or
#confessiontime.
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Vuvuzela.'® In so doing Twitter is not only a tool for discourse, but shapes democratic
culture by acting as an information manager, guiding us through Twitterverse and thereby
cyberspace beyond. Similarly, a site such as Facebook has 30 million users in the UK
alone,** and while it might appear to only be of use for gossip and keeping in touch with
friends, it is increasingly being used for professional networking, political activism and

142

educational purposes.”™ For example, the Internet Governance Forum has a Facebook

Group™® as did Barack Obama.'* The European Union started a space on

www.youtube.com called ‘EU Tube’ for ‘free speech and open debate’.**

In addition, the way that we consume information has become increasingly interactive.

146

Blogs such as the Huffington Post have ‘comments sections’ for readers.” The website

Television Without Pity is a biting and humorous scene-by-scene account of popular

television shows.*’

It has developed, however, into a forum for the voice of the viewers as
television producers increasingly turn to this website to determine how their shows are

being received.

Discussion fora such as www.slashdot.org (‘news for nerds. Stuff that matters.’) offer a

range of reading material from the technical to the political, and users participate in rating

the comments or discussions started by other users. It is unique because visitors can set

10 Twitter, 2010 Trends on Twitter’, at http://yearinreview.twitter.com/trends/ (last visited 26 July 2011). For
an examination of the trending topics on Twitter, see S. Asur et al., ‘Trends in Social Media: Persistence and
Decay’, In the Proceedings of the 5th International Conference on Weblogs and Social Media, (2011), at
http://www.hpl.hp.com/research/scl/papers/trends/trends_web.pdf (last visited 26 July 2011) .

£ Barnett, ‘Facebook “used by half the UK population”” (2 March 2011), at
www.telegraph.co.uk/technology/facebook/8356755/Facebook-used-by-half-the-UK-population.html (last
visited 26 July 2011). Its rapid penetration rate has been described as a ‘sociological phenomenon’: R. James,
‘Social Networking Sites: Regulating the Online “Wild West” of Web 2.0’, Ent. L.R. 19(2) (2008) 47, p. 1.

12 co-taught a course on information technology law where we set up a Facebook group for the students to
share legal news and debate issues. Unsuccessful attempts had been made in the past to engage students
online through discussion boards and the like, but when the forum was moved to Facebook participation sky
rocketed.

%3 |nternet Governance Forum Facebook Group, at http://www.facebook.com/group.php?gid=6791243882
(last visited 26 July 2011).

%% Barack Obama Facebook Group, at http://www.facebook.com/barackobama?ref=s (last visited 26 July
2011).

> EU Tube, at http://www.youtube.com/user/eutube?ob=1 (last visited 26 July 2011).

146 Huffington Post is well-known for the interactive nature of the space. The extent of this interactivity led to
a lot of criticism of Arianna Huffington’s decision to then sell Huffington Post to AOL for 315 million USD in
2011. She has been sued by contributors angry at what they saw as her getting rich off their work: D. Sabbagh,
‘Bloggers take legal action over Huffington Post sale’ (12 April 2011), at
www.guardian.co.uk/media/2011/apr/12/arianna-huffington-post-sale (last visited 26 July 2011).

%7 see discussion Balkin n. 40, p. 11.
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their preferences so that only those comments that have received a particular rating will be
displayed. In this way they manage the information they receive. A similar site is

www.digg.com, a site devoted to sharing content and websites. In 2007, the administrators

removed a link to an article explaining how to decrypt HD-DVDs. The site was besieged by
users re-posting the link, objecting to what they saw as censorship, and the administrators
eventually bowed to the will of the million-plus users stating ‘[w]e hear you, and effective
immediately we won’t delete stories or comments containing code and will deal with

whatever the consequences might be./*4®

Most of these interactions fall short of the demands of deliberative democracy. Message
boards, for example, are rife with negative, inflammatory or irrelevant comments to insult
participants or spur arguments. This has occurred since the first message boards and are

149

mostly regulated through social norms.”™ In a democratic culture, the focus is less on

participation in the idealised town hall and more on valuing the very act of engaging in such

‘a dialectical free-for-all’.*°

The Internet also facilitates what is described above as the appropriative aspect of
democratic culture, because Internet users can take part in culture by producing it and

modifying it themselves.'”*

While under a deliberative democracy framework such activities
would be dismissed as purely entertainment, under democratic culture such activities play a
more central role. For example, we all remember the spate of memes parodying a pinnacle

scene in the movie Der Untergang (Downfall) depicting Adolf Hitler ranting during one of his
final days in the Berlin bunker. Voice-over parodies ranged from Hitler ranting about Hillary

Clinton losing the Democratic party candidacy for president to Hitler trying to find Wally to

8 ¢. Williams, ‘Digg buried by users in piracy face-down’ (2 May 2007), at

http://www.theregister.co.uk/2007/05/02/digg _buried/print.html (last visited 26 July 2011).

% Lawrence Lessig has a good discussion of an early social norm resolution of a famous incident in an multi-
player game LamdaMoo, as well as a discussion of the effects of flaming on a newsgroup he set up for one of
his early cyberlaw classes: Lessig n. 1, pp. 74-82. The norms vary from community to community, although the
Internet Engineering Task Force entered the debate with the publication by one of its working groups of a
‘Netiquette Guideline’: IETF RFC 1855, ‘Netiquette Guidelines’ (October 1995), at
http://tools.ietf.org/html/rfc1855 (last 26 July 2011).

% Balkin n. 40, p. 43.

Ibid., pp. 4-5.

151


http://www.digg.com/
http://www.theregister.co.uk/2007/05/02/digg_buried/print.html
http://tools.ietf.org/html/rfc1855

35

commenting on the sub-prime mortgage crisis.’>> There was even a parody of the removal

133 |n addition,

of the parodies from YouTube for claims of breach of copyright.
humanitarian organisations are increasingly using the Internet to persuade and educate the
public about issues. For example, MtvU in partnership with the Reebok Human Rights
Foundation and the International Crisis Group created an online game called ‘Darfur is

Dying’ to highlight the atrocities in the Sudan and educate users on ways to help.154

Entertainment and culture are necessarily intertwined, and democratic culture recognises
that culture and politics are intertwined as well. This is exemplified with a penguin video

that circulated on www.youtube.com in 2007 mocking Al Gore’s film An Inconvenient Truth.

What most viewers did not realise was that the purportedly amateur movie was in fact the

creation of a public relations firm for several of the major American oil companies.155

The final participation on the Internet that furthers democratic culture discussed here is the
option to participate anonymously or pseudonymously. For example, in joining the virtual
world Second Life, one can create an avatar of any gender, race, species, or hybrid thereof
that one’s imagination permits. One can participate anonymously on a message board, or
create a fictitious blog. This gives users more freedom to break with convention and shape
new cultural identities. It can also enhance an individual’s capacity to decide what
information to seek out or in which community to participate online. In this way it creates a
zone of autonomy. Further, anonymity has served several beneficial purposes to freedom
of expression, such as facilitating whistle-blower communications that might serve a public
interest, and creating spaces for communication of sensitive personal information
concerning, for example, HIV, cancer, or abuse. We must be cautious in blindly celebrating
their virtues, however, as anonymity has served a darker purpose, giving voice to
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h,

discriminatory and threatening speec and pseudonymity has been used to mislead or

2 There are thousands. The Telegraph compiled its list of the top 25: ‘Hitler Downfall parodies: 25 worth

watching’ (6 October 2009), at www.telegraph.co.uk/technology/news/6262709/Hitler-Downfall-parodies-25-
worth-watching.html (last visited 11 October 2011).

>3 See the Electronic Frontier Foundation’s commentary: ‘Everyone Who's Made a Hitler Parody Video, Leave
the Room’ (20 April 2010), at www.eff.org/deeplinks/2010/04/everyone-who-s-made-hitler-parody-leave-
room (last visited 11 October 2011).

B It was originally conceived by a group of individuals at the University of Southern California: Darfur is Dying,
at http://www.darfurisdying.com/ (last visited 26 July 2011). See also

%5 A. Keen, The Cult of the Amateur (London: Nicholas Brealey Publishing, 2007), pp. 17-18.

8 Threats against female bloggers was the subject of an article by the Washington Post expressing concern
that, according to a study by the Pew Internet and American Life Project, the 28 per cent drop in participation
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misdirect discourse.™’ There are limits to the virtues of anonymity and pseudonymity, and

the struggle continues to find the right balance.

The promise of the Internet as a tool in furthering a democratic culture is presented here
with much fanfare. This is done on purpose to tease out for the reader what is at stake.
There is incredible discursive promise to the spaces and technologies made possible by the
Internet environment. And one commonality threads its way through this discussion: the
capacity of private companies to gatekeep the flow of information, whether as innovators,
facilitators or as censors. They own the spaces and technologies of discourse, the
implications of which are the focus of the case studies in chapters four and five. The
following section addresses the main concerns put forward by sceptics of the Internet’s
democratic potential, highlighting further the power of the Internet to be a force for good

and bad and the critical role that these private gatekeepers inevitably play.

B. Concerns of Fragmentation and the Demise of Traditional Media

The expansion in the range of discourses that further democracy risks pushing the idea of
democratic culture too far, where any communication can be dressed up as important to
democratic culture and therefore worthy of protection. Two things must be clarified. First,
while democratic culture is a more inclusive notion that deliberative democracy, it is not
without limits and what is proposed here is not a form of cyber-utopianism criticised by
authors such as Evgeny Morozov.™® These issues can often be politicised unnecessarily,
distorting the debate and preventing a nuanced discussion of the policy framework, legal
and otherwise, that will best move us forward. As Rick Lambers notes, ‘[s]uch political

»159

polarisation may leave little room for legal subtleties. Second, the limits are less about

what is said in this space, and more about the infrastructure that makes the communication

in discussion groups and chat rooms is due to an exodus of women fearful of taking part: E. Nakashima, ‘Sexual
Threats Stifle Some Female Bloggers’ (30 April 2007), at www.washingtonpost.com/wp-
dyn/content/article/2007/04/29/AR2007042901555.html (last visited 26 July 2011).

7 see the practice of astroturfing, where, for example, a business will pretend it is a consumer and post
positive reviews on websites. This practice breaches the Advertising Standards Authority’s Committee of
Advertising Practice (CAP) as it is not fair, decent, honest and truthful, and it is an unfair commercial practice
under the Consumer Protection from Unfair Trading Regulations 2008 No. 1277.

BEE Morozov, The Net Delusion: the dark side of Internet freedom (New York: Public Affairs, 2011).

R. Lambers, ‘Code and Speech. Speech Control Through Network Architecture’ in E. Dommering and L.
Asscher (eds.), Coding Regulation (Cambridge University Press, 2006), p 95.
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possible, about freedom of expression in practice. In looking at how private companies can
facilitate or hinder participation in democratic culture | am examining the administrative

structure of freedom of expression.*®°

Part of the concern in an environment of endless information and communities for
participation is that users go online for the ‘reinforcement effect’ of being political if you are
political, or disengaged if you are disengaged and most often just to be entertained.'®* Such
a concern can be partly dismissed as simply reflective of the realities of democratic life in
the physical world transposed online. However, the argument becomes more powerful
when pushed further to a concern that the Internet fragments discourse and attention.'®?

One of the leading scholars expressing this view regarding the Internet is Cass Sunstein.

In Republic.com Sunstein describes this fragmentation as ‘the daily me’ (a term early coined
by Nicholas Negroponte)'®® where people choose to filter the information that they read,
see and hear to their interests, thus avoiding ever being exposed to, for example,
international news or sports, but having a steady stream of celebrity gossip and fashion
news. Liberals, conservatives or neo-Nazis seek out websites, forums or blogs with like-
minded people that reinforce their views of the world. In this way, discourse and
community are fragmented and we suffer a loss. Online media is therefore distinct from
traditional media: if one flips on the news on television, one is forced to view whatever
news stories the mass media chooses to run, thus exposing oneself to opposing points of

view and thereby gaining a fuller perspective.

In his updated book Republic.com 2.0, Sunstein emphasises at the outset that freedom of
expression is not simply freedom from censorship, but requires affirmative steps as well. It
must challenge people by exposing them to opposing points of view.’® This is lost by the

‘daily me’ of Internet fragmentation:

The fundamental concern of this book is to see how unlimited consumer options
might compromise the preconditions of a system of freedom of expression,

169 5ee Emerson n. 101.

See discussion in Longford and Patten n.48, pp. 9-10.
C.R. Sunstein, Republic.com (Princeton University Press, 2001).
Ibid., chapter one. See N. Negroponte, Being Digital (New York: Vintage Books, 1995), in particular chapter
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12.
164 Sunstein, ibid., p. xi.
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which include unchosen exposures and shared experiences. To understand the
nature of this concern, we will make the most progress if we insist that the free-
speech principle should be read in light of the commitment to democratic
deliberation. In other words, a central point of the free-speech principle is to
carry out that commitment.*®

Sunstein’s concern regarding fragmentation is not the death knell to the Internet’s force as
part of democratic culture. Rather, it is the narrower concept of deliberative democracy

with which he is concerned, and which is undermined by this fragmentation of discourse.

Examination of how to guard against fragmentation is an important examination, but
fragmentation is not as polarising as Sunstein expresses.166 First, Sunstein’s criticism here is
essentially of the choices people make when they go online. Further, fragmentation already
occurs in the physical world by the very existence (and mushrooming) of advocacy groups
and other issue-oriented organisations. In addition, a certain amount of fragmentation is
part of being a member of a group where the group might first flesh out its membership,
views and bonds internally before entering the fray of the public sphere.*®” Of concern in
cyberspace is whether such groups do more than associate internally, but cyberspace has
also created the ability for many of the groups to form at all, bridging previously
insurmountable spatial and temporal boundaries and often, through anonymity and

pseudonymity, facilitating membership of the otherwise reclusive and shy.

The Internet has also been criticised on a different basis by authors such as Andrew Keen,®®
for creating a ‘cult of amateurs’ which has caused the demise of traditional media and
ultimately harmed society. His concern is that traditional media is being replaced by
personal media™®, and as a result we increasingly rely on unreliable, amateur, non-vetted
posts on, for example, Wikipedia, Digg, YouTube or Twitter, for our news and education. In
turn traditional media are floundering, with profits plummeting as fewer buy newspapers
and classified advertisements are alternatively posted for free online at such websites as

70

www.craigslist.com.*”® He cautions that traditional media are facing extinction and with it

165 .
Ibid., p. 177.
1%% See also Sunstein’s book Infotopia (Oxford University Press, 2006) in which he examines these new forms of
deliberation and the opportunities and risks they create. See excellent discussion by R. Lambers n. 159,
chapter four, section 2.1.3.
167 Dahlgren n. 70, p. 152.
Keen n. 155. See also more recently the arguments of E. Morozov n. 158.
169 )
Keen ibid., p. 7.
% 1bid., p. 8.
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‘today’s experts and cultural gatekeepers — our reporters, news anchors, editors, music

»171

companies and Hollywood studios. The overriding concern arising from this ‘cult of

amateurs’ is who will play the watchdog role. 172

The Internet is not replacing traditional media, but is another tool for participation in
democratic culture. In terms of political participation, a study of the 2006 American
midterm elections found that television was still the main source of political news at 69 per
cent of respondents, trailed by newspapers at 34 per cent and the Internet at 15 per cent.'”?
What the researchers found was that use of the Internet for political news doubled since

174

the 2002 election, while use of television and newspapers remained static.”"" This indicates

that use of one is not replacing the other, but being used in combination.

In addition, traditional media have a strong presence online and are arguably a core part of
the Internet’s public sphere,’” with the nature of their role having simply changed. Charlie
Beckett describes it as a shift from a manufacturing industry to a service where: ‘[i]tis a
change in practice, from providing a product to acting as facilitators and connectors. It
means an end to duplication and a focus on what value every bit of journalism production

adds 1176

Further, as the public becomes more mistrustful of traditional media and question whether
the fourth estate is in fact fulfilling its watchdog obligations, citizen journalists emerge as
both partners with the media, such as the blogger about Barack Obama’s comment on
Pennsylvanian voters, and watchdogs of the media. While it is true that citizen journalists

cannot investigate issues as thoroughly as paid reporters with the backing of a commercial

171

Ibid., p. 9.

See discussion Y. Benkler n. 41, pp. 261-66.

D. Fallows, ‘Election Newshounds Speak Up: Newspaper, TV, and Internet Fans Tell How and Why They
Differ’, The Pew Research Center (6 February 2007), at http://pewresearch.org/pubs/406/election-
newshounds-speak-up (last visited 26 July 2011).

Y% Ibid.

7 Dahlgren n. 70, p. 153.

C. Beckett, ‘State 2.0: a new front end?’ (7 September 2009), at www.opendemocracy.net/article/state-2-0-
a-new-front-end (last visited 26 July 2011). Also see C. Beckett, ‘SuperMedia: the future as “networked
journalism”’ (10 June 2008), at www.opendemocracy.net/article/supermedia-the-networked-journalism-
future (last visited 26 July 2011).
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media company, on the other hand they are not beholden to corporate interests, and

therefore are not influenced by corporate advertisers or the risks of litigation.*’’

What is important in terms of the Internet’s potential in democratic culture is that citizens
can participate in the discussion. The news becomes interactive. Citizen journalists, by
participating in the process, add a new layer to the information sources available to users,
information that if discussed and circulated enough in the blogosphere forces traditional

media to report on it, and perhaps engage in the in-depth investigative reporting.

The opportunities for participation in democratic culture opened up by the Internet have
also reinforced our dependence on private companies for its effective use. With the influx
of information that the Internet has empowered comes the issue of information overload,
also known as the Babel objection.178 A user is confronted with an endless array of
information without the vetting of a professional media organisation as to its’ quality and
reliability. It becomes the task of modern Internet users to sort through large amounts of
information and determine what is relevant and reliable. And as we move toward a
semantic web, it has become the task of innovators to create more tools for information

management.’”®

Information management technologies have emerged to help guide the user through the
clutter. For example, without a search engine, a user must know the URL (uniform resource
locator, or web page address). As a result, most users rely on search engines such as Google

180

or Yahoo! to organise the information on the Internet for them. Other more subtle

information guidance instruments play a similar role. Google News'®! selects and categories

77 Benkler n. 41, pp. 261-262, 265; Dahlgren n. 70, p. 151 discussing how the Internet is becoming

commercialised in much the same manner as happened to traditional media. See also the controversy
surrounding superinjunctions in the United Kingdom, where traditional media were prevented from printing
the names of the people who sought these injunctions, while simultaneously their names were being revealed
and/or speculated about on Twitter: Out-Law, ‘Super-injunction Twitter user in contempt of court if tweets
were true’ (10 May 2011), at

www.theregister.co.uk/2011/05/10/super_injunctions tweeter in trouble if its true/ (last visited 26 July
2011).

78 Benkler ibid., p. 234.

See the BBC, ‘Luminaries look to the future web’, at http://news.bbc.co.uk/1/hi/7373717.stm (last visited
26 July 2011).

%9 gee chapter five case study of search engines.

http://news.google.co.uk/nwshp?hl=en&tab=wn (last visited 26 July 2011).
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82 These innovations are critical to users having a

news stories. Hootsuite organises tweets.
meaningful experience of the Internet, and to facilitating the Internet as a force within

democratic culture.

Are we doomed to the same websites, same information and same self-reinforcing views?
Some might find comfort in the Internet’s use as such. But this is not fatal to the Internet’s
democratic potential. Rather, as Benkler states, the Internet ‘structures a networked public

'183 As the Internet

sphere more attractive than the mass-media-dominated public sphere.
begins to permeate every aspect of our lives, it increasingly begins to reflect the real world.
It increasingly becomes part of the real world. This is not an invasion of cyberspace that
nullifies the Internet’s democratic potential, which some have argued.'® What it does is
usher in the same complexities and variables of the real world. Not everyone watches the
news, nor will everyone seek news online. However, the Internet does offer new tools for
participating in such discussions for those interested, and an abundance of resources for any

individual that might have a specific issue of interest. The hope is that digital technologies

will eventually increase concern and participation in politics and culture.'®

IV. CONCLUSION

The Internet has the potential to facilitate participation in democratic culture by inviting
widespread involvement of Internet users in creating and defining the things that mean
something in our democratic society. Through the increasingly interactive nature of the
online experience and the endless spaces available for the creation of communities, users
are able to seek out and circulate information and ideas, and build on, modify and comment
on their culture. This communicative process, enabled by technology, is what makes

democratic culture the type of democracy for which the Internet is most facilitative.

182 http://hootsuite.com/ (last visited 26 July 2011). See issues related to this, such as: J. Wortham, ‘Apple

Bans some Apps for Sex-Tinged Content’ (22 February 2010), at
http://www.nytimes.com/2010/02/23/technology/23apps.html (last visited 26 July 2011). Since the launch of
Apple’s iphone and ipad, “apps”, and the terms of service that govern the apps that are available, determines
the information a user can consume, share, manipulate or play on these devices.

18 Benkler n. 41, p. 239.

Johnson and Bimber n. 82, pp. 241-242.

J. Habermas quoted in Pinter and Oblak n. 68, pp. 99, 102.
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As the Internet continues to develop, this participatory relationship between users and the
media, public officials, corporations and other users will become further embedded into the
fabric of democratic life. While criticisms are expressed that the Internet fragments
discourse and promotes unreliable citizen journalism to the downfall of traditional
journalism, these reflect the growing pains of an increasingly complex communication
environment. They do not diminish the revolutionary ways that the Internet has expanded
the information that is accessible and meaningful in the Information society, nor the
expansion and creation of new ways that individuals and groups can participate in the forms

of meaning making in democratic society.

The thread through this chapter is the critical role freedom of expression plays in furthering
participation in democratic culture online and the therefore central role information
gatekeepers play in facilitating or hindering this expression. If the Internet has the potential
to be a democratising force, the other side of the coin is that it can be used as a tool to limit
participation, which threatens to draw the Internet away from its democratic potential. The
technology itself is neutral and its use for democratic or undemocratic purposes depends on
those who control the technology. Since in western democracies privately owned
companies for the most part own the technologies that control the pathways of
communication, they become the focal point for the realisation of the Internet’s democratic
potential. This means focusing on the governance structure of the gatekeepers. What this
thesis will show is that the corporate governance frameworks that currently govern many of
their activities are insufficient to facilitate this potential and rather hamper the ability of the
Internet to work as a tool for democracy. The next chapter examines what is meant by the
term gatekeeper, and will define for reader the term IIG discussed here, proposing a human

rights driven framework for their identification.
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CHAPTER 2

A FRAMEWORK FOR IDENTIFYING
INTERNET INFORMATION GATEKEEPERS

The purpose of this chapter is to identify the gatekeepers that are the primary subject of
this thesis. They will be referred to as Internet Information Gatekeepers (1IG). We have a
broad understanding of the entities that are gatekeepers and what it is about the Internet
that has placed them in this position. They include, for example, search engines, Internet
Service Providers (ISPs), high traffic social networking sites and portal providers. Yet, a
focused analysis of what is meant by gatekeeper in the Internet context, but most
particularly in the context of viewing the Internet as a force within democratic culture, is
needed to not only confirm that these parties are indeed gatekeepers, but to also find a
method for identifying other gatekeepers, and for finding the boundary between what is a

gatekeeper and what is not.

The need for the latter is particularly acute when one attempts to draw a conceptual line
between some hosts of message boards or other web 2.0 platforms, and others. What we
want to avoid is imposing the same gatekeeping responsibilities on, for example, John
Smith’ s personal blogging site, in which friends sometimes comment in a conveniently pre-
fabricated comments section, as found on interactive sites around the world, such as the
BBC’s ‘Have Your Say’ discussion forums. Likewise, while such interactive sites might have
many visitors, they are instinctively different from gatekeepers such as ISPs, which control
our very access to the Internet, or search engines, which organise the information available
online. Thus, an examination of what is meant by the term gatekeeper not only serves a

definitional purpose, but guides the nature and extent of their legal duties.

In this chapter, first, the historical development of the term gatekeeper will be traced.
Second traditional conceptions of gatekeeping will be assessed and their conceptual

inadequacy for the Internet explained. Third, a human rights driven framework for
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identifying IIGs will be articulated, setting the framework for the case studies in chapters

four and five.

I. FROM CUPCAKES TO YAHOO!

At a general level gatekeepers are entities whose job it is to decide what shall or shall not
pass through a gate. What makes gatekeepers unique is that they usually do not benefit
from the misconduct although they are in a position to prevent it, because they control
access to the tools, area or community required to commit the misconduct. Thus, shaping a
liability regime around gatekeepers instead of those breaking the rules can at times be more
effective.! One famous example involves oil tankers. The goal was to reduce oil spills and
the use of segregated ballast tanks and a system of crude oil washing was identified as the
solution. Top-down legal controls targeting the ship owners were implemented to
encourage the use of these technologies, but with little effect. So instead, regulators
targeted the gatekeepers: the insurers, classification societies and builders. The insurers
required that the tankers were registered with classification societies, which societies
required that the ships had segregated ballast tanks and crude oil washing, and builders
therefore only built such ships. The gatekeepers here did not benefit from the use of unsafe
ships. On the contrary, a more expensive and safer ship was in their interests. It was an
effective regulatory solution achieving 98 per cent compliance by shifting the focus away
from the perpetrators of the misconduct to the gatekeepers.? As John Braithwaite put it,
‘[w]lhere mighty states could not succeed in reducing oil spills at sea, Lloyd’s of London

could.”

Gatekeeper regulation tends to emerge where a government’s capacity to regulate a
specific issue might be limited, while a third party gatekeeper’s capacity to regulate the
conduct, whether owing to resources, information, or authority, might be better.
Sometimes, such regulation arises simply by the nature of the activity engaged in. For
example, librarians and bookstores choose which books to order, and where to place them

on the shelves. Still other gatekeepers emerge because of their role in shaping our social

! J. Braithwaite and P. Drahos, Global Business Regulation (Cambridge University Press, 2000), p. 618.
2 Ibid., pp. 618-619.
® Ibid.
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worlds. This can be seen with the media where the gatekeeping metaphor has been used
extensively. By selecting what news stories to run, print or discard, at which time, and in
which order, they act as ‘surrogates or shortcuts for individual people’s decisions’.* In
contrast, management studies tend to view the gatekeeping role as facilitative,” while
cultural theories in information sciences view gatekeepers in their role as representatives of
their communities: ‘individuals who move between two cultures to provide information that

links people with alternatives or solutions.’®

The term gatekeeping was first deployed in this way by Kurt Lewin in 1947. He used the
term to describe how a wife or mother was the gatekeeper because of her role in deciding
which foods are placed on the dinner table.” His ‘theories of channels and gate keepers’
used this example to illustrate how one can change the food habits of a population. The
food moves through channels, such as grocery stores, to reach a dinner table. One enters
the channel through a gate, and a gatekeeper makes selection decisions on what foods to
accept and reject thus controlling movement within the channel. This ranges from the store

manager selecting food to sell to the mother selecting foods to prepare for dinner.?

However, this idea of gatekeeping may be traced back even further to the tort doctrine of
vicarious liability. In what continues to be the most influential work on gatekeeping, R.H.
Kraakman mainstreamed Lewin’s theory and teased out its roots in vicarious liability,
showing that the liability of accountants and lawyers for their clients, and employers for
their employees, was in essence an issue of gatekeeper Iiability.9 More recently tort law has
been used to pursue gatekeepers in the online environment, as seen in the use of vicarious

or contributory liability to pursue peer-to-peer providers such as Grokster, Napster and

* P. Shoemaker, Gatekeeping (Communication Concepts) (Newbury Park, CA: Sage, 1991), p. 235. She updated
her work in Gatekeeping Theory (New York: Routledge, 2009). See also discussions in R.A. Heverly, ‘Law as
Intermediary’, Mich. St. L. Rev, (2006) 107, p. 108.

> K. Barzilai-Nahon, ‘Gatekeeping Revisited: A Critical Review’, Annual Review of Information Science and
Technology, 43 (2009) 1, pp. 4-5.

e Ibid., p. 6. For an overview of the definitions of gatekeepers employed in various fields in academic journals
between 1995-2007, see Table 10.1 of Barzilai-Nahon’s review, pp. 23-31.

K. Lewin, ‘Frontiers in Group Dynamics’, Human Relations, 1(2) (1947) 143.

® Shoemaker (1991) n. 4, pp. 5-9.

° R.H. Kraakman, ‘Gatekeepers: The Anatomy of a Third-Party Enforcement Strategy’, J. L. Econ. & Org., 2
(1986) 53. See also R.H. Kraakman, ‘Corporate Liability Strategies and the Costs of Legal Controls’, Yale L. J., 93
(1983-1985) 857.
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Pirate Bay for breach of copyright for the illegal downloading of music by third parties.™®
Vicarious liability is also at the root of the notice and takedown provisions in the Digital
Millennium Copyright Act (DMCA)™ and the Electronic Commerce Directive (E-Commerce

Directive).'?

More broadly positioned within regulatory studies,™ gatekeepers are non-state actors with
the capacity to alter the behaviour of others in circumstances where the state has limited
capacity to do same. This is what Julia Black calls decentred regulation, a shift ‘in the locus
of the activity of “regulating” from the state to other, multiple, locations, and the adoption
on the part of the state of particular strategies of regulation.”** This combination of capacity

and duty is what Kraakman refers to in his definition of gatekeeper.

Most relevant to this thesis is the public law concerns created by this shift in the location of
regulating away from the state. It can produce an accountability glut concerning
fundamental democratic values such as freedom of expression when such non-state actors
take on roles, or share roles with others, which are traditionally reserved for public actors.
As Jody Freeman observes, such gatekeepers are not agents of the state and expected to
serve the public interest, but additionally they are not subject to the norms of
professionalism and public service one normally finds imposed on such institutions.™ In
addition, they ‘remain relatively insulated from legislative, executive and judicial
oversight.”** The crux of the problem, as she sees it, applies equally to the issues raised on
the Internet:

To the extent that private actors increasingly perform traditionally public

functions unfettered by the scrutiny that normally accompanies the exercise of
public power, private participation may indeed raise accountability concerns

See AGM Records, Inc. v. Napster, Inc. 239 F 3d 1004 (9th Cir. 2001), MGM Studios v. Grokster 545 US 913,
and Sweden v. Neij et al., Stockholms Tingsratt No B 13301-06, 17 April 2009 (lost on appeal November 2010).
11998 Pub. L. No. 105-304, 112 Stat. 2860 (Oct. 28, 1998)
' Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects
of information society services, in particular electronic commerce, in the Internal Market.
®n regulatory literature it is more generally referred to as ‘decentred regulation’ referring to the ‘horizontal
decentering of the state’: B. Morgan and K. Yeung, An introduction to law and regulation: text and materials
(Cambridge University Press, 2007), p. 280. See also J. Black, ‘Decentring Regulation: Understanding the Role of
Regulation and Self-Regulation in a “Post-Regulatory” World’ (2001) 54 CLP 103.
14 .

Ibid., p. 112.
B, Freeman, ‘Private Parties, Public Functions and the New Administrative Law’, in D. Dyzenhaus (ed.),
Recrafting the Rule of Law (Oxford: Hart Publishing, 1999), pp. 331-35.
16 .

Ibid., p. 335.
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that dwarf the problem of unchecked agency discretion. In this view, private
actors do not raise a new democracy problem; they simply make the traditional
one even worse because they are considerably more unaccountable than
agencies. In addition, private actors may threaten other public law values that
are arguably as important as accountability. Their participation in governance
may undermine features of decision making that administrative law demands of
public actors, such as openness, fairness, participation, consistency, rationality
and impartiality.17

II. THE INADEQUACIES OF TRADITIONAL GATEKEEPING
ONLINE

There are two fields where the concept of gatekeeper has been most fully explored. First,
there is the role of journalists and publishing institutions as gatekeepers who select the
stories and information we consume. Second, in the financial services industry the concept
of a gatekeeper has been used to describe the monitoring role of auditors, credit ratings
agencies and investment bankers.'® Whichever area is discussed, two gatekeeping roles can

be identified:

1. the gatekeeper that controls access to information, and acts as an inhibitor by
limiting access to or restricting the scope of information; and

2. the gatekeeper that acts as ‘innovator, change agent, communication channel,

link, intermediary, helper, adapter, opinion leader, broker, and facilitator’.*®

This recognises that gatekeepers at once can have two roles — one inward-looking by
inhibiting behaviour or access, and the other outward-looking shaping behaviour or
perceptions. Recognising such dual purposes transfers well to the Internet environment,
where gatekeepers have the capacity to act both as facilitators of and impediments to

participation in democratic culture.

Traditional definitions of gatekeeper in the literature have been narrower and therefore

transfer less well to the networked environment of the internet. This is for two reasons.

Y Ibid.

¥ see s. Ben-Ishai, ‘Corporate Gatekeeper Liability in Canada’, Texas International Law Journal, 42 (2007) 443,
pp. 443-445

P Metoyer-Duran, ‘Information Gatekeepers’, Annual Review of Information Science and Technology, 28
(1993) 111, p. 118. R.H. Kraakman breaks gatekeeping roles down to three roles: the whistle-blower, bouncer
and chaperone. Whistle-blowers alert the authorities of misconduct by others, while bouncers refuse entry to
parties engaging in misconduct, and chaperones act as monitors and shapers of the behaviour of others:
Kraakman (1986) n. 9, pp. 59-66.
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First, traditional definitions tend to focus on gatekeepers’ capacity to prevent third party
misbehaviour. Second, the gated (a term introduced by Karine Barzilai-Nahon to refer to
those on whom the gatekeeping is exercised) tend to be treated in static terms with little
attention devoted to their rights.”® With regard to the first Kraakman’s traditional definition
is narrowly focused on liability imposed on gatekeepers to prevent third-party misconduct.
This is replicated in the financial services industry, where gatekeepers are mainly conceived
as John Coffee defines them: ‘an agent who acts as a reputational intermediary to assure

21 |n other words, the

investors as to the quality of the “signal” sent by the corporate issuer.
gatekeeper acts as a proxy for corporate trustworthiness, enabling investors or the market
to then rely on the corporation’s disclosure or assurances. A broader definition is used in
the media where the term has become a metaphor for the way the media make decisions
about what stories to run or discard and when, and how much attention to give to the
stories once they pass through the initial gate. Most recently, Pamela Shoemaker defined
such gatekeeping as ‘the process of culling and crafting countless bits of information into
the limited number of messages that reach people every day’.?> However, even such a
definition is targeted to the media’s role as an information publisher and the debate is

simply about the nature and extent of this gatekeeping role.

The online gatekeepers targeted here are not usually engaged in the tasks covered by
such traditional definitions. The concept of gatekeepers as builders of our social reality
resonates when examining the pivotal role certain online gatekeepers play in shaping
our online experience, such as our reliance on ISPs simply to gain access to the
Internet, or our reliance on search engines to sort through the clutter of information
online. However, there are limits to such parallels. For example, most ISPs are not in
the business of providing users with information, but rather run a business of
providing access to the Internet and possibly hosting services. While media and online

gatekeepers share a common gatekeeping role of information control, some online

20, Barzilai-Nahon, ‘Toward a Theory of Netowork Gatekeeping: A Framework for Exploring Information
Control’, JASIST, 59(9) (2008) 1493.

)c Coffee, Gatekeepers: the Role of the Professions in Corporate Governance (Oxford University Press,
2006), p. 2.

22 Shoemaker (2009) n. 4, p. 1. And see, P. Shoemaker et al., ‘Individual and Routine Forces in Gatekeeping’,
J&MC Quarterly, 78(2 (2001) 233, p. 233.
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gatekeepers come to this role by a more indirect route. ISPs are not exactly CNN or

the New York Times, but neither are they simple telecommunications carriers either.

Indeed, it is this inability to seamlessly draw comparisons between the Internet and various
other media models that has proved the major stumbling block to the development of a
coherent and cohesive gatekeeping model in this area. Early jurisprudential and legislative
debates revolved around whether to categorise intermediaries using traditional media
models of print, broadcasting and common carrier. Currently in the US, for example, under
the good Samaritan provision of the Communication Decency Act,”® section 230, any service,
system or access provider is shielded from liability for not only failing to act when aware or
notified of unlawful content, but for any steps taken to restrict access to content. Europe
has opted for a notice-and-takedown regime with the E-Commerce Directive. These
regimes have been widely criticised and it is arguable that this is, in part, because the
concept of gatekeeping has not yet been sufficiently developed for the digital

environment.?*

In addition, the static way in which the gated have been treated in traditional gatekeeping
literature fails to capture the dynamic environment of the Internet. This is because the roles
people and institutions play online changes. The technology of the Internet is generative,
allowing the gated to directly participate in the sharing of content and code.” Generativity
causes one to question the one-way approach of traditional gatekeeping theory, which see
information flow from the gatekeeper out to the gated. In a Web 2.0 world the gated are
dynamic players in creating and managing the Internet environment. This means that there
are an infinite number of possible gatekeepers and gated whose roles are fluid and
constantly changing, operating in a dynamic regulatory environment. For example, an
individual who runs a blog might be gated by the terms of service of the blog host, yet might
also act as gatekeeper for the comments section of his or her blog. At the same time the

blog might be viewed by few readers, or become so mainstream that it is read by millions.

#47US.C

> For a critical discussion of the European approach see, for example, D. Tambini et al., Codifying Cyberspace
(London: Routledge, 2008). See also discussion in J. Zittrain, ‘Internet Points of Control’, B.C. L. Rev., 44 (2002)
653.

% See J. Zittrain, The Future of the Internet and How to Stop It (Yale University Press, 2008).
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Thus far, traditional definitions of gatekeeping have been used in Internet regulation
scholarship. InJonathan Zittrain’s earlier work he identifies two kinds of gatekeepers: first,
the classic kind where gatekeepers are enlisted to regulate the conduct of third parties, and
second, technological gatekeepers, where technology is used to identify and regulate
individuals.”® His definition broadly identifies the types of business activities that move
businesses into the position of gatekeepers, describing them as ‘businesses that host, index
and carry others’ content’.?”” However, he still relies on Kraakman’s definition of
gatekeeping treating them as bodies that can prevent or identify wrongdoing by third
parties. Ronald Mann and Seth Belzley also adopt the Kraakman approach and focus purely
on whether liability should be imposed on gatekeepers, separating this notion from
responsibilities the intermediary might undertake.?® With generativity Zittrain reconceived
the notion of how information is produced, stored, processed and consumed, and the next
step is to understand what this means for our traditional conceptions of regulatory players
such as gatekeepers. It is proposed here that it is not third party misconduct that is at the
heart of democracy-shaping gatekeepers, but rather their power and control over the flow,
content and accessibility of information. How they exercise this power determines the

opportunities for participation in democratic culture online.

III. INTERNET GATEKEEPERS

This chapter differentiates between two types of gatekeepers: Internet gatekeepers, which
are those gatekeepers that control the flow of information, and lIGs, which as a result of this
control, impact participation and deliberation in democratic culture. This thread of
information control is the key to understanding online gatekeeping. For the first criteria, we
can turn to Barzilai-Nahon’s Network Gatekeeper Theory (NGT); this theory helps bring the

gatekeeping concept into the networked world.

Barzilai-Nahon was driven to develop NGT because traditional gatekeeping literature

ignored the role of the gated thus failing to recognise the dynamism of the gatekeeping

2%, Zittrain, ‘A History of Online Gatekeeping’, Harv. J.L. & Tech., 19(2) (2006) 253, pp. 255-56.

? Ibid., p. 253.

) R.J. Mann & S.R. Belzley, ‘The Promise of Internet Intermediary Liability’, W.M. & Mary L. Rev., 47 (2005)
239, pp. 265-269. And see Zittrain n. 25.
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environment. Most relevant is not only the fact that NGT was developed specifically with
the Internet in mind, but also that it moves gatekeeping from a traditional focus on
information ‘selection’, ‘processes’, ‘distribution’ and ‘intermediaries’ to ‘information

control’:

Finally, a context of information and networks makes it necessary to re-examine

the vocabulary of gatekeeping, moving from processes of selection

(Communication), information distribution and protection (Information Science),

and information intermediary (Management Science) to a more flexible

construct of information control, allowing inclusion of more types of information

handling that have occurred before and new types which occur due to

networks.?’
NGT helps identify the processes and mechanisms used for gatekeeping, and most
particularly highlights information control as the thread that ties the various online
gatekeepers together. Her theory, however, can only take us so far, because she focuses on
gatekeepers who have the power to choose to be in a gatekeeping position. This can be
seen in her definition of a network gatekeeper as ‘an entity (people, organisations, or
governments) that has the discretion to exercise gatekeeping through a gatekeeping
mechanism in networks and can choose the extent to which to exercise it contingent upon
the gated standing.”*® This theory, thus, can only be used as a starting point for this thesis
because often the gatekeepers we are concerned with here do not choose to be in that
position, and quite often might just fall into that role by happenstance because of
technology or social behaviour. For example, they might become gatekeepers as a side-
effect of top-down regulation such as the E-Commerce Directive or Data Protection
Directive.>* Or they might become gatekeepers because of the popularity of their product

or services, such as Facebook. Nevertheless, her theory is useful for articulating what

qualifies as a gatekeeping process and mechanism.

*® Barzilai-Nahon n. 20, p. 1495. See her other work on gatekeepers in ‘Gatekeepers, Virtual Communities and
the Gated: Multidimensional Tensions in Cyberspace’, Int’l . Comm. L. & Pol’y, 11(9) (2006) 1, and in particular
see ‘Gatekeeping Revisited: A Critical Review’ n. 5 and her summary of the various approaches to gatekeeping.
*% Barzilai-Nahon n. 20, p. 1497 [emphasis added]. In addition, the next aspect of her theory is salience where
she builds on the infrastructure she has just set out to understand the relationship among gatekeepers, and
between gatekeepers and gated. It helps identify the motivations of the gatekeepers. She identifies four
attributes of network gatekeepers: political power, information production, a relationship between the
gatekeeper and gated, and the availability (or lack thereof) of alternatives: ibid., p. 1498.

*! Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of
individuals with regard to the processing of personal data and on the free movement of such data.
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Under NGT, an act of gatekeeping involves a gatekeeper and gated, the movement of
information through a gate, and the use of a gatekeeping process and mechanism. A
gatekeeping process involves doing some of the following: selecting, channelling, shaping,
manipulating, and deleting information. For example, a gatekeeping process might involve
selecting which information to publish, or channelling information through a channel, or
deleting information by removing it, or shaping information into a particular form. Her
taxonomy of mechanisms for gatekeeping is particularly useful. The mechanisms include,
for example, channelling (i.e. search engines, hyperlinks), censorship (i.e. filtering, blocking,
zoning), value-added (i.e. customisation tools), infrastructure (i.e. network access), user
interaction (i.e. default homepages, hypertext links), and editorial mechanisms (i.e.
technical controls, information content). For an expansion on what these terms means see

a reproduction of Barzilai-Nahon’s chart at Appendix A2

Pursuant to NGT, therefore, online gatekeeping is the process of controlling information as
it moves through a gate, and the gatekeepers are the institutions or individuals that control
this process. However, just because someone is an online gatekeeper does not mean that
they are an lIG in the sense that human rights responsibilities should be incurred.
Traditional approaches see the gatekeeper as somehow uninvolved, or the gated as being
unaffected, at least in the sense that the focus is purely on gated misconduct rather than
gated rights as well. Human rights theory helps flesh out the facilitative aspect of how
gatekeepers work that is missing from such traditional approaches. By incorporating the
gated’s rights into the mix, a fuller picture emerges. Barzilai-Nahon focuses on this as the
role of the gated, while Andrew Murray focuses on this as ‘nodes’ in a polycentric regulatory
environment.** Add to that a human rights conception of gatekeeping emphasising the
rights of the gated to freedom of expression, and we have a better picture of the complex

environment within which we are tasked with identifying lIGs.

The human rights framework proposed here depends on the extent to which the gatekeeper
controls deliberation and participation in the forms of meaning-making in democratic

culture. As was set out in chapter one, democracy here is conceived of in semiotic terms,

%2 Barzilai-Nahon n. 20, pp. 1497-98.
> A. Murray, ‘Symbiotic Regulation’, The John Marshall Journal of Computers & Information Law, 26(2) (2009)
207, p. 210.
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meaning that the public plays an active role in creating and circulating meaning and
pleasure. Democracy has always been embodied in the practices of communication, and
freedom of expression has consistently been identified by the courts as central to
democracy. Thus when it is said here that the gated have rights and are not just the sources
of the misconduct, this shift in focus incorporates human rights as the driver of gatekeeper
responsibility. Or more specifically, it incorporates a gatekeeper’s impact on democratic
culture as the driver of its responsibility. The following sections expand on this concept and

articulate a framework for identifying IIGs.

IV. A HUMAN RIGHTS FRAMEWORK FOR INTERNET
INFORMATION GATEKEEPERS

When does a company’s responsibilities go from semi-private, where no gatekeeping
function is occurring, to something more where a gatekeeping function necessitates certain
responsibilities? When does an entity go from being a gatekeeper to an IIG? We can say
that even individuals running their own blogs act as gatekeepers. They can accept, reject or
delete comments by others. But they are not yet lIGs. It is when space for which they
intermediate becomes one that facilitates or impeded democratic discourse that the entity
is a gatekeeper for participation in democratic culture as we have envisaged it in chapter

one.

A. Internet Information Gatekeepers: Identification

Two things are required for a framework of analysis. First, we must identify what qualifies
an entity as an Internet gatekeeper. Second, we must identify what elevates such a
gatekeeper to an lIG. As shown above, for the first criteria, Barzilai-Nahon’s NGT can be
used. Once an entity has been identified as a gatekeeper through such an assessment, it

must be determined whether the gatekeeper is an IIG.
Conceptual Basis of Internet Information Gatekeepers

An 1IG is conceptually different than any other online gatekeeper, because it attracts human
rights responsibilities. Whether human rights responsibilities should be incurred and the

extent of the responsibilities depends on the extent to which the gatekeeper controls
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deliberation and participation in the forms of meaning-making in democratic culture. This
reflects the most mainstream conception of the corporate social responsibility (CSR) model,
which is that businesses are responsible for human rights within their sphere of influence.
Sphere of influence is a concept articulated in one of the leading CSR instruments, the

United Nations Global Compact:

While the concept [of sphere of influence] is not defined in detail by
international human rights standards, it will tend to include the individuals to
whom the company has a certain political, contractual, economic or geographic
proximity. Every company, both large and small, has a sphere of influence,
though obviously the larger or more strategically significant the company, the
larger the company’s sphere of influence is likely to be.**

John Ruggie, the former Special Representative to the Secretary General on issues of human
rights and transnational corporations, whose work is discussed in detail in the following
chapter, has suggested that the sphere of influence approach is problematic.35 He states
that it focuses on a limited set of rights but with expansive and imprecise responsibilities,
and proposes that instead we focus on all human rights and set out business-specific
responsibilities in this regard. To that end he suggests that we focus on the potential and
actual human rights impacted, and imposes a requirement of due diligence on companies.
His work will have a dramatic impact on the development of CSR, and signals there will likely

be a shift away from the concept of sphere of influence.

What is proposed here, unlike Ruggie’s approach, does not wholly reject the sphere of
influence notion that has emerged in CSR literature. It does not, however, fall victim to
Ruggie’s criticisms either. The reason is that while human rights are broader than
democracy-related rights, the human rights referred to in the context of this thesis,
specifically the human rights engaged on the Internet in a democratic culture, are narrow. A
broader conception of democracy engages rights such as the right to vote, and it arguably
depends on such rights as the right to life, and prohibition of torture. However, when the

term human rights is used here, and when the term IIG is used, the focus is on the right to

** Business Leaders Initiative on Human Rights, United Nations Global Compact and the Office of the High
Commissioner for Human Rights, ‘A Guide for Integrating Human Rights into Business Management I: p. 8.

>, Ruggie, ‘Protect, Respect and Remedy: A Framework for Business and Human Rights, Report of the Special
Representative of the Secretary General on the issue of human rights and transnational corporations and other
business enterprises’ (2008), at www.reports-and-materials.org/Ruggie-report-7-Apr-2008.pdf (last visited 27
July 2011), pp. 14-15. See in particular his yearly reports from 2006-2011, available at www.business-
humanrights.org/SpecialRepPortal/Home/ReportstoUNHumanRightsCouncil (last visited 27 July 2011).



http://www.reports-and-materials.org/Ruggie-report-7-Apr-2008.pdf
http://www.business-humanrights.org/SpecialRepPortal/Home/ReportstoUNHumanRightsCouncil
http://www.business-humanrights.org/SpecialRepPortal/Home/ReportstoUNHumanRightsCouncil
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freedom of expression. Thus, we start from the position of specifically engaged human
rights, and the issue is identifying the gatekeepers that impact these rights. The regulation
that results would be, as Julia Black describes it, the ‘outcome of the interactions of
networks, or alternatively “webs of influence” which operate in the absence of formal

governmental or legal sanction.”*®

An lIG is an entity, which due to the role it takes on, the type of business it does, or the
technology with which it works, or a combination of all of these, has the capacity to impact
democracy in a way traditionally reserved for public institutions. An IIG’s human rights
responsibilities increase or decrease based on the extent that its activities facilitate or
hinder democratic culture. This scale of responsibility is reflected not only in the reach of
the gatekeeper but in the infiltration of that information, process, site, or tool in democratic
culture. While at this juncture we will not identify what those responsibilities are, it is
necessary to understand that the responsibilities are a sliding scale to help identify who the
gatekeepers are. A typical figure of the public sphere uses concentric circles to illustrate
that a business’s human rights obligations are strongest to its workers where it has the most
influence, and gradually weakens as its sphere of influence decreases out to the supply

chain, marketplace, community and government. A typical figure is as follows:

Sphere of Influence

Workplace

Supply Chain

Marketplace

Community

Government

Figure 1: Sphere of Influence

*® Black n. 13, pp. 110-111.
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For the purposes here the model can be set up in exactly the opposite manner. Itis not
thought of in terms that the sphere of influence lessens as one moves to the outer circles,
but rather that as the democratic impact increase, so does ones’ responsibilities. This begs
an important question: how does one as a gatekeeper have a greater or lesser impact on
participation in democratic culture? There are two ways: 1. when the information has
democratic significance; and 2. when the communication occurs in an environment more

closely akin to a public sphere.
Characteristics of Internet Information Gatekeepers

First, one must keep in mind the broader definition of democratic culture discussed in
chapter one, which encompasses more forms of speech as furthering democracy than is
reflected in traditional human rights jurisprudence. Freedom of expression, like the
Internet’s topology, can be described as an interconnected network; a system of cultural
and political interactions, experienced at both individual and collective levels. Information
and communication technologies (ICTs) allow for participation in such interactions at a level,
speed, distance and cost previously unimagined. Thus, as we have seen in chapter one, the
democracy offered online is not restricted to the notion of deliberative democracy, but
rather is the broader notion of facilitation and participation in democratic culture, which
brings within its ambit cultural participations such as non-political expression, popular
culture and individual participation. Therefore, in assessing the impact on democratic
culture, it is not just political discussions that are heralded and protected, but any

communication which is part of meaning-making in democratic culture.

What this means for identification of 1IGs is that at the far end of the scale of clearly
protected speech would be overtly political speech. Historically political speech is given a
preferred position over other forms of expression.37 Discussing issues pertaining to the
governance of one’s community or country are considered crucial to the healthy functioning
of democracy. This can serve as a marker of the most protected form of speech for which
businesses incur the most extensive responsibilities. However, non-political speech that

furthers democratic culture is offered more protection than might have been available in a

* For a discussion of traditional speech theories, see E. Barendt, Freedom of Speech, 2" edn (Oxford University
Press, 2005), chapter one. Or, for example, Lingens v. Austria (1986) 8 EHRR 407, paras. 41-42.
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traditional conception of democracy. This can be seen with the increasing reliance by
individuals on the Internet to help them cope with major life experiences. For such users,
the Internet is not only an information resource, but provides platforms for various
communities they can visit to seek comfort and guidance from others going through similar
experiences. For example, online communities have become an increasingly important
resource for cancer patients.38 The operators of such message boards, therefore, exercise
significant power to exclude members and censor content. Under a traditional conception
of freedom of expression, such content might be accorded less weight, yet through the lens
of democratic culture such content is found to be more significant and its gatekeepersin a

greater position of responsibility as a result.

Second, it must be remembered that the notion of the public sphere discussed here is
necessarily relaxed, as shown in chapter one. The Internet has multiple spaces, some
private, some public, with opportunities to participate in forms that mimic the real world,
and at other times, with opportunities to participate in new forms of communication. As we
have seen, most, if not all, of these spaces would fail Jirgen Habermas’ utopian model of
the public sphere, but they empower participation in democratic life creating a form of self-
determination from below. Oren Bracha and Frank Pasquale talk about it in terms of the

Internet’s structure. They say:

[The web’s] structure results in a bottom-up filtration system. At the lowest
level, a large number of speakers receive relatively broad exposure within local
communities likely composed of individuals with high-intensity interest or
expertise. Speakers who gain salience at the lower levels may gradually gain
recognition in higher-order clusters and eventually reach general visibility.39

While this focuses on speakers, we can think of this also in terms of those who receive
information. The “speaker” might be a blogger. In a Web 2.0 world, the blogger writes in an
interactive environment. It is not a one-way communication where the writer is separate
from the gatekeeper and/or the information is received by a static gated. Rather there are

multiple channels of communication. The writer writes, readers comment, information is

*®seeS. Orgad, ‘The cultural dimensions of online communication: a study of breast cancer patients’ internet
spaces’, New Media & Society, 8(6) (2006) 87.

* 0. Bracha and F. Pasquale, ‘Federal Search Commission? Access, Fairness and Accountability in the Law of
Search’, Cornell L. R., 93 (2008), 1149, p. 1159.



58

hyperlinked, and eventually a blog might become so well known that the conversation

becomes relevant to democratic culture and the entity becomes a gatekeeper.

Such gatekeepers support or constrain the public sphere through the various ways they
control the information that is communicated in online spaces. In a participative democracy,
this is information that is of democratic significance, being content going closer to the core
protected by freedom of expression discussed above, which by reason of (1) reach or (2) its
structure, can be described as a modern public sphere. This structure, to adopt part of
James Bohman’s approach, has two dimensions.*° First, visitors can express their views and
others can respond. Second, the space is inclusive in that the communication is to an
indefinite audience. Bohman adds that the interaction is in an environment of free and
equal respect, but this is perhaps rather a duty of the gatekeeper to facilitate, instead of
being a quality of the structure itself. If required it would mean that someone was not a
gatekeeper as long as the interaction was disrespectful and unequal. For example, a blog
might not be interactive as comments are not permitted, and therefore only engages issues
as to the right of the gated to seek and receive information, but because of its reach to

many readers takes on democratic significance elevating the blogger to the level of lIG.

We can imagine a figure beginning to emerge as follows:

Pemoeraide [mpeet

Figure 2 Internet Information Gatekeepers Model — Democratic Impact

“° ). Bohman, ‘Expanding Dialogue: The Internet, Public Sphere, and Transnational Democracy’ in P.M. Shane
(ed.), Democracy Online: The Prospects for Political Renewal Through the Internet (New York: Routledge,
2004), p. 49.
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B. Internet Information Gatekeepers: A Framework

We must then identify what the different levels are in the model. Barzilai-Nahon’s
functional approach to gatekeepers is very useful and is partially used to flesh out the
model.*! The analysis of the democratic impact of gatekeepers is structured as a sliding scale
from macro-gatekeepers down to micro-gatekeepers or vice versa. The figure for such an

analysis is as follows:

Macro-

Authority Gatekeeper

/ Gatekeeper

Micro-

Gatekeeper

Demeeratie lmpact

Figure 3 Internet Information Gatekeepers Model: Webs of Influence

At the top-level we have macro-gatekeepers, something various authors seem to recognise
using terms such as ‘chokepoint’ or ‘bottleneck’. Barzilai-Nahon refers to them as ‘eternal’
gatekeepers.42 Bracha and Pasquale implicitly recognise these macro-gatekeepers when in
discussing the same theory of democratic culture used here they comment, ‘though
speakers in the digital network environment can occasionally “route around” traditional
media intermediaries, the giant intermediaries are likely to maintain significantly superior

salience and exposure, both on and off the Internet.’*

It is when they are a certain size,
influence, or straddle several types of gatekeepers and have strong information controls,
they are macro-gatekeepers. These macro-gatekeepers are not categorised on their own in

any other models.

*! Barzilai-Nahon’s functional approach to gatekeepers has infrastructure providers at one level, such as ISPs,
authority sites at the next level, such as search providers, and administrators at the lower level such as content
moderators and network administrators: n. 20, p. 1499.

* Ibid., p. 1506.

* Bracha and Pasquale n. 40, p. 1160.
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They are distinguished from the other levels because users must inevitably pass through
them to use the Internet and thus engage all aspects of the right to freedom of expression.
This can be literal as in the case of our reliance on ISPs for access to the Internet, or
figurative, as in the case of search engines on which we depend to organise the information
on the Internet. Such bodies incur the strongest human rights obligations. In contrast,
portals were once macro-gatekeepers, but have since been downgraded to the next level of
authority gatekeepers, because while central to a user’s Internet experience, they are no
longer inevitable to it. A more recent macro-gatekeeper is mobile network providers. As
mobile users increasingly move to smart phones, with pc-like capabilities, mobile network
providers become one of the key gatekeepers setting the terms of access to and use of the

Internet.

At the next level is what Barzilai-Nahon calls authority sites, sites which are high traffic, and
control traffic and information flow. They are, for example, portals and high traffic sites
such as Wikipedia. They too impact all aspects of the rights of freedom of expression. They
are identified separately from other websites and macro-gatekeepers because they play a
significant role in democratic culture, both in reach and in impact on culture, but their use is
not an inevitable aspect of using the Internet. Some of them started out in small capacities
with no obligations and then meteorically shot to the level of authority gatekeeper

attracting human rights obligations, such as Facebook.

At the base level are micro-gatekeepers, which are not well known sources of information
or discussion. They do not necessarily engage all aspects of the rights of freedom of
expression. A website might engage the right to seek/receive information because it is a
source of one-way communication of information to the masses, but not the right to speak,
because visitors are unable to leave comments or engage in any interactive discourse.** The
smaller the reach the less the right is engaged. In addition, the less the site is of significance
to democratic culture, the less of a gatekeeping obligation is incurred. In Barzilai-Nahon
terms, these are administrator sites such as application and content moderators, and
network administrators. They can be designated gatekeepers or take the role of
administrator. At its most basic level, there are no gatekeeping obligations that it does not

impose on itself or develop in the community. This is where there is the most fuzziness and

* This leaves aside the argument that one may have a ‘right’ to comment on such sites.
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the categorisation of a website depends on its function, and in a dynamic environment this
can change. If one worries that, say, a particular discussion might elevate a message
board’s impact on democratic culture thus instantly and temporarily inviting obligations,
this would not be the case. In such a situation, it is surely up to the site to decide how to be
governed. Something more sustained would be needed to move up a level from a micro-

gatekeeper to a middle-level gatekeeper, or from a simple gatekeeper to an IIG.

In order for a gatekeeper to qualify as a micro-gatekeeper, the content of the site must
pertain to democratic culture and the space must have attributes of a public sphere in
either reach or structure. For example, this author’s family blog would not qualify as a
micro-11G, although gatekeeping is exercised, as the information is not of democratic
significance, it is read by few people, and it is not structured as an interactive space.

However, this author’s work blog, www.laidlaw.eu, has the potential to be an IIG, although

is not one yet, as the information has democratic significance, is read by more people and is
structured to allow user comments, although such comments require approval to be posted.

A greyer example is a website such as www.dooce.com, which started out as a personal

blog, but over time attracted a large audience, which in turn attracted advertisements and
revenue for the author. A clearer example of an IIG is Huffington Post. Some reader
contributions have broken important stories that have been subsequently picked up by
mainstream media. A website such as Huffington Post is arguably of such democratic and
discursive significance, and with such great reach, that it has moved up a level from a micro-

IIG to be an authority gatekeeper.

A figure exemplifying various gatekeepers is as follows:


http://www.laidlaw.eu/
http://www.dooce.com/
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Figure 4 Internet Information Gatekeepers Model: Webs of Influence

Such a model helps pinpoint the gatekeepers along the scale of responsibility to tackle
certain issues such as Internet filtering. In the United Kingdom, for example, a body such as
the Internet Watch Foundation (IWF), the industry’s self-regulatory body for addressing
unlawful content, would be a macro-gatekeeper. This is because the content a UK user
accesses is inevitably moderated to a degree by the IWF. The IWF will be the focus of the
case study in chapter four. The IWF sends its members a blacklist of child sexual abuse
images to be filtered, but the body also makes use of the notice-and-takedown regime to
issue notices for the removal of criminally obscene content hosted in the UK. The members
themselves are a mix of macro-gatekeepers, such as ISPs and search engines, and authority-
gatekeepers, such as Facebook and the BBC.* Such gatekeepers have greater impact on
democratic culture and thus invite greater scrutiny as to their responsibilities. Using this
model to identify the gatekeepers for filtering has an additional benefit. It reveals that the
dynamics are happening largely at the outer-reaches of the model, where there is the most
democratic impact, inviting greater scrutiny of the regulatory arrangement between these

various gatekeepers.

* See the IWF’s website, http://www.iwf.org.uk, for further information. For critical analysis of the role and
remit of the IWF, see for example, J. Petley, ‘Web of Control’, Index on Censorship, 38(1) (2009) 78, and T.
Mclintyre and C. Scott, ‘Internet Filtering: Rhetoric, Legitimacy, Accountability and Responsibility’ in R.
Brownsword and K. Yeung (eds.), Regulating Technologies: Legal Future, Regulatory Frames and Technological
Fixes (Oxford: Hart Publishing, 2008).
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A contrasting dynamic involves users, bloggers and blog providers. A blog provider such as
Google’s Blogger service has Terms of Service that the blog owner is gated by, which can
include sweeping powers to, amongst other things, delete the blog. Blogger represents the
type of gatekeeper that on its own would be an authority gatekeeper, but under the
umbrella of Google and the breadth of services it offers, is arguably a macro-gatekeeper.
The blog writer has the power to create and select its content, whether to allow comments,
and whether to delete them. For example, as a result of complaints under the DMCA of
copyright infringement, Google deleted a series of popular music blogs. Some of the
bloggers disputed the copyright infringement claims, arguing that they had been asked to
post the music by either the promotional company, record label or the artist.”® The purpose
of this example is not to analyse the issues it raises concerning copyright or the DMCA.
Rather, this incident serves to highlight the value of the human rights driven framework that
is being argued for here. It also illustrates the layers of gatekeeping which simultaneously
operate in the Internet environment. By shifting the perspective to the gated’s rights, the
guestion becomes the significance of the blogs to democratic culture. One of the blogs
might be a place, whether due to numbers or its structure, which elevates it to micro-
gatekeeper and occasionally to the authority gatekeeper level. Thus users might have a
stronger right to the content of the blog, and the blogger a stronger right against the blog
provider to run his or her blog. In turn, the blog provider might have greater human rights
responsibilities and deletion of the blog require greater regulatory scrutiny. Shifting the

perspective gives a fuller account of the concerns raised by Google’s deletion of the blogs.

*® For news articles on the incident see S. Michaels, ‘Google shuts down music blogs without warning’ (11
February 2010), at www.guardian.co.uk/music/2010/feb/11/google-deletes-music-blogs (last visited 27 July
2011), C. Metz, ‘Google’s “Musicblogocide” — blame the DMCA’ (11 February 2010), at
www.theregister.co.uk/2010/02/11/google musicblogocide 2010/ (last visited 27 July 2011). Google had
changed its policy with regard to bloggers in 2009. See Google’s blog post in this regard, ‘Let the Music Play’
(26 August 2009), at http://buzz.blogger.com/2009/08/let-music-play.html (last visited 27 July 2011). See also
Google’s response to the incident, ‘A quick note about music blog removals’ (10 February 2010),
http://buzz.blogger.com/2010/02/quick-note-about-music-blog-removals.html (last visited 27 July 2011). The
DMCA takedown letters are archived at Chilling Effects, http://www.chillingeffects.org (last visited 27 July
2011). For the Blogger Terms of Service see http://www.blogger.com/terms.g (last visited 27 July 2011).



http://www.guardian.co.uk/music/2010/feb/11/google-deletes-music-blogs
http://www.theregister.co.uk/2010/02/11/google_musicblogocide_2010/
http://buzz.blogger.com/2009/08/let-music-play.html
http://buzz.blogger.com/2010/02/quick-note-about-music-blog-removals.html
http://www.chillingeffects.org/
http://www.blogger.com/terms.g
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V. CONCLUSION

The above framework targets a particular type of gatekeeper termed 11Gs, which as a result
of their control over the flow of information, facilitate or hinder deliberation and
participation in democratic culture. Whether a gatekeeper has this impact, and the extent
of it is determined by the gatekeeper’s web of influence, where a gatekeeper with less
impact on democratic culture incurs less responsibility or may not be an IIG at all, sliding up
the scale to a gatekeeper that has a significant impact on democratic culture and incurs
more responsibility. Where a gatekeeper fits on this range, as either a macro-gatekeeper,
authority gatekeeper, or micro-gatekeeper, is determined by the extent to which (1) the
information has democratic significance; and (2) the reach or structure of the
communicative space. While a simpler model might clearly delineate what qualifies as a
gatekeeper from what does not, such a simple, categorical model would artificially hive off
certain entities from the gatekeeper label. This artificiality cannot work when taking a
human rights approach to gatekeeping as the human rights impact crosses categories. The
consistency here is in the method for assessing gatekeeper qualities, which then provides

guidance on the scale of human rights responsibilities it attracts.

Now that we have identified the gatekeepers that are the primary subject of this thesis, we
can proceed with an investigation of CSR and the way CSR frameworks have been used to
govern the activities of 11Gs in terms of their human rights impact. Ultimately the question is
whether such frameworks are sufficient for the goal of the facilitating the Internet as a force
within democratic culture. The following chapter will examine the concept of CSR and how it
is being used in the human rights and Internet governance fields, orienting the reader to its
strengths and weaknesses. This will frame the enquiry in the case studies in chapters four
and five concerning how such CSR frameworks have fared for two particular macro-

gatekeepers, ISPs and search engines.
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CHAPTER 3

CORPORATE SOCIAL RESPONSIBILITY
IN CYBERSPACE

In the 2011 Arab uprising the Egyptian Government ordered Vodafone to turn off mobile
telephone networks. What should it have done? Resist the Government order?
Immediately cease work in Egypt? Comply? In the end Vodafone did comply, as well as allow
pro-government text messages to be sent using its networks. Would a corporate
governance framework have helped Vodafone navigate such issues as these? It was one of
the key drafters of the Global Network Initiative (GNI), one of the leading corporate social
responsibility (CSR) frameworks for technology companies concerning issues of human
rights (discussed further below). Yet, Vodafone pulled out at the last minute. The question

is, would being a member of the GNI have saved it or at least guided it on what to do?!

Similarly, at the height of the Wikileaks Saga in December 2010 surrounding the release of
various confidential documents, most notably the diplomatic cables, Amazon decided to cut
off hosting of a key Wikileaks site.? This raises a slightly different question to the Vodafone
one. While there was most certainly pressure from government, there was no government
order that we know of compelling Amazon to shut down the site. The question concerns
what Amazon was entitled to do. Is a private company free to decide the types of speech it
supports, or is there a right of access to certain forums and platforms of communication

even if privately owned? Who should decide such matters?

! The Global Network Initiative, at www.globalnetworkinitiative.org/ (last visited 27 July 2011). For interesting
ideas on what Vodafone should have done, see the commentaries of the Institute of Business and Human
Rights S. Tripathi: ‘How should Internet and Phone Companies respond in Egypt?’ (4 February 2011, at
www.ihrb.org/commentary/staff/internet_providers_in_egypt.html (last visited 27 July 2011), and ‘How
Businesses have responded in Egypt’ (7 February 2011), at

www.ihrb.org/commentary/staff/how_businesses _have responded in_egypt.html (last visited 27 July 2011).
? E. MacAskill, ‘Wikileaks website pulled by Amazon after US political pressure’, at
www.guardian.co.uk/media/2010/dec/01/wikileaks-website-cables-servers-amazon (last visited 27 July 2011).



http://www.globalnetworkinitiative.org/
http://www.ihrb.org/commentary/staff/internet_providers_in_egypt.html
http://www.ihrb.org/commentary/staff/how_businesses_have_responded_in_egypt.html
http://www.guardian.co.uk/media/2010/dec/01/wikileaks-website-cables-servers-amazon
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While the focus of this thesis is on the activities of these gatekeepers in the United
Kingdom, these incidents help frame the issues for discussion. All of these questions are
rooted in three fields of study: CSR, regulation (more broadly law), and human rights. All
three fields of study ask questions about where the law ends and social responsibility
begins, and it is in this perilous land of in-between that Internet gatekeepers operate. The
guestion underlying this chapter, and indeed this thesis, is whether CSR has the capacity to
be the structural regime for governance of digital human rights. In order to delve into this
issue, the concept of CSR and how it relates to human rights and the law must be examined.
What is revealed is a lacuna in governance concerning 11Gs, where human rights laws,
regulation and current CSR regimes do not quite apply to what they are doing, even though
[IGs are at the centre of the Internet’s democratising force. The promise of CSR, it will be
shown in this chapter, is as a bridge between the extra-legal dimensions of human rights

and rule-making nature of the law.

As a term CSR is mired in conceptual disagreements plaguing its development as an
academic field. This led the editors of The Oxford Handbook of Corporate Social
Responsibility to comment, ‘[it] has become a major area of research despite a degree of
ambiguity and disagreement that might ordinarily be expected to lead to its demise’.?
Researchers have not agreed on a common definition of the term, nor whether a company
should even have social responsibilities, much less what the core principles of such
responsibilities should be.* For example, a study by the Ashridge Business School identified
147 species of CSR.> This contentiousness concerning how to define CSR even played out
online when contributors to Wikipedia, both supportive and critical of CSR, tried to define it.

Unable to achieve any consensus, the phrase was eventually flagged for its neutrality.6

Through the years it can be seen appearing under the terms social responsibility, business
ethics, stakeholder theory, sustainability, corporate citizenship, corporate social
responsiveness, corporate social performance, and so on. Yet, despite its vagueness CSR is

emerging as its own academic field and this can be attributed, at least in part, to the

* A. Crane et al. (eds.), The Oxford Handbook of Corporate Social Responsibility (Oxford University Press, 2008),
p. 4.

* Ibid.

> Discussed in M. Blowfield and A. Murray, Corporate Responsibility: a critical introduction (Oxford University
Press, 2008), p. 15.

®Cranen. 3,p.5.



67

following. As Ronen Shamir comments ‘corporate global rule is already here.”” Consider the
following statistics. Multinational companies account for two-thirds of the world’s trade in
goods and services and 51 per cent of the world’s top one-hundred world economies. 27.5
per cent of the world’s gross domestic product is generated by two hundred corporations,
and their combined annual revenue is greater than the 182 states which make up 80 per

cent of the population.?

It is not only their economic power that is significant. Companies are increasingly state-like,
often influencing the development of laws, as seen in their lobbying efforts to strengthen
intellectual property protections of businesses in the development of TRIPS (trade-related
aspects of intellectual property rights).” Yet, there are minimal international regulatory
structures in place to articulate any corresponding duties on companies for such issues as

human rights.’® A chasm has developed:

There is a growing recognition among scholars and activists alike of the widening
gap between the transnational character of corporate activity and the
availability of transnational regulatory structures that may be effectively used to
monitor, assess, and restrain corporations irrespective of any specific territory in
which they may happen to operate at a given moment.™!

It is in this grey area where CSR (however it is defined) operates, not just as a public

. e . . . 12
relations tool but as a facilitative force for socially responsible governance.

With this background, it is evident that a single chapter on CSR is hard-pressed to give
a thorough accounting of what CSR is. The examination that follows, however, is

narrowed by the purpose of the thesis being the examination of the viability of CSR as

’R. Shamir, ‘Corporate social responsibility: a case of hegemony and counter-hegemony’ in B. De Sousa Santos
and C.A. Rodriguez-Garavito (eds.), Law and Globalization from Below: Towards a Cosmopolitan Legality
(Cambridge University Press, 2005), p. 92.

® Ibid. For more such statistics see www.corpwatch.org (last visited 13 October 2011), in particular S.
Anderson et al., ‘Top 200: The Rise of Corporate Global Power’ (4 December 2000), at
http://corpwatch.org/article.php?id=377 (last visited 13 October 2011).

° See www.wto.org/english/tratop_e/trips_e/trips_e.htm (last visited 27 July 2011).

1% Shamir n 7, pp. 95-96.

" 1bid. John Ruggie’s work will be discussed extensively below, but note here his comment that the result of
this governance gap is a ‘permissive environment for wrongful acts by companies of all kinds without adequate
sanctioning or reparation’: J. Ruggie, ‘Protect, Respect and Remedy: A Framework for Business and Human
Rights, Report of the Special Representative of the Secretary General on the issue of human rights and
transnational corporations and other business enterprises’ (2008), at www.reports-and-materials.org/Ruggie-
report-7-Apr-2008.pdf (last visited 27 July 2011), p. 3.

12 Shamir n. 7, p. 95.



http://www.corpwatch.org/
http://corpwatch.org/article.php?id=377
http://www.wto.org/english/tratop_e/trips_e/trips_e.htm
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a framework through which the human rights obligations of Internet Information
Gatekeepers (1IGs) can be embedded into their practices. There is no need for this
chapter, or indeed this thesis, to seek to resolve the varying theories and approaches
to CSR (and indeed whether CSR should be a theory or simply a management
practice). Rather, CSR as a concept will be harnessed here to show the regulatory
environment within which the business and society relationship has developed, and its
focus will be tailored to its use for the promotion and protection of freedom of
expression. Itis further tailored by the focus on the ICT sector in developed countries.
Under this umbrella, the various conceptions of CSR can operate — voluntary and
binding, indirect and direct. It is the effectiveness of these various CSR initiatives as
regulatory settlements for the promotion and protection of human rights that is of

interest here.

Thus, in order to manage the vagueness and expansiveness of the CSR subject matter, this
chapter will be approached as follows. It will examine what CSR is as a concept, discussing
its” historical development and the criticisms of its use as a governance tool. Having
established how the term CSR is used in this thesis, the chapter will then examine two
conceptual problems for the analysis of 11Gs: the relationship between CSR and the law, and
CSR and human rights. The chapter will conclude by identifying Article 10(2) of the
European Convention on Human Rights (ECHR)"® as the appropriate standard against which
to assess CSR frameworks, which forms the methodology of the case studies in chapters

four and five.

I. THE CONCEPT OF CSR

In order to understand CSR as a concept, we must understand the historical context of the
relationship between businesses and society, because this gives a sense of the public’s
changing expectations of businesses concerning their responsibilities. For example, while a
modern understanding of corporate responsibilities tends to focus on the paramountcy of

responsibilities to shareholders, this was not always so. Indeed, early American enterprises

B European Convention for the Protection of Human Rights and Fundamental Freedoms 1950.
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were subject to democratic control. The state controlled the issuance of corporate charters,
which set out certain public interest obligations, which if a company failed to fulfil, would
result in the withdrawal by the state of the charter to operate.14 An examination of the
historical context also helps us understand the regulatory framework within which
businesses operate. As the reader will recall, businesses are affected by various regulatory
modalities, not just the law, but also norms, markets and architecture.” The law, on its

own, is not necessarily the most effective way to protect digital human rights.

A. Where CSR came from

The evolution of the relationship between businesses and society can be classified in four
eras: the Industrial Revolution, the Great Depression, post-World War Il, and globalisation.16
The industrial revolution of the 18" and 19" centuries was an era of major changes in
agriculture, manufacturing, mining and transport. With the rise of the factory system came
concerns regarding child and female labour, pollution, poverty and other social problems.17
This caused civil unrest giving way to the industrial welfare movement, which sought to
prevent labour abuses by improving safety and health conditions of work places, employee
wages and hours, and the like.'® It was also a time of loosened regulatory oversight.” In

the United States, the right of states to revoke charters was curtailed, and corporations

" J. Richter, Holding Corporations Accountable: Corporate Conduct, International Codes, and Citizen Action
(London: Zed Books Ltd., 2001), p. 6.

r Alternatively as A. Murray and C. Scott frame it hierarchy, community, competition and design: ‘Regulating
New Media’, MLR, 65 (2002) 491.

* There are many different ways to categorise these phases, although the descriptions of the time seem to be
consistent. | have created four, although in Blowfield and Murray n. 5, the authors only talk about 3, merging
the time between the wars and after WWII. Also, generalisations are made here about the social, legal and
political history of varying countries. The focus is mostly on the US and the UK, and even there we find quite
divergent histories but this is only intended to offer broad brush strokes of the state of the business-society
relationship at the time, and there is enough commonality during these eras to do this. The discussion draws
extensively from the often cited work of Archie Carroll, who has examined extensively the history and theory
of the concept of CSR, most recently in Crane n. 3.

Y A.B. Carroll, ‘A History of Corporate Social Responsibility: Concepts and Practices’ in Crane n. 3, pp. 20-21

2 Ibid., p. 21 It was not just technological innovation that characterised the period of the Industrial Revolution
relevant to businesses and society. It was also a time of institutional innovation, such as the debut of the
limited liability company: Blowfield and Murray n. 5, p. 45.

 Richter n. 14, p. 6-7.
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were granted the equivalent status of citizens, including constitutional rights of free

speech.”

The fulfilment of the responsibility by the community at this time largely took the form of
philanthropy, with business executives such as Cornelius Vanderbilt and John D. Rockefeller
regularly, and quite publicly, making contributions to various charities. While this practice
of philanthropy was not new to society,?* it was frowned on by the public, who thought
these businessmen were effectively ‘giving away stockholders’ assets without their

approval.’*

In this pre-Great Depression period, companies exercised great economic
power concentrated in the hands of few, which created an environment ripe for corruption
and irresponsibility. Although the scars of World War | led people to rethink the social order
and found bodies such as the International Labour Organization which were aimed at
promoting social justice, this ‘new capitalism’ failed to take off: the period was in reality a

time of deference to market control.?

The second era started with the Great Depression. Robert Hay and Ed Gray characterise it
as the ‘trusteeship management’ phase, where corporate managers were held responsible
to not only shareholders but also customers, employees and the community.?* In this era
companies increasingly began to be seen as having social responsibilities akin to
governments. In the UK, it was a period of nationalisation of major industries such as coal,
railway, power, and gas, reflecting a belief that the public good was best protected by state

control of businesses.?

However it is the period after World War I, starting in the 1950s where we see modern CSR
beginning to take shape.?® This third era, often referred to as the era of ‘social
responsibility’, was a time of awareness raising and issue spotting, where the role of

businesses in society began to receive attention on issues such as the environment, race and

20 Ibid., p. 6-7. Other countries did not view corporations as citizens, but rather treated them as artificial legal
personalities, so they could sue, hold property be held liable and enter transactions: ibid., p. 7.

* One can see this practice traces back to patrons of the arts for churches, sculptures, and endowments to
universities: Carroll n. 17, p. 21.

% Ibid., pp. 23-24.

% Blowfield and Murray n. 5, pp. 46-47.

% carroll n. 17, p. 23.

> Blowfield and Murray n. 5, p. 48.

?® carroll n. 17, p. 25.



71

poverty, and the main work involved trying to simply define what CSR is.?’ In the 1980s the
subject matter splintered as researchers tried to recast CSR in other theories or models,
such as stakeholder theory and business ethics, the latter growing as the public learned of
scandals such as the infant-formula boycotts,?® and the controversy of companies doing
business in South Africa.?® In the 1990s environmental concerns came to the forefront once

again, and the role of a company as a ‘corporate citizen’ began to gain traction.®

The fourth era, which overlaps with the latter part of the third era, is the current era of
globalisation. Experts debate how to define the term, but it generally refers to the view that
economic growth can be achieved ‘by creating a global market built on free trade.”' The
privatisation movement in the 1980s in the UK and US under Margaret Thatcher and Ronald
Reagan, respectively, and the establishment of World Trade Organization (WTQ) in 1995,
helped pave the way for globalisation.*® In the context of CSR, this era raises issues
concerning the responsibilities of transnational corporations (TNCs), an issue particularly

relevant to this thesis; most macro-lIGs, such as Google are Apple, are TNCs.

7|t moved the subject matter away from a focus on CSR as a form of philanthropy and onto how businesses
manage their social impact. The idea of CSR as a management practice was popular in the 1970s, where issues
came to the public forefront such as hiring of minorities, the environment, civil rights, and contributions to arts
and education, truth in advertising and product defects: ibid., p. 33.

%8 The infant formula scandal occurred in the 1970s, when Nestle was boycotted for its marketing of formula in
developing countries. The advertisements pushed formula as being better for babies than breast milk.
However, in these economically starved areas many did not have access to clean water and sanitation
equipment, all of which was needed to use formula, and due to the high cost of formula many diluted the mix.
Many babies are argued to have become sick and died as a result.

? carroll n. 17, p. 36. In the 1980s concepts of corporate social responsiveness and corporate social

performance were introduced, where less emphasis was placed on the philosophical meaning of CSR, and
more on how an organization can act responsibly: Blowfield and Murray n. 5, p. 12.

%0 Corporate citizenship refers to ‘the role of business as a citizen in global society and its function in delivering
the citizenship rights of individuals.” With the focus on the environment, terms such as ‘corporate
sustainability’ were also used: ibid.

1 1bid., p. 72. See R. McCorquodale and R. Fairbrother, ‘Globalization and Human Rights’, Hum. Rts. Q., 21(3))
(1999) 735, noting it is a contested term: p. 736. In particular see discussion section VI on the intersection of
globalization and human rights in the communications industry. See also K. Webb (ed.), Voluntary Codes:
Private Governance, the Public Interest and Innovation (Carleton Research Unit for Innovation, Science and
Environment, 2004). Webb defines it as: ‘a complex process of interdependency or convergence resulting from
dramatically increasing levels of exchange in goods, information, services and capital’: K. Webb,
‘Understanding the Voluntary Codes Phenomenon’ in ibid., p. 8.

32 Under Margaret Thatcher in the United Kingdom and Ronald Reagan in the United States, a set of policies
known as the Washington Consensus were enacted, which promoted global free trade: Webb ibid., p. 8. See
also Richter note 14, p. 12.
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The price of globalisation, however, is regulatory oversight. In fact, the current international
regulatory environment resulting from globalisation is notable mostly for its lack of
regulation or oversight.33 The call for regulation of TNCs has been renewed, and this is
where CSR and globalisation are intertwined. Many CSR initiatives are spurred on by
concerns that arise from globalisation and relate to standards for health and safety, human
rights and the environment, such as the Rio Earth Summit concerning the environment, the
United Nations Global Compact and the Organisation for Economic Co-operation and
Development (OECD) guidelines for multinational enterprises.®® In the context of
Information and Communication Technology (ICT) companies, CSR frameworks such as the
Electronic Industry Code of Conduct (EICC) and the GNI have gained prominence in recent
years, with the former focusing on such issues as labour, health and safety, and the
environment, and the latter on issues of freedom of expression and privacy.35 The GNI, in

particular, will be discussed in more detail below.

Having contextualised the story of CSR with this very brief history of the relationship
between business and society, a modern accounting of CSR as a concept is needed. This will

frame how the concept will be used to assess the sufficiency of 1IGs governance structures.

B. What CSR Is

As we have seen with the above history, the story of the relationship between business and
society has not only been contentious, but far-reaching in its impact. CSR has been used to
describe a variety of responsibilities from charitable to legal, in a variety of fields from the
environment, to labour and to financial services. Various theories and definitions of CSR
have developed, all with inevitably different views on what CSR is depending on the field of
research informing the perspective. As Dow Votaw states, ‘corporate social responsibility

means something, but not always the same thing to everybody.”*® A universal definition is

* Ibid., p. 8.

** Ibid., pp. 13-14; Blowfield and Murray note 5, p. 88.

** See www.eicc.info/ and www.globalnetworkinitiative.org/ (last visited 27 July 2011).

*® D. Votaw, ‘Genius Became Rare: A Comment on the Doctrine of Social Responsibility Pt 1/, Calif. Manage.
Rev., 15(2) (1972) 25, p. 25. The full quote is worth replicating here: ‘Corporate social responsibility (CSR)
means something, but not always the same thing to everybody. To some it conveys the idea of legal
responsibility or liability; to others, it means social responsible behaviour in the ethical sense; to still others,
the meaning transmitted is that of ‘responsible for’ in a causal mode; many simply equate it with a charitable
contribution; some take it to mean socially conscious; many of those who embrace it most fervently see it as a
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unfeasible, and for our purposes, unnecessary. Here we are concerned with CSR in its legal
and human rights context. This gives structure to what is otherwise a relatively loose
concept. We draw on human rights for the theoretical framework of a company’s
responsibilities and look at the law to understand the ways that CSR responsibilities are

different from or overlap with legal obligations.

In regulatory theory, CSR can be described as a term for the tangled web of networks that
govern businesses. Yet, unlike the tendency of regulation to focus mostly on regulation by
state agencies or the various forms of self-regulation, CSR is outward looking, having both a
legal and social aspect to its responsibilities: ‘[p]erhaps the crux of the matter is ultimately
there is no such thing as corporate social responsibility, but rather a social dimension
inherent in all company’s responsibilities, just as there is an economic dimension to
exercising of all its responsibilities.”*” Viewing modern CSR trough this conceptual lens
involves recognising the artificiality of the division before the 1950s, as we saw above,
between the role of government in protecting social cohesion and the like, and the role of
business to create wealth. In seeking responsibility*® and not just accountability for
minimum standards, it is engaging with a more reflective and self-conscious form of self-

governance.*

To be certain the search for a universal definition of CSR seems to be the holy grail of CSR

research.”® This is because, as Adaeze Okoye notes, the lack an accepted definition has

mere synonym for legitimacy in the context of belonging or being proper or valid; a few see a sort of fiduciary
duty imposing higher standards of behaviour on businessmen than on citizens at large.’

%7 J.M. Lozano et al., Governments and Corporate Social Responsibility: Public Policies beyond Regulation and
Voluntary Compliance (Basingstoke: Palgrave Macmillan, 2008), p. 15.

* The meaning of ‘responsibility’ in CSR has been researched extensively. For example, A. Voilescu sees the
concept of CSR as raising a ‘more fundamental normative question related to the nature of responsibility
itself’: A. Voilescu, ‘Changing paradigms of corporate criminal responsibility: lessons for corporate social
responsibility’ in D. McBarnet et al. (eds.), The New Corporate Accountability: Corporate Social Responsibility
and the Law (Cambridge University Press, 2007), p. 399. Tom Campbell frames the word ‘social’ in CSR as
having three possible meanings: obligations owed to society, a contrast between social and legal, and a
question of the content of the obligations to stakeholders rather than shareholders: T. Campbell, ‘The
normative grounding of corporate social responsibility: a human rights approach’, in McBarnet ibid., p. 534.
Most important for our purposes later on, responsibility carries a certain meaning in terms of business and
human rights through the work of John Ruggie, the former Special Representative of the United Nations
Secretary General on business and human rights.

* C. Parker, ‘Meta-regulation: legal accountability for corporate social responsibility’, in McBarnet ibid., p. 213.
* There are compelling theories of CSR, notably the theory of A. G. Scherer and G. Palazzo that CSR should be
viewed from a Habermasian perspective where corporations are not just subject to rules but are part of the
democratic process of rule setting: ‘Toward a Political Conception of Corporate Social Responsibility: Business
and Society Seen from a Habermasian Perspective’, Academy of Management Review, 32(4) (2007) 1096.
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been linked to a lack of agreement on the normative underpinnings of CSR.*! The issue, to
put it simply, is: what exactly is CSR rooted in? Okoye persuasively argues that a definition
of CSR is subject to never ending disputes concerning its meaning and that therefore a single
definition is unattainable.*” Rather, what is needed is what she calls a common reference
point. This ‘sets out the parameters of the debate and identifies the common basis that

' The common reference

indicates that all such arguments relate to the same concept.
point for CSR, she argues, is the relationship between business and society.** This approach
finds company with other authors, such as Michael Blowfield and Alan Murray, who
approach it this way stating that treating CSR as an umbrella term ‘captures the various
ways in which business’ relationship with society is being defined, managed, and acted
upon.”* Therefore in approaching CSR conceptually in this thesis, what we will be doing is

treating CSR as an umbrella term for the business and society relationship.

The appropriate theoretical framework for CSR in the context of this thesis is human rights.
There have been several human rights based approaches to CSR instruments, notably the
United Nations Global Compact*® (discussed later in this chapter). All such approaches draw
their theoretical framework from the Universal Declaration of Human Rights. As noted by
Tom Campbell, ‘CSR is replete with human rights concepts (and vice versa)’.*’ Campbell
argues that regardless of how one approaches CSR, it arguably draws on human rights

discourse, the notion that there are basic and universal standards of morality*®, which

inform ones obligations as a member of society:

When using human rights discourse to legitimate CSR (and indeed to legitimate
existing and proposed human rights law), we are drawing on the moral and
political discourse of human rights on which social as well as legal obligations
may be founded. In this mode, human rights are those basic human interests

A Okoye, ‘Theorising Corporate Social Responsibility as an Essentially Contested Concept: Is a Definition
Necessary?’, J. Bus. Ethics, 89 (2009) 613, p. 614.

* She argues that CSR constitutes an essentially contested concept (ECC), a theory that states that certain
concepts by their natures, and against certain criteria, are contested. /bid.

* Ibid., p. 623.

“ Ibid.

** Blowfield and Murray n. 5, p. 16.

* United Nations Global Compact, ‘The Ten Principles’, at
www.unglobalcompact.org/AboutTheGC/TheTenPrinciples/index.html (last visited 5 August 2011)

7 Campbell n. 38, p. 553.

*® This is not engaging in a debate about the difference between ethical and moral approaches to human
rights: see J. Habermas, ‘Human Rights and Popular Sovereignty: The Liberal and Republican Versions’, Ratio
Juris, 7(1) (1994) 1.
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that ought to be recognised and guaranteed by the social, economic and political
arrangements in place in all human societies. What we are drawing on here is
the idea of basic universal interests of overriding moral significance, rather than
any existing set of international conventions or positive legal systems.49

As opposed to Campbell, it is not argued here that human rights discourse forms the basis of
all social responsibilities of businesses, but rather | seek to highlight that in asking whether
IIGs have any human rights responsibilities, human rights principles naturally become the
theoretical underpinning of the framework. We are left with many questions, namely how
does one judge whether such principles have been met. The best approach will be outlined
in section V below. In addition, the difficulty, Campbell rightly notes, is in articulating the
nature of the human rights duties of companies, and conceptually distinguishing such duties
from those imposed on citizens or the state.”® The question of how a business is
responsible, for what and to whom dominates CSR research, and is especially problematic in
the arena of digital human rights. It is this dilemma that is tested in the case studies in

chapters 4 and 5.

There are two aspects to how CSR will be approached in this thesis that must be untangled
further. As we have seen, the operation of lIGs and their impact on democratic culture takes
place at the fringes of where the law ends and social responsibility begins. There is a nexus
here of CSR, law and human rights. We must therefore unpick the relationship between the
law and CSR, as well as the relationship between CSR and human rights to pave the way for

more thoughtful assessment of the responsibilities of lIGs for freedom of expression.

Regardless of the theoretical approach we take to CSR, as a governance tool CSR struggles
to overcome criticisms that it is weak window-dressing that only serves to deflect or delay
much needed legislative attention. In the area of Internet governance, as will be shown in
the case studies, some of these criticisms resonate more than others, thus the following
section will highlight some of the leading criticisms of CSR in practice. The goal is not to
resolve the various criticisms of CSR. Quite the contrary. The question in then examining

lIGs is whether the CSR frameworks that govern their activities are subject to the same

* Campbell n. 38, pp. 553-554.

> 1bid., p. 553. Campbell is of the view that human rights might not be able to offer a legal framework for
corporate social responsibility, offering instead a discourse framework, however his view is limited by his
approach to CSR as something voluntary: pp. 557-558.
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weaknesses identified regarding CSR frameworks in general, and whether this renders such

frameworks incapable of protecting and respecting freedom of expression.

C. Critiques of CSR

There are four main critiques of CSR.> The first argument says that CSR is anti-business
because it stifles the primary purpose of business, which is to serve the shareholders’
interests. This would be the Milton Friedman argument that corporate responsibility
hampers a company’s ability to maximise profits.”> Under this argument some go so far to
as to assert that CSR is against the law as it constitutes a breach of fiduciary duty of the
owners to the shareholders to maximise their profits: ‘CSR can be seen in this context not so
much as management proudly going beyond legal obligation, but, in effect, as management
going beyond its legal powers (acting ‘ultra vires’) or even breaching its fiduciary duty to the
owners.””® This has been generally dismissed as an over-simplification of the law,>* but we

must be mindful of not stretching corporate responsibilities too far, particularly concerning

potential positive duties on companies to facilitate freedom of expression.

The second argument is the exact opposite, arguing that CSR is pro-business, by favouring
the needs of business over the needs of society. As with the first argument, this one is
based on the idea that the role of business in society is in need of re-alignment, but it then
disagrees as to the causes of this imbalance and the way to solve it. This argument sees CSR
as too weak to protect the public good.” For example, Enron had a code of conduct to

prevent corporate crime, but because the culture of Enron was geared primarily to

>Hn general, see Blowfield and Murray n. 5, chapter 13, and the discussion in Crane n. 3, chapter two.
Another approach is that of D. Doane in ‘The myth of CSR: the problem with assuming that companies can do
well while also doing good is that markets don’t really work that way’, SSIR, 3(3) (2005) 23. Doane argues that
CSR is built on four myths, being that the market will operate to society’s benefit, that ethical consumer will
drive corporate change, that companies will compete to be the most ethical, and that countries will compete
to have the most ethical practices. The reality, rather, is that investors are only in it for the short-term,
consumers are more concerned with how much something costs, companies often can act in very socially
irresponsible ways, and competition in a global economy has led many nations to weaken their ethical
practices to lure in companies. See also the work of J. Balkan, in particular his book The Corporation: The
Pathological Pursuit of Profit and Power (London: Constable and Robinson Ltd., 2005), though better known
for the accompanying documentary of the same name arguing that corporations have the personalities of
psychopaths.

>? See Blowfield and Murray n. 5, pp. 342-344,

> D. McBarnet, ‘Corporate social responsibility beyond law, through law, for law: the new corporate
accountability, in McBarnet n. 38, p. 23.

> Ibid., see chapter one in this regard.

> Blowfield and Murray n. 5, pp. 345-349.
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increasing the price of stock, the code was ignored or overrode, with executives aiming
instead for the bottom line, relying on legal advice that what they were doing was lawful.”®
There are many variations within this argument —that CSR needs a better framework; that it
is not enough; that it has been captured by business interests; and so on — but the essence
is the same. One aspect of this will be teased out further, and this is the idea that CSR has

been captured by business interests.

This argument proposes that businesses used to engage in philanthropy, but now CSR is
treated as something to be managed by their public relations department.”” This ‘social
branding’, as Ivan Manokha describes it, involves associating a company’s products or
services with ‘morally good’ notions, creating an emotional attachment for consumers to
the product (by buying the product they feel they too are helping the environment or
protecting human rights), thus attracting brand loyalty and boosting sales.”® Here CSR is a
‘project’ or ‘marketing device’, thus commoditising social responsibility and concealing the

deeper issues underlying this uneasy relationship between business and society.59

Google’s philanthropy site, www.google.org, for example, aims to use technology to address

‘slobal challenges’,?® such as mapping deforestation or tracking flu trends.®® Is this
corporate responsibility or mere social branding? For the purposes of the beneficiaries of
these activities, does it matter? Google also has a crisis response project through this site.

After the devastating earthquake and tsunami in Japan in 2011 Google launched a tool to

*® This legal advice, as we know, turned out to be flawed: C. Pitts and J. Sherman, ‘Human Rights Corporate
Accountability Guide: From Laws to Norms to Values’, Working Paper No. 51, Corporate Social Responsibility
Initiative, (December 2008), pp. 15-16.

> Shamir n. 7, pp. 100-103. There is also a less-discussed issue in the area of CSR, which is an extension of the
idea that CSR has been captured by business interests. Referred to as MaNGO (market-oriented NGO), it
describes bodies such as the International Chamber of Commerce (ICC) and other NGOs that are sponsored by
business, but have the air of independence more often associated with civil society entities. While they may
appear disinterested, what they do is ‘disseminate and actualize corporate-inspired versions of “social
responsibility”’: ibid., p. 105.

>%|. Manokha, ‘Corporate Social Responsibility: A New Signifier? An Analysis of Business Ethics and Good
Business Practice’, Politics, 24(1) (2004) 56. Also I. Manokha, ‘Business ethics and the spirit of global
capitalism: Moral leadership in the context of global Hegemony’, Journal of Global Ethics, 2(1) (2006) 27. And
see discussion in Shamir n. 7, p. 103.

> Ibid., p. 109.

60 Google.org, at www.google.org/index.html (last visited 27 July 2011).

ot Google.org Flu Trends, at www.google.org/flutrends/ (last visited 27 July 2011). There were arguments that
Google Flu trends was faster and just as accurate as the CDC, but recent research is questioning this:
ScienceDaily, ‘Google Flu Trends Estimates Off, Study Finds’, at
www.sciencedaily.com/releases/2010/05/100517101714.htm (last visited 27 July 2011).
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help find missing people.®? This might be both philanthropy and branding at work. To those
who are looking for a missing loved one, this question is largely irrelevant. This serves as a
good reminder in proceeding with the analysis in these chapters. We must be mindful not
to get lost in theoretical questions of what the 11Gs intent may or may not be. This risks
drawing attention away from the questions concerning the sufficiency of the corporate
governance structure. Thus for our purposes, social branding is beside the point and the

focus is rather on effect of the governance structure on the exercise of free speech.

The third argument is that CSR is too narrow excluding from its remit key elements of the
business-society relationship. Here, CSR is often faulted for not being a formalised
codification of law, which tends to misunderstand what CSR is supposed to be, and also
misunderstands the incapacitating effect of globalisation on a government’s power to act.
The fourth argument is that CSR simply does not achieve what it sets out to achieve. In
reference to the UN Global Compact, discussed below, where only 3 per cent of TNCs have
signed up, one author commented ‘In what realm of life other than the strange world of
[corporate responsibility] would a 2-3 per cent take-up rate be considered to be a

success?’®

These criticisms highlight what we saw above; that perhaps we haven’t moved much
beyond simply trying to define what CSR is as a field of research. Some of these problems
are resolved by approaching CSR as a term for the business and society relationship.
However, in order to address these critiques in the context of 1IGs, two conceptual problems
require further examination. The first to be addressed is the relationship between CSR and
the law to tease out differences between purely voluntary responsibilities and legal
obligation and when the two overlap. The second to be examined is the relationship
between CSR and human rights and how state and businesses human rights responsibilities

operate in the context of international human rights law and policy.

II. CSRAND THE LAW

%2 person Finder 2011 Japan Earthquake, at http://japan.person-finder.appspot.com/?lang=en (last visited 27
July 2011).
% Blowfield and Murray n. 5, p. 353.
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One of the main conceptual problems for CSR is its relationship with the law and this
ultimately becomes a question of the legal nature of voluntary codes, because many CSR
frameworks are voluntary in nature. The struggle to understand this and then determine
whether CSR is consequently sufficient as a governance structure is threaded through the
critiques of CSR as we saw above. Voluntariness is particularly significant in the area of
Internet governance, where voluntary codes are a key governance tool of the type of

companies that qualify as 11Gs.**

Within Europe there is disagreement concerning whether to treat CSR as something purely
voluntary in nature. The European Commission has rooted its approach in voluntarism,
pushing for multi-stakeholderism with governments taking on more of a supportive than
legislative role and companies being positioned as the ‘principal actors’.®® The European
Parliament, in contrast, favours regulatory mechanisms.®® The United Kingdom has sided
with the European Commission and promotes a voluntary approach to CSR backed by soft
regulation, with management of CSR taking place through the Department of Business,
Innovation & Skills (BIS).%” Lozano describes the UK regime as the business in the
community model, where government acts as the promoter and facilitator of CSR. While

human rights were historically not a focus of the UK government’s approach to CSR, human

® This is illustrated in the case studies in chapters four and five. See also J.G. Palfrey, Jr., ‘Reluctant
Gatekeepers: Corporate Ethics on a Filtered Internet’ in Global Information Technology Report (World
Economic Forum: 2006-2007), and U. Gasser, ‘Responsibility for human rights violations, acts or omissions,
within the “sphere of influence” of companies’, Working Paper Series, (December 2007), available at
http://papers.ssrn.com/abstract id=1077649 (last visited 27 July 2011).

® For history of EU approach see Voilescu n. 38. The EU has published a significant number of papers on the
subject maters. See the following reports: Green Paper, ‘Promoting a European Framework for Corporate
Social Responsibility’ COM (2001) 366; European Multi-Stakeholder Forum on CSR: Final Results and
Recommendations (29 June 2004); Communication, ‘Implementing the partnership for growth and jobs:
making Europe a pole of excellence on Corporate Social Responsibility’ COM (2006) 136.

% see discussion in Voilescu n. 38, pp. 382-386.

% Created in 2009 after the disbandment of the Department of Business, Enterprise and Regulatory Reform
(BERR), which was also created on the disbandment of another department, the Department of Trade and
Industry in 2007. CSR, as defined by BIS is ‘essentially about companies moving beyond a base of legal
compliance to integrating socially responsible behaviour into their core values, in recognition of the sound
business benefits in doing so.” See now archived
http://webarchive.nationalarchives.gov.uk/+/http://www.berr.gov.uk/whatwedo/sectors/sustainability/corp-
responsibility/page45192.html/ (last visited 29 July 2011). While human rights was historically not a focus of
the UK Government’s approach to CSR, human rights issues are increasingly infiltrating their considerations,
though the focus is still on conduct of businesses overseas: See HM Government, Corporate Responsibility
Report (BERR, February 2009). Compare it to HM Government, Corporate Social Responsibility: A Government
Update (DTI, May 2004) where there was no mention of human rights.
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rights issues are increasingly infiltrating their considerations, though the focus is still on

conduct of businesses overseas.®®

It would be wrong to conceive of CSR as purely extra-legal. With increasing enforcement
measures and pressure on CSR initiatives, the image of CSR as purely voluntary is becoming
more difficult to argue.®® CSR embraces elements of both: ‘[i]f CSR is self-governance by
business, it is nonetheless self-governance that has received a very firm push from external
social and market forces. From the start “voluntary” CSR has been socially and economically
driven.””® These social and economic factors show that CSR can be driven by many things —
governments, NGOs, consumers, investors, and branding. Such drivers can take legal and
non-legal forms. There are thus two levels to CSR as it is used in relation to the law, which
will be elaborated on below. At the first level is what | term pure-CSR, which refers to solely
the use of voluntary codes as a governance tool. At the next level, is the indirect ways that
CSR can influence the development of the law and the law can encourage CSR-type

responsibilities.

The main difference between voluntary codes and public law legal regimes is that the latter
apply to everyone, whether or not they agree to be bound by the regimes, while it is the
opposite with voluntary codes. Voluntary codes are based on consensus, so it is difficult to
compel companies’ to abide by the codes, yet such companies might free ride off the
legitimacy and goodwill such codes create.’! This can create a race to the bottom, where
companies operate in jurisdictions with the least regulatory oversight on matters of social
concern such as the environment, human rights or health and safety regulation, in order to
compete with other firms that have chosen the same route. In addition, if the codes are
poorly-drafted this will cause frustration and misunderstandings and attract negative
publicity. It might even slow the adoption of needed laws to govern the area or create

barriers to trade. Often the creation of the code is spurred by efforts of industry to stave off

% See also discussion in Lozano n. 38, pp. 93-100, and other chapters in this book for various other models of
CSR used in other countries.

 McBarnet n. 53, p. 31. AsS. Picciotto states, ‘[c]odes entail a degree of formalization of normative
expectations and practices. Even if they are not laws, they may have indirect legal effects’: ‘Rights,
Responsibilities and Regulation of International Business’, Columbia Journal of Transnational Law, 42 (2003)
131, p. 145.

" McBarnet n. 53, p. 12; see also pp. 14-22.

LK. Webb and A. Morrison, ‘The Law and Voluntary Codes: Examining the “Tangled Web”” in n. 31, pp. 109-
110.
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government regulation,”” something Aurora Voiculescu calls ‘interactive voluntarism’.”® In

addition, voluntary codes risk ‘muting’ real political struggles on important social issues
behind the mask of management allocation of duties,”* effectively internalising public

interest issues.

However, voluntary codes are not wholly incompatible with the public interest; rather they
can be a method for operationalising policy objectives.”” Such codes can be a method for
putting into place policy objectives in a way that the law cannot, because the law is limited
to setting minimum standards while codes have the advantage of being able to harness
compliance with its spirit, and can embrace the wider notion of responsibility at the core of
the concept of CSR. Kernaghan-Webb in his book Voluntary Codes summarises the main

advantages and disadvantages of voluntary codes as follows:

Compared with laws, the main advantages of voluntary rule systems centre
around their flexibility and lower costs, speed in developing and amending rules,
avoidance of jurisdictional concerns, potential for positive use of market, peer
pressure, internalization of responsibility, and informality. Compared to laws,
typical drawbacks of voluntary codes include generally lower visibility,
credibility, difficulty in applying the rules to free riders, less likelihood of rigorous
standards being developed, uncertain public accountability, and a more limited
array of potential sanctions.”®

The relationship between the law and voluntary codes therefore can be seen to be dynamic.
They often work together to achieve positive results with the law affecting the development
of codes and vice versa.”’ The law might enable the development of codes by creating the
framework or tools for the drafting of the code. The law in this respect might also act as a
constraint on the nature of the rules set out in a code, setting limits on acceptable
behaviour as much as enabling it.”® For example, creative commons licensing is an

alternative regime for copyright protection, where the copyright owner, working within the

2 As discussed in chapter four, this is the reason for the creation of the Internet Watch Foundation. This can
also be seen with the Press Complaints Commission.

73 ‘Interactive voluntarism’ is where purportedly self-regulatory regimes often originate from the government,
or if they don’t, they are oversaw or underpinned in some way by regulatory interventions: Voilescu n. 39, p.
373.

" Webb n. 31, p. 14.

PIbid.

78 Ibid., p. 27. He classifies CSR differently than the approach here, however. He sees CSR as a type of private
governance, which emphasizes an aspect of action by companies to ‘organise their affairs’: ibid., p. 12.

7 Ibid., p. 27.

® Webb n. 71, pp. 100-101.
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regime of copyright and contract law, licenses out their work pursuant to an alternative and

voluntary set of rules.” The licensing scheme can be seen here to run alongside the law.

Codes can also affect the creation of laws. For example, voluntary codes might be referred
to in the drawing up of legal requirements.®® Carola Glinski distinguishes between two types
of corporate self-regulation: ‘published codes of conduct, guidelines or agreements on the
one hand; and internal regulation in contracts, management handbooks or simply through
the internal organisation by multinational enterprises of their environmental and safety
management on the other hand.’®* This does two things. First, it creates for the market
legitimate expectations in, for example, contracts law, misleading advertising or reasonable
consumer expectations under sales law. Second, it establishes a standard against which
courts and tribunals judge legally required conduct such as in tort or when examining due
diligence.®® Thus voluntary codes can be referred to in a tort case to determine the
standard of care, or have contract law implications for breaches thereof by industry

members.®® Doreen McBarnet summarises the complex relationship as follows:

Legal doctrines and processes are being used by NGOs as part of their strategy,
and market forces are being stimulated and facilitated by legal measures. At the
same time, of course, much of the momentum for legal intervention has come
from the CSR movement and from the change of culture it reflects and

promotes.

How is law being brought into play? Governments are fostering CSR through
indirect regulation, old legal rights are being put to new uses, and private law —
tort and contract law — are being used, tort law to extend the legal enforceability

of CSR issues, contract law to give CSR standards the weight of legal obligation.84

7 Creative Commons, at http://creativecommons.org/ (last visited 3 August 2011).

¥ see examples in Webb, n. 71, pp. 141-143. For example, a CSR code on hockey helmets standards has been
incorporated into law in Canada in the Hazardous Products Act R.S.C. 1985, c. H-3, s. 43. See discussion A.
Morrison and K. Webb, ‘Bicycle Helmets and Hockey Helmet Regulations: Two Approaches to Safety
Protection’ in ibid.

&1 C. Glinski, ‘Corporate codes of conduct: moral or legal obligation’ in McBarnet n. 38, p. 121.

® Ibid., pp. 121-135.

8 See discussion in Webb n. 71. See Kasky v. Nike, 45 P. 3d 243 (Cal. 2002), where a false statement in a
report on working conditions arising from a code of conduct was evidence of false advertising.

# McBarnet n. 53, p. 32.
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CSR-type considerations are increasingly being incorporated into corporate legislation and
judicial decisions. For example, the UK Government indirectly regulated it by introducing
legislation that required disclosure of whether social, environmental and ethical
considerations (basically CSR considerations) were taken into account in investment
decisions concerning pension funds.® Although these considerations were not legally
required, the disclosure of whether they were or were not considered led to an increase in
the number of pension funds that took companies’ CSR policies into account.®® Two
Canadian cases have held that the Canadian legal requirement that company directors
consider the best interests of the corporation meant taking into consideration their
responsibility to stakeholders as well.®” The US Congress amended its Sentencing Guidelines
for Organizational Defendants ‘to require that boards of directors ensure that their
companies have cultures that facilitate ethical conduct as well as legally compliant

conduct.’®®

Christine Parker explores this relationship asking ‘how is it possible for the law to make
companies accountable for going beyond the law? . In her answer she employs the
concept of meta-regulation, which in governance literatures is ‘seen as increasingly about
“collaborations”, “partnerships”, “webs” or “networks” in which the state, state-
promulgated law, and especially hierarchical command-and-control regulation, is not
necessarily the dominant, and certainly not the only important, mechanism of regulation.””°

Brought within this term is the concept of regulation of other regulators, such as oversight

of regulatory bodies by boards or accreditation agencies.”

& Occupational Pension Schemes (Investment, and Assignment, Forfeiture, Bankruptcy etc.) Amendment
Regulations 1999, 1999 No. 1849, regulation 11A.

% McBarnet n. 53, p. 32. This kind of indirect regulation is at the heart of gatekeeper regulation as seen in the
oil tanker example discussed at the beginning of chapter two.

¥ Pitts and Sherman n. 53, p. 9, referring to Teck Corporation Ltd. v. Millar [1972] 33 D.L.R. (3d) 288 and
Peoples Department Stores v. Wise [2004] 3 S.C.R. 461.

8 pitts and Sherman ibid., p. 16. These Guidelines were enacted in order to create uniformity in the
sentencing of companies for crimes carried out by its employees. They were designed using principles of due
diligence to prevent corporate crime: ibid., pp. 10-11.

 parker n. 39, p. 207.

* 1bid., p. 210. Colin Scott defines it as where ‘businesses should be required to take steps geared to acting
with social responsibility, but without a detailed specification in the law as to what those steps should be.” C.
Scott, ‘Reflexive Governance, Meta-Regulation, and Corporate Social Responsibility: The Heineken Effect’ in N.
Boeger et al. (eds.), Perspectives on Corporate Social Responsibility (Cheltenham, Eward Elgar, 2008), pp. 174-
175.

* parker n. 39, pp. 210-211.
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Parker was interested in how the law can encourage CSR, and Colin Scott extends her work
by looking at how non-law stimuli can act in a meta-regulatory capacity to encourage CSR.
Scott cautions that legal responses, such as requiring reporting, risk being regarded by
companies as just another obligation, while pressure from the market or community
(referring to the Scott and Murray model of regulatory modalities)®* might encourage
companies to take a more fundamental look at how they conduct business.”® He cites, for
example the UK advertising industry self-regulating through its Advertising Association since
1962, which was partly spurred by the publication of an influential 1957 book by Vance
Packard, The Hidden Persuaders.”® The threat here was posed by the publication of a book,
which incentivised the companies to act. His point is that public shaming, boycotts and
similar, all have the effect of incentivising firms to change behaviour so that they have the
community’s approval to operate.95 Thus from a regulatory theory perspective, the
qguestion is how the various regulatory modalities can be used to encourage CSR-type

initiatives, rather than as simple minimal accountability mechanisms.

It is with this complex dynamic that we turn to human rights and see the potential and
drawbacks of CSR to operationalise human rights objectives in the Internet environment.
When looking at CSR and the law, we learn that the line between voluntariness and the law
is not as neatly defined as it initially appears, and the two intersect and feed off of each
other. Ultimately, however, the law pulls CSR in the direction of rule-setting. When looking
at CSR and human rights, the following section will show that they have a lot in common.
Both have legal and extra-legal dimensions with a common underpinning of morality. This
has allowed human rights to become the basis of many CSR initiatives, discussed below. At
the same time, however, human rights law applies directly to states not to private
companies. CSR thus becomes a powerful link between human rights and the law in the
private sphere, with much promise but also certain undeniable weaknesses. The question is

whether the weaknesses are insurmountable for governance of 1IGs.

III. CSR AND HUMAN RIGHTS

% Murray and Scott n. 15, p. 491.
 Scott n. 90, pp. 177-178.

> Ibid., p. 179.

> Ibid., pp. 175-178.
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The debate about whether companies are required to be responsible for human rights
standards, and if so the extent of this responsibility, has been a popular topic of discussion.
In the Internet context, the transnational, instantaneous nature of Internet communications
makes it difficult for governments to directly control the information that enters and leaves
a country, while at the same time the power of Internet gatekeepers, which do control this
information flow, increases. This is problematic for a human rights system that has treated
human rights as a government responsibility,”® and has effectively privatised human rights

in the digital environment.

Neither this chapter nor this thesis argues for the direct horizontal application of human
rights laws to companies. There are many convincing reasons why human rights standards
should not apply to companies, or at least, not the same obligations. An attempt was made
by the United Nations to apply state-like human rights obligations to companies with the
2003 draft Norms on the responsibilities of transnational corporations and other business
enterprises with regard to human right597 (Norms). It was the controversy surrounding these
Norms that led to the appointment of John Ruggie by the United Nations.”® In the end
businesses are bound to make money for their shareholders not act as moral arbiters of the
world’s problems. They are also not under any legal obligation to positively protect human

rights, nor are they in a position to protect all human rights.99 This latter issue is especially

% |t also makes international cooperation of paramount importance in setting of enforceable human rights
standards, but harmonisation has thus far, for various reasons been difficult to achieve. See for example the
issues surrounding the Convention on Cybercrime, 23.X1.2001.

%7 United Nations Sub-Commission on the Promotion and Protection of Human Rights, ‘Draft Norms on the
Responsibilities of Transnational Corporations and Other Business Enterprises with Regard to Human Rights’
(2003), E/CN.4/Sub.2/2003/12.

% John Ruggie described the Norms as ‘engulfed in its own doctrinal excesses’, concluding that they had ‘so co-
mingled the respective responsibilities of States and companies that it was difficult if not impossible to
disentangle the two.’ J. Ruggie, ‘Business and human rights: Towards operationalizing the “protect, respect
and remedy” framework’ (2009), at
www?2.ohchr.org/english/bodies/hrcouncil/docs/11session/A.HRC.11.13.pdf (last visited 3 August 2011), p. 16.
Some view the Norms positively, however, mainly for re-energising the business and human rights debate: See
discussion in D. Kinley et al., “"The Norms are dead! Long life the Norms!” The politics behind the UN Human
Rights Norms for corporations’ in McBarnet n. 38, pp. 459-465.

* For example, the United Kingdom’s Human Rights Act 1998 Ch 42 is only binding on ‘public authorities’: s. 6.
Although the BBC may arguably be a public authority because it is created by Royal Charter (see discussion in
H. Fenwick & G. Phillipson, Media Freedom under the Human Rights Act (Oxford University Press, 2006), pp.
607-608, companies such as Google and Microsoft would fall clearly outside traditional conceptions of public
authority. Canada more narrowly applies its Canadian Charter of Rights and Freedoms 1982 c. 11 to
Parliament, Provincial legislatures, and Federal and Provincial governments: s. 32. Note, however, that
Amnesty International views the Universal Declaration of Human Rights as applicable to companies as ‘organs



http://www2.ohchr.org/english/bodies/hrcouncil/docs/11session/A.HRC.11.13.pdf
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problematic with regard to 11Gs, as will be seen. However, the increased power of these
companies has ‘forced a reconsideration of the boundaries between the private and public

»100

spheres. This blurring of the public/private divide is the fissure in which CSR has been

flourishing.

What is the link between CSR and human rights? It is a common underpinning of morality in
a framework with legal and extra-legal dimensions. Joseph Lozano identified four

191 The first is ‘explicit’ CSR where CSR is

dimensions to what he calls the ‘process’ of CSR.
formalised in things such as codes and statements, and the second is the ‘negative’ aspect,
where minimum levels are set by, for example, procedural rules or sanctions, where certain
activities are identified as improper. These are the two areas where regulation can
influence their development. The other two processes are ‘tacit’ CSR, where we see the
intangible elements of CSR such as in a company’s history, culture, organisation etc., and the
‘propositional’ CSR, which is the facilitative and shaping aspect of managing CSR. These
latter two are less susceptible to regulation, showing that regulation cannot cover all areas

102

or all aspects of CSR.™™ There is an aspect to CSR where morality holds a business to

account in a way that regulation cannot. Lozano sets it out in the following figure:

of society’ as referenced in the Preamble: see P. Frankental & F. House, ‘Human rights —is it any of your
business?’ (2000) Amnesty International, p. 8.

1% p Muchlinski, ‘The Development of Human Rights Responsibilities for Multinational Enterprises’ in R.
Sullivan (ed.), Business and Human Rights: Dilemmas and Solutions (Sheffield: Greenleaf Publishing, 2003), p.
37.

101 ozano n. 37,p.12,

1% 1bid., pp. 12-13.
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Strategic Public Policy Vision 13

NEGATIVE CSR PROPOSITIONAL CSR
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Figure 5 Lozano's CSR Grid'®?

Complementary work is being undertaken by Bronwen Morgan concerning the related topic
of the intersection of human rights and regulation. While human rights tends to be
aspirational and focused on mobilising social change, regulation tends to be instrumental
and focused on targeted methods for achieving a particular public interest.’® The
intersection, she posits, is that regulation emerges as the machinery for monitoring and
enforcing human rights. In much the same vein, this thesis examines the administrative
structure of freedom of expression in the digital environment. It just so happens that the

administrative structure largely takes the form of CSR.

Human rights are positive and negative rights. They require states to avoid engaging in
certain conduct, but also require states to take positive steps to enable human rights to be
protected.'® In the arena of freedom of expression, this requires states to maintain a

system of free expression by protecting individuals and groups from infringement by third

1% 1pid., p. 13.

1%% see. B. Morgan (ed.), The Intersection of Rights and Regulation: New Directions in Sociolegal Scholarship
(Aldershot: Ashgate, 2007). Morgan frames the overlap between human rights and regulation as at the first
stage, naming, blaming and claiming, and the second stage, rule-making, monitoring and enforcement: ibid.,
chapter one.

1% see discussion by J. Donnelly Universal Human Rights in Theory and Practice, 2" edn (Cornell University
Press, 2002), pp. 30-31. He discusses how all human rights have a positive and negative aspect, even the
quintessential negative right not to be tortured, as it requires the positive dimension of control, training and
supervision of police forces: ibid., p. 30.
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parties as well as promoting and encouraging freedom of expression through such things as
perhaps the provision of facilities, regulation of communication mediums, education and

ensuring information availability.106

This push and pull becomes difficult when we attempt to articulate the responsibilities of
companies. It becomes more difficult in the arena of freedom of expression, where one is
confronted with the question of whether a company is required simply to avoid infringing
such rights, or whether it is required to also take positive steps to enable their protection
raising further issues concerning what this would involve. Thus, when looking at Lozano’s
figure, the push-pull dynamic of human rights can almost be directly laid across the four
aspects of CSR or vice versa. There are the regulatory elements to human rights, but also
extra-legal, moral aspects to it. These moral aspects find parallels with the tacit and
propositional aspects of the CSR grid. Human rights it must be remembered is not terrain
limited to lawyers, though they might like it to be as such. It is as much a moral framework
as a legal one. Thus the outward-looking aspect of CSR finds commonality with the morality

of human rights, as well as finding commonality with the regulatory elements.

Under this patchy framework, CSR is broad-reaching, encompassing both hard and soft

107" As we have seen, CSR encompasses both indirect legal obligations (CSR influencing

laws.
the law and vice versa) and pure-CSR (voluntary codes). Under human rights, this would
include two things: the positive obligations that are sometimes imposed on states to protect
against human rights abuses by non-state actors; and voluntary human rights codes that try
to harness a moral commitment to human rights where the activities fall outside the reach

of the law or at the fringes of it. This can be seen in Figure 6.

CSR Human Rights

n/a Direct state duties
CSR/indirect Indirect (state and business)
Pure-CSR Pure-CSR

Figure 6 Cross-over of CSR and Human Rights

Governments might fulfil their positive legal duties by passing national legislation binding

companies to human rights responsibilities, such as through health and safety legislation

1% 5ee generally T.I. Emerson, The System of Freedom of Expression (New York: Random House, 1970), p. 4.
7 Muchlinski n. 100, pp. 35-38
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and media regulation. At an international level there are various guidelines, which act as
non-binding frameworks companies use themselves or governments use as a benchmark to

hold businesses to account (not necessarily as a matter of law). %8

They include, for
example, the United Nations Global Compact and the OECD Guidelines. They cannot be said
to originate with companies though rely on their cooperation to be successful. At an
industry level some companies develop codes of practice that incorporate human rights

considerations, such as the GNI.*%°

Companies have also addressed human rights in their
internal governance frameworks such as in their codes of conduct or Terms of Use for the

services or products they provide.

The various CSR initiatives all tend to draw their legitimacy from the Universal Declaration of
Human Rights (UDHR). This approach can be seen in, for example, the United Nations

Global Compact, the Global Sullivan Principles, and SA8000 (www.sa-intl.org/). The UDHR

was adopted by the United Nations General Assembly in 1948, has been elaborated on in a

0

variety of international treaties, ™ and forms the basis for most codifications of human

111

rights.””™ The reference in the UDHR’s preamble to the responsibility of ‘organs of society’

as well as states for the promotion of the Declaration, has often been cited as a basis for

holding businesses responsible for human rights.'** However, the UDHR itself is not legally

113

enforceable.”™ Rather, it has moral force and ‘floats above all local and regional

198 See generally here, Monash University Castan Centre for Human Rights Law, Human Rights Translated: A
Business Reference Guide, p. xii.

' 1bid.

19 Most notably the International Covenant on Civil and Political Rights and its two Optional Protocols, and the
International Covenant on Economic, Social and Cultural Rights (collectively referred to as the International Bill
of Rights). The International Bill of Rights effectively forms the ethical and legal foundation of the developing
system of international human rights: R.K.M. Smith, International Human Rights (Oxford University Press,
2007), p. 38.

. Morsink, The Universal Declaration of Human Rights: Origins, Drafting & Intent (Philadelphia: University
of Pennsylvania Press, 1999) p. xi. Although the UDHR is not legally enforceable, it has been argued that it is
so widely accepted that it is now part of the general principles of law, although not customary international
law, although some argue that some of the rights can in fact be regarded now as a codification of customary
law. In addition, many states have not adopted the International Covenants, and therefore the UDHR is the
only applicable international human rights instrument. see discussion in Smith n. 109, section 4.1.

'2 see Frankental and House n. 99.

In contrast the International Covenants are binding on states. The Covenants set up a Human Rights
Committee to which the states must submit reports on the measures taken to give effect to the Covenants.
The Committee also can make recommendations and issue comments. There is a controversial First Optional
Protocol to the Covenant, which provides in Article 1 that an individual may petition the Committee. The
United Kingdom and the US have not ratified this protocol. The Committee’s reports have strong moral force
as they are annexed to its annual report to the UN General Assembly: Smith n. 109, section 4.2.3.

113
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contingencies and is a statement of more or less abstract moral rights and principles’.'** As
a ‘moral anchor’,'*® it has become the language of international human rights, and because
of this moral force has become the language in CSR instruments for framing corporate

responsibilities for human rights.

At an international level any hard law obligations that exist are imposed on states through
international human rights laws. There is discretion as to how states fulfil their human
rights obligations.116 These obligations trickle down to businesses because of the states’
obligations to protect against human rights abuses by third parties. This occurs because
human rights instruments not only require states not to perpetrate human rights abuses,
but requires states to ensure the enjoyment of these rights.’'” For example, the
International Covenant on Civil and Political Rights (ICCPR) requires that a state ‘respect and
ensure’ that human rights are not violated.'*® Some international human rights instruments
expressly state that nation-states should take steps to hold companies liable for their
abuses, such as the Optional Protocol on the Sale of Children, Child Prostitution and Child
Pornography to the Convention the Rights of the Child.*® Thus at a national level, one can
see many examples of hard law human rights obligations imposed indirectly on companies.
One can even see it in employment legislation with regards to provisions to regulate

minimum wage, non-discrimination, and hours of work.*?°

% Morsink n. 110, p. xi.

Ibid., p. xii.

Ruggie (2009) n. 98, p. 7. The duties of states extraterritorially, however, are unsettled in international law
and the incoherence that exists at national levels infiltrates the international level as well. The United States
has used the Alien Tort Statute 28 U.S.C. 1350 in order to hold companies liable for human rights abuses
abroad, but this is a fairly new phenomenon and is far from a solid framework for articulating businesses
duties operating abroad. The ground-breaking case here was Doe v. Unocal, 248 F. 3d 915 (9th cir, 2001): see
discussion Ruggie (2008) n. 11, p. 9. This statute has been on the books since 1789, and gives the federal
government jurisdiction to hear cases from non-U.S. citizens for torts committed abroad in breach of
international law. As international law has expanded to include human rights, the ATS has been used to
address human rights abuses abroad: see an explanation of the statute by the Center for Justice and
Accountability, at http://cja.org/article.php?id=435 (last visited 3 August 2011).

7 Ruggie (2009) n. 98, p. 6.

N. 109, Article 2.

115
116

118

1y, Ruggie, ‘State obligations to provide access to remedy for human rights abuses by third parties, including

business: an overview of international and regional provisions, commentary and decisions’ (Addendum)
(2009), at www.reports-and-materials.org/Ruggie-addendum-15-May-2009.doc (last visited 4 August 2011), p.

3.
120

See for example the Equality and Human Rights Act 2010 c. 15.


http://cja.org/article.php?id=435
http://www.reports-and-materials.org/Ruggie-addendum-15-May-2009.doc
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However, there is incoherence, because states often sign on to human rights obligations but
do not implement them in a way that binds businesses, or more commonly, agencies that
directly shape business practices. For example, securities regulators ‘conduct their work in
isolation from and largely uninformed by their Government’s human rights agencies and

121 1 addition, corporate law shapes what companies do, but up until now it

obligations.
has been viewed as distinct from human rights. The companies, themselves, operate with
relatively little knowledge of human rights and their potential responsibilities in this regard.
A study by Twentyfifty Limited found that most companies see human rights as an issue of
risk management, and only see human rights as being about employment rights, in

particular as to their operations overseas. More work is needed, this report argued, in

guiding workers on what their day-to-day obligations are.'*?

Most international human rights law is concerned with obligations on states to provide
remedies for the abuse of human rights by businesses and others. Such frameworks do not
easily apply to lIGs which are often not the wrongdoers, but gatekeep the wrongdoing of

others. The writers of the blog www.killbatty.com, which advocated the killing of gays and

lesbians, would be in breach of local hate speech laws, not Google (as long as it was not

123 This is because Google makes

aware of the content), which acted as the blog’s host.
available the platform for speaker, but is not the speaker itself. For such a situation there is
little guidance in international human rights law. Such laws are applicable where a
gatekeeper is engaging in privacy invasive advertising techniques, because they are then the
wrongdoer. But when the IIG is acting in a judicial capacity deciding whether to take down
material accused of being hate speech, it cannot be said to be parallel to the obligations of
businesses to, for example, provide safe work conditions and avoid employing children.

Thus in the context of Internet governance of gatekeepers, the focus becomes increasingly

on bespoke codes, whether industry or internally drawn.

2! Ruggie (2009) n. 98, p. 8.

Twentyfifty, The Private Sector and Human Rights in the UK, (October 2009), pp. 3-4.

Google initially refused to take it down instead posting a banner warning of the content, but later took it
down as a breach of its Terms of Service. In the UK, if the blog was hosted here, Google would have been
required to take down the blog, or at least the webpage, upon notice pursuant to the E-Commerce Directive.
Further once Google was aware of the content, as a distributor, it would be liable for hatred on the grounds of
sexual orientation pursuant to amended s. 29(c)1 of the Public Order Act 1986 c. 64. The blog in this instance
was based in Jamaica and hosted by Google in the US.

122
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This is where the work of John Ruggie is so important, and has taken tremendous strides in
helping bridge the governance gap between the human rights impact of businesses and the
historical focus of human rights laws on states. As previously discussed, Ruggie is the
former Special Representative of the Secretary-General of the United Nations on the issue
of human rights and business. From 2005 to 2011 he undertook multiple multi-stakeholder
consultations, research projects, and received input from a wide variety of sectors on the
issue of how to frame the nature of businesses responsibilities for human rights.'** His
mandate was much broader than the focus of this thesis. He tackled the entire subject

matter of business and human rights to help tease out a framework for moving forward.'*

Ruggie’s work was carried out in three stages, with the first being identification and
clarification of existing standards and practices concerning human rights and businesses.*?®
Then in 2008 he unveiled this ‘Protect, Respect and Remedy’ Framework (hereinafter the

Framework).'?’

He has since worked toward recommendations on how to operationalise
this framework cumulating in his final report in 2011 on guiding principles.128 The United
Nations Human Rights Council endorsed the guiding principles in June 2011 entrenching
Ruggie’s framework and principles as ‘the authoritative global reference point for business

and human rights.”!*°

In the context of this thesis, Ruggie’s work is particularly useful in three ways. First, Ruggie’s

Framework helps tease out that there are conceptual differences between the human rights

124 . . . .
See his work and associated reports and commentaries at www.business-

humanrights.org/SpecialRepPortal/Home.

% It has formed the conceptual framework for such frameworks as the Global Network Initiative
(www.globalnetworkinitiative.org/ (last visited 27 July 2011)), the Draft ISO 26000 Standards
(www.iso.org/iso/catalogue detail?csnumber=42546) (last visited 4 August 2011), and at the EU level has
been embraced: see the European Multi-stakeholder Forum on CSR, Integrating the UN Framework on
Business and Human Rights in the EU and globally (Issues Paper), for Plenary Meeting 29-30 November 2010,
at http://ec.europa.eu/enterprise/policies/sustainable-

business/files/csr/documents/stakeholder _forum/plenary-2010/business_and _human_rights-final_en.pdf
(last visited 23 August 2011). See various applications of his framework in Applications of the U.N. “Protect,
Respect and Remedy” Framework.

126, Ruggie, ‘Guiding Principles on Business and Human Rights: Implementing the United Nations “Protect,
Respect and Remedy” Framework’ (March 2011), at www.business-
humanrights.org/media/documents/ruggie/ruggie-guiding-principles-21-mar-2011.pdf (last visited 4 August
2011), pp. 3-4.

27 Ruggie (2008) n. 11.

Ruggie (2011), n. 126.

UN News Centre, ‘UN Human Rights Council endorses principles to ensure businesses respect human rights’
(16 June 2011), at www.un.org/apps/news/story.asp?NewsID=387428&Cr=human+rights&Cril= (last visited 4
August 2011).

128
129
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http://ec.europa.eu/enterprise/policies/sustainable-business/files/csr/documents/stakeholder_forum/plenary-2010/business_and_human_rights-final_en.pdf
http://ec.europa.eu/enterprise/policies/sustainable-business/files/csr/documents/stakeholder_forum/plenary-2010/business_and_human_rights-final_en.pdf
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http://www.business-humanrights.org/media/documents/ruggie/ruggie-guiding-principles-21-mar-2011.pdf
http://www.un.org/apps/news/story.asp?NewsID=38742&Cr=human+rights&Cr1=
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obligations of the state and businesses, though how to apply this in practice is a matter of
considerable difficulty. Second, Ruggie also helps integrate pure-CSR codes into the process
of assessment, and creates a taxonomy of governance characteristics to look for in a

voluntary regime. Third, he emphasises the importance of access to a remedial framework.

Ruggie cautions that there is no ‘silver bullet solution’, concluding that (1) there should no
limited list of human rights for which businesses are responsible; (2) nor should businesses
responsibilities be the same as states. Under the three pillars of the Framework he
proposes, a state’s duty is to protect, respect and fulfil human rights by putting in place laws
and policies to give effect to this obligation. A company’s responsibility is rather to respect
human rights, by which he means acting ‘with due diligence to avoid infringing on the rights

of others and to address adverse impacts with which they are involved.”**

The duty to
respect also includes the obligation to not be complicit in human rights abuses.™* The third
pillar is remedial in nature, stating that those whose rights have been negatively impacted

must have access to a forum of remediation to address this impact.

The state’s obligation is legal in nature, drawn directly from international human rights law,
which already frames the nature of states duties, as set out above. The corporate
responsibility to respect, however, is something different. It is not necessarily legal in
nature and is separate from the state’s obligation to protect.’*? It is defined rather by social
expectations, an admittedly vague notion, and one that has received a significant amount of

133

criticism.™™ It is the baseline for a company’s social licence to operate. Ruggie summarises

the three pillars of his framework as follows:

Each pillar is an essential component in an inter-related and dynamic system of
preventative and remedial measures: the State duty to protect because it lies at
the very core of the international human rights regime; the corporate
responsibility to respect because it is the basic expectation society has of

% Ruggie (2011) n. 126, p. 4.

Ruggie (2008) n. 11, p. 20.
Ruggie (2009) n. 98, p. 14.

131
132

B3R, McCorquodale, for example, argues that the term is unclear as we do not know the society that is the

benchmark of expectation, and the vulnerability of it to manipulation by corporations and the difficulty in
assessing whether there has been compliance: ‘[i]Jn order to base such an important distinction between a
state’s obligations and a corporation’s obligations in relation to human rights on the nebulous idea of a social
licence to operate and on vague social expectations is deeply unsatisfactory’: R. McCorquodale, ‘Corporate
Social Responsibility and International Human Rights Law’, Journal of Business Ethics, 87 (2009) 385, p. 392.
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business in relation to human rights; and access to remedy because even the
most concerted efforts cannot prevent all abuse.

Ruggie’s framework has been criticised for failing to be specific enough, for failing to move
itself beyond a theoretical framework of ‘protect, respect and remedy’ to something

135 However, his

operational, and for conflating and confusing human rights duties.
framework is supposed to be broad strokes as it addresses all human rights for all types of
businesses. Within this one concrete system cannot be proposed. Rather, it is a launching
point providing the skeletal framework and language with which to develop a framework for

specific fields of business.

If we look closer at this notion of corporate responsibility to respect, it is mostly non-legal in
nature. Companies can occasionally be charged in court, but most often will be subject to
negative public opinion.™® It is not, however, simply encouragement of voluntary codes.
This is because he roots this duty to respect in a system of due diligence where companies
are tasked with managing their human rights risks.”*’ As a first step companies must set in
place human rights policies, which identify the company’s expectations of their employees,
business partners, and those with which they are linked. The policy would be publicly
available and be embedded into the working of the company through operational

procedures.’®

In addition, the duty to respect includes a process of due diligence, and a forum for
remediation, the latter being the third pillar of the conceptual framework discussed above.
A basic due diligence process would include human rights impact assessments. These
involve companies identifying their actual and potential human rights impacts, acting on
these findings, monitoring and tracking their performance in this regard, including adjusting

their responses with changing risks, and communicating such matters to the public.**

34 Ruggie (2011) n. 126, p. 4.

See discussion in Joint Committee on Human Rights, Any of our business? Human rights and the UK private
sector (First Reports of Session 2009-10), vol. I, p. 36. Such criticisms have traction when the framework is
assessed as a stand-alone framework: see McCorquodale n. 133, p. 385.

%% Ruggie (2008) n. 11, p. 16.

7 Ibid., p. 9. See the criticisms of R. McCorquodale that Ruggie integrates the use of the term from human
rights law and business management practices, where the terminologies have different meanings:
McCorquodale n. 133, p. 392-393.

135

%% Ruggie (2011) n. 126, pp. 15-16.
3% Ruggie (2008) n. 11, p. 19. The operational framework is articulated in Ruggie (2011) n. 126, pp. 16-20.



95

Ruggie notes ‘[b]usinesses routinely employ due diligence to assess exposure to risks
beyond their control and develop mitigation strategies for them, such as changes in
government policy, shifts in consumer preferences, and even weather patterns.’140 While
such criteria are problematic when trying to operationalise them, the problems are lessened
when simply using these as conceptual reference points to then develop a national

framework specific to an industry.

In the case of 1IGs, by the nature of what they do they tend to fall into a grey category, one
Ruggie adverted to in his research but did not form the focus of what he did. He identified
companies that take on public functions as different from other companies to which human
rights duties are imposed. Although Ruggie reminds us that corporations are ‘specialized
economic organs, not democratic public interest institutions’,*** in his later research he
identifies a special class of public interest company, which might invite additional corporate
responsibilities beyond the duty to ‘respect’ human rights.**? 11Gs, in particular macro-IIGs
such as ISPs and search engines, have characteristics of public companies in determining
public access to a critical communication medium, making them arguably more akin to a
public interest institution. Through the lens of human rights, this ultimately is a question of

whether the Government has an obligation under its human rights responsibilities to

legislate the obligations of these IIGs.

Building on our understanding of the term CSR as used in this thesis and on how this relates
to law and human rights, Ruggie’s framework helps further tease out the differences in
these obligations. Using his protect and respect language, we can see in Figure 7 that
sometimes the state’s positive duties and a company’s duty to respect link up. This helps
further cement our understanding of what CSR means in the context of human rights and
for the purpose of governance in the digital environment. What it doesn’t do is help identify
a standard against which to judge the conduct, for which section V will help clarify the way

forward.

%% Ruggie (2009) n. 98, p. 14.

! Ruggie (2008) n. 11, p. 16.

Ruggie (2009) n. 98, p. 17. As an example of a private company with public functions he offers prisons that
have become privatised and the rights of prisoners remaining unchanged from this privatisation.
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CSR Human Rights Ruggie

n/a Direct State Duties Protect
CSR/Indirect Indirect (state and business) | Protect/Respect
Pure-CSR Pure-CSR Respect

Figure 7 Cross-over of CSR, Human Rights and Ruggie’s Framework

Turning to the third pillar of Ruggie’s Framework and his recommendation that remediation
services be provided particularly resonates concerning 11Gs, because at present there is little
in the way of remedial mechanisms available to the users who feel their rights have been
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impacted by the activities of these companies.”™ In fact there is little in the way of such

mechanisms for the business and human rights dilemma more broadly.***

At present, the
punishment for violating most CSR initiatives is normally a matter of publicly drawing

attention to the matter by ‘naming and shaming’ the company in question.

Ruggie frames the remedial obligations as follows. The duty is on the state to ensure there
is access to a remedy for those for whom their rights have been impacted, which duty
includes an obligation to make the public aware there are such remedial services
available.’* These mechanisms can take many forms, judicial and non-judicial, from
apologies to injunctions to compensatory based remedies.’*® The key is a mechanism
whereby people with grievances can routinely raise a complaint and seek a remedy.**’ The
mechanisms suggested by Ruggie are quite formalised in nature, reflecting the adjudicative
nature of any remedial mechanism, even mediation based ones. Examples provided include
courts, labour tribunals, the OECD National Contact Point (NCP) through BIS or National
Human Rights Institutions such as the UK’s Equality and Human Rights Commission
(EHRC).**® However, he also recommends as complementary to such remedial measures an
avenue to address human rights concerns directly to the company, because this enables a
company to address problems before they escalate to cases of abuse.**® Key to his

recommendations are the criteria that must be present for any non-judicial grievance

3 The need for complaints mechanisms to resolve disputes with online gatekeepers was identified by me in

previous research: E.B. Laidlaw, ‘Private Power, Public Interest: An Examination of Search Engine
Accountability’, IJLIT, 17 (1) (2009) 113.

% Ruggie (2008) n. 11, p. 9.

See discussion Ruggie (2011) n. 126, section llI.

This was initially proposed in Ruggie (2008) n. 11, p. 21. It was elaborated on in Ruggie (2011) n. 126, p. 22.
Ibid., p. 22.

Ibid., p. 22. See last section of the report for a discussion of the EHRC.

Ibid., p. 25.
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mechanism to be effective. Such procedures should be legitimate, accessible, predictable,
equitable, transparent, rights-compatible and be based on findings from consultations with

stakeholders.'™

Drawing from Ruggie’s work, a skeletal framework for analysis of the governance of lIGs
emerges. The Ruggie Framework helps bridge the gap between those that see CSR as purely
voluntary and those that seek direct imposition of human rights laws on businesses akin to
the state duties. In so doing, Ruggie’s articulation of a requirement of due diligence acts as
a checklist of attributes to look for in voluntary and quasi-voluntary regimes, the details of

which will be discussed in section V below.

There is more going on here, however, and that is the difficulty the various CSR instruments
face in being a complete tool for addressing the free speech issues being raised by the
activities of the lIGs. The following section will offer a broad view of the CSR initiatives at
work in the arena of Internet governance of 11Gs. It will show that there is a governance gap
concerning their activities, with all the instruments not quite applying to or providing
guidance concerning companies responsibilities for freedom of expression online. This is so

even when Ruggie’s Framework is used as the baseline for a CSR regime.

IV. SETTING THE STAGE: CSR IN THE FIELD

As we have seen, from the outset there are certain problems with the sufficiency of current
CSR frameworks applied to 1IGs. Most of the frameworks have been developed to address
socio-economic human rights, but are an uneasy fit with the civil and political type of rights
that are engaged by the Internet’s democratic potential. In addition, current frameworks
are an uneasy fit with the nature of 1IGs, which function in more of a judicial capacity than
as direct perpetrators of human rights abuses. As the reader will recall, CSR initiatives can
range from international frameworks, to industry codes of conduct drawn up by
governments, NGOs and/or industry, down to internal management processes. A discussion
of these various instruments highlights their limited appeal as governance solutions to

furthering the Internet’s democratic potential.

2O1pid., p. 26.
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The leading International CSR Instruments are, inter alia,*™*

the UN Global Compact, and the
OECD Guidelines. Industry CSR instruments for ICTs include, for example, the Global
Network Initiative (GNI) and the Electronic Industry Code of Conduct (EICC).*** What one
finds in reviewing these initiatives, and discussed in more detail below, is that (1) with the
exception of the OECD Guidelines, they are usually voluntary; (2) they all frame the duty of
companies as to ‘respect’ human rights, sometimes adding ‘promote’ to the list of duties;

and (3) there is little, if any, elaboration provided on the duties regarding freedom of

expression (or privacy for that matter), and sometimes they are not mentioned at all.

These limitations are particularly evident in the international guidelines. For example, the
world’s largest and most embraced CSR initiative is the UN Global Compact, which was
launched in 2000 at the instigation of then Secretary General Kofi Annan. It is a multi-
stakeholder effort of governments, business, labour, civil society, and UN agencies to create
a voluntary framework. Currently it has over 7700 companies from more than 130 countries

as members.?>

It is operationalised by the signature of a company’s CEO committing to
support its principles.”® One of the main problems faced in the arena of Internet
governance, is that despite the Global Compact’s supposed popularity, it is not popular with
ICTs. A review of the membership list reveals that there are no UK or US ICT members as of
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yet In addition, the Global Compact illustrates the difficulty in using generalised

frameworks as governance regimes for human rights such as freedom of expression.

! Others include Agenda 21, Beijing Declaration, CERES principles, Convention on Biological Diversity,

Principles for Responsible Investment, and Social Accountability 8000: Blowfield and Murray n. 5, p. 14. Also,
see the International Standards Organization, in particularly its environmental management standards and
quality management standards, at www.iso.org/iso/home.htm (last visited 4 August 2011), AccountAbility
1000S (AA1000S), at www.accountability.org/ (last visited 4 August 2011), the Global Reporting Initiative, at
www.globalreporting.org/Home (last visited 4 August 2011), and standards through the International Labour
Organisation, at www.ilo.org/global/lang--en/index.htm (last visited 4 August 2011). At one time the list
would have also included the Draft Norms on the Responsibilities of Transnational Corporations and Other
Business Enterprises with Regard to Human Rights, but this has largely been superseded by Ruggie’s
Framework.

132 Erameworks for other industries include, for example, the Kimberley Process to stem the trade of conflict
diamonds, at www.kimberleyprocess.com/home/index en.html (last visited 4 August 2011), the Global
Sullivan Principles guiding businesses dealing with apartheid South Africa, at
www.thesullivanfoundation.org/about/global sullivan principles (last visited 4 August 2011), and the Forest
Stewardship Council setting forest management standards, at www.fsc.org/ (last visited 4 August 2011).

>3 see www.unglobalcompact.org/HowToParticipate/Business_Participation/index.html (last visited 5 August
2011).

>* The UN Global Compact Office, Corporate Citizenship in the World Economy (October 2008).

See www.unglobalcompact.org/ParticipantsAndStakeholders/business associations.html (last visited 5
August 2011).
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The Global Compact promotes ten principles. The two human rights principles are:

1. Businesses should support and respect the protection of internationally proclaimed
human rights; and
2. make sure they are not complicit in human rights abuses.**®

The Compact elaborates on the nature of the human rights involved in A Guide for

157 While it includes broader

Integrating Human Rights into Business Management.
democracy related rights not the focus of this thesis, such as the rights of workers to freely
associate and collectively bargain, as well as the right to non-discrimination, and even the
right to consumer protection, no mention is made of freedom of expression in this matrix.**®
This does not mean the right is not included. It is protected by reference to the UDHR, and
the matrix is only offered as an example, but it is clear that freedom of expression is either
less protected under the Compact, or more likely, how there are to be respected and
protected is less understood or underdeveloped. The end result is that such an instrument,
even if it drew-in [IGs members, offers nothing in the way of guidance on how to address

the free speech issues posed by the Internet and its increasingly important role in

democratic culture.

The OECD Guidelines are similarly vague concerning companies’ responsibilities for freedom
of expression.159 The Guidelines are different than other frameworks in that states commit

to the framework and set up an NCP, which manage promotions, queries and complaints

136 See www.unglobalcompact.org/AboutTheGC/TheTenPrinciples/index.html (last visited 5 August 2011). The

Compact relies on the concept of sphere of influence, discussed briefly in chapter two. It is the idea that every
company has a sphere of influence, and a company’s duty is to protect human rights and not be complicit in
their abuse within their sphere of influence. See
www.unglobalcompact.org/AboutTheGC/TheTenPrinciples/principlel.html (last visited August 5 2011). Ruggie
has concluded that the notion is only useful as a metaphor and that something more rigorous is needed:
Ruggie (2008) n. 11, pp. 19-20. See also discussion of Gasser n. 64, p. 6.

7 Business Leaders Initiative on Human Rights, United Nations Global Compact and the Office of the High
Commissioner for Human Rights, ‘A Guide for Integrating Human Rights into Business Management I’.

8 Ibid., pp. 14-15.

% OECD Guidelines for Multinational Enterprises, at

www.oecd.org/document/28/0,3343,en 2649 34889 2397532 1 1 1 1,00.html (last visited 5 August 2011).
There are also efforts to create CSR standards through the International Standards Organization. 1SO 26000,
launched in late 2010, draws heavily from the work of John Ruggie. This author does not have access to the
final version, though information is available here: www.iso.org/iso/discovering_iso_26000.pdf (last visited 5
August 2011). The Draft ISO 26000 focused on the responsibilities of a company with regard to freedom of
expression only to the extent the company should not censor its employees. It is more developed concerning
privacy: Draft International Standards 1ISO/DIS 26000, Guidance on social responsibility , pp. 29, 50-57.
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.%% In the UK it is managed through BIS. The

concerning the Guidelines at a national leve
Guidelines in the end are still simply guidelines to businesses. The UK frames it as extra-
legal: ‘supplementary principles and standards of corporate behaviour of a non-legal

»161

character.”””” The Guidelines themselves were updated in May 2011 to incorporate Ruggie’s

work.®?

While the change improves on the earlier Guidelines by incorporating Ruggie’s
conceptual and operational recommendations, we still face the hurdle of defining what it
means to respect freedom of speech on the Internet, on which the Guidelines provide no
further clarification. This is no surprise for an instrument that is pitched so broadly. On
freedom of expression it only offers one point, which given the timing of the publication is

clearly influenced by the Arab Spring. It encourages enterprises (as distinct from the earlier

section of recommendations setting out what a company should do) to:

Support, as appropriate to their circumstances, cooperative efforts in the
appropriate fora to promote Internet Freedom through respect of freedom of
expression, assembly and association online.'®3

It is difficult to imagine how this would have guided Vodafone in its decision whether to
comply with the Egyptian Government demands to disconnect mobile phone access, or for
example, guide ISPs in the UK concerning the content it blocks. This is the only reference to

freedom of expression in the Guidelines.

Unlike the Global Compact, however, the Guidelines have a remedial framework. The NCP
manages complaints through a process of mediation, and can make findings of a breach by a
company where appropriate, issuing a statement detailing the nature of the finding and
making recommendations to bring their practices in line with the Guidelines.’® The
remedial structure is criticised though as being toothless.’®> For example, in one
investigation into Vedanta Plc regarding its mining operations in Orissa, India, Vedanta

simply refused to participate in mediation, and the UK NCP did not have any powers to

' The 30 OECD member countries plus eleven non-member countries are adherents to these Guidelines and

oversight is managed by the Investment Committee:

www.oecd.org/about/0,3347,en 2649 34889 1 1 1 1 1,00.html (last visited 5 August 2011).

1°! see www.berr.gov.uk/whatwedo/sectors/lowcarbon/cr-sd-wp/nationalcontactpoint/page45873.html (last
visited 5 August 2011).

'*2 OECD Guidelines n. 159.

Ibid., section B.I, p. 18.

See BERR n. 161.

Joint Committee on Human Rights n. 136, pp. 28-29. Other complaints were that the UK NCP was not
independent from government and there was a lack of sufficient guidance for companies on the standards
they were to meet: ibid., p. 28.
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compel it beyond expressions of disappointment.®® Ruggie suggests giving them more
weight by, for example, withholding access to government procurement and guarantees
where a negative finding is made against a company.167 However, without properly
elaborated responsibilities concerning freedom of expression, a remedial framework has no
hope because there are no standards against which to then judge the activities of a
company (or for that matter the companies to judge themselves). This puts in doubt the

sufficiency of any of the international frameworks to address the free speech impact of l1Gs.

At an industry level, there are two main international initiatives for ICTs concerning human
rights: the EICC'®® and the GNI.'*° The EICC can be dismissed outright, as while it deals with
human rights, it does not deal with freedom of expression. The focus of the EICC is on
labour, health and safety and the environment. There is no mention in the document of
freedom of expression.”® Yet it is important to mention the EICC because in the US
Congressional hearings on ‘Global Internet Freedom’, membership in the EICC was cited

most often by companies as the reason they were not members of the GNIL.Y?

The GNI is particularly in point for this thesis as it is a CSR framework for ICT companies
specifically concerned with freedom of expression and privacy. The GNI is a multi-
stakeholder creature of companies, civil society, investors and academics. Discussions of
the GNI began in 2006 when ICTs in the US were receiving considerable attention from the
Government and public concerning their human rights impacting activities. Two particular
incidents helped push formation of the group. First, Yahoo! handed information about one
its email account holders to the Chinese authorities thereby exposing the identity of a

Chinese journalist and leading to his arrest and imprisonment for ten years. Second, Google

1% 1bid., pp. 28-29.

167 Ruggie (2009) n. 98, p. 24. Ruggie views the OECD Guidelines as potentially an important remedial
mechanism at a national level: ibid.

188 See Electronic Industry Code of Conduct, Version 3.0 (2009), at
www.eicc.info/PDF/EICC%20Code%200f%20Conduct%20English.pdf (last visited 5 August 2011). The first
version was created by a group of companies in 2004 between June and October. It isinfluenced by the main
CSR standards, such as the ILO Standards, and leading industry standards, such as the Ethical Trading Initiative.
%% The Draft 1SO 26000 also mentions a Germany social responsibility framework for the electronic industry
Zentralverband der Deutschen Elektround Elektronikindustrie (Code of Conduct on Corporate Responsibility)
(www.zvei.de) (last visited 5 August 2011): Draft ISO 26000 Standards

(www.iso.org/iso/catalogue detail?csnumber=42546) (last visited 4 August 2011), p. 91.

170 However, freedom of association is provided for: Electronic Industry Code of Conduct n. 169, A.7.

7! see the letters on Senator Dick Durbin’s website under ‘Related Files’:
http://durbin.senate.gov/public/index.cfm/pressreleases?ID=c3078a7d-bfd9-4186-ba86-2571e0e05ec8 (last
visited 5 August 2011).
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launched a version of its search engine in China that censored search results (it has since

stopped this practice).}’

The ICT membership at the moment is limited to Google, Yahoo! and Microsoft.'”* As all
three offer search engine services as a component of their business, the GNI will be
discussed in particular in the search engine case study in chapter five. Vodafone was one of
the drafters of the GNI, but pulled out just before it was launched, citing as the main reason
for its decision the focus of the GNI on Internet providers rather than its core business of
the provision of telecommunication services.'”* The focus of the GNI on Internet providers
as well as the availability of the EICC as a purported alternative to the GNI have been some

of the main reasons put forward by companies for not joining the Initiative.'”

The goal of the GNI is broadly to ‘protect and advance freedom of expression and privacy in
the ICT sector’.’”® There are four core documents: the Principles; the Implementation
Guidelines; the Governance, Accountability and Learning Framework; and the Governance

Charter. '’

As a governance framework it is promising, because it attempts to
operationalise the broader Principles in detailed guidance to companies, a transition that
most CSR initiatives have struggled to do if at all. Further, the presence of a Governance
Framework to hold the body to account is an aspect to corporate governance power that

has sorely been needing attention.

It suffers from the kinds of criticisms with which, as we have already seen, this whole field of
CSR is familiar, with one side arguing it does not go far enough to protect human rights, and

the other side saying it does not offer enough erxibiIity.178 Amnesty International, for

72 See L. Downes, ‘Why no one will join the Global Network Initiative’ (30 March 2011), at

www.forbes.com/sites/larrydownes/2011/03/30/why-no-one-will-join-the-global-network-initiative/ (last
visited 15 October 2011). For why Google decided to stop censoring its search results in China, see Google, ‘A
new approach to China’ (12 January 2010), at http://googleblog.blogspot.com/2010/01/new-approach-to-
china.html (last visited 15 October 2011).

' see www.globalnetworkinitiative.org/participants/index.php (last visited 5 August 2011).

Vodafone, ‘Balancing national security and law enforcement with privacy and human rights’, at
www.vodafone.com/content/index/about/about us/privacy/human_rights.html (last visited 5 August 2011).
7> see link to letters n. 171. For a history of the GNI see Colin Maclay, ‘Protecting Privacy and Expression
Online: Can the Global Network Initiative embrace the character of the Net?’ in R. Deibert et al., Access
Controlled: the shaping of power, rights, and rule in cyberspace (MIT Press, 2010).

176 see www.globalnetworkinitiative.org/ (last visited 27 July 2011).

They can be found at www.globalnetworkinitiative.org/ (27 July 2011).

178 See various responses available here: www.business-humanrights.org/Documents/GlobalNetworkInitiative-
responses (last visited 5 August 2011). See in particular Reporters Without Borders criticisms: ‘Why Reporters
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example, in deciding late in the drafting process not to join the GNI, described the final
framework documents as ‘a degree of progress in responding to human rights concerns —
[but] they are not yet strong enough to allow Amnesty International to endorse them.’”?
More concerning is the lack of take-up of the regime, in particular the glaring absence of
Twitter and Facebook and telecommunications companies as members, highlighting the
risks associated with purely voluntary regimes. However, the regime is quite young, but in

the context of the Internet where things develop at rapid fire pace, the lack of take-up by

now risks the subject matter moving on from what the GNI has to offer.

As a governance structure, it is a positive starting point for framing the business and human
rights discussion in the Internet environment. However, there are legitimate criticisms of
the framework’s scope and focus. Some of the main concerns revolve around the proposal
that compliance with the GNI Principles be independently assessed. Such an assessment is
in keeping with the idea of human rights audits suggested by Ruggie, and is particularly
valuable in a pure-CSR framework such as the GNI. However, there have been criticisms,
such as that the assessments might be vulnerable to bias because the assessors are selected
by the company itself, and that damaging information might be withheld by companies.
There have been more general criticisms that the governance framework does not
adequately take account of the data that will be retained, that there should be a clear set of
procedures for advising users when their data has been handed to government authorities,
and that more focus is needed on how to build human rights into technological design.180 At
a fundamental level, the above criticisms translate into concerns the GNI is simply not
accountable enough.'® The greatest strength of the GNI, on the other hand, is its
promotion of the use of Ruggie-styled human rights impact assessments, which has the

potential to embed human rights considerations into a company’s structure at an

Without Borders is not Endorsing the Global Principles on Freedom of Expression and Privacy for ICT
Companies Operating in Internet-Restricting Companies’ (28 October 2008), at http://en.rsf.org/why-
reporters-without-borders-is-28-10-2008,29117.html (last visited 5 August 2011), and the Electronic Frontier
Foundation concerns (though it endorses the GNI), (letter), at www.eff.org/files/filenode/gni/signon letter.txt
(last visited 5 August 2011). See the recent article on the NY Times, which received quite a bit of attention:
V.G. Kopytoff, ‘Sites like Twitter Absent from Free Speech Pact’ (6 March 2011), at
www.nytimes.com/2011/03/07/technology/07rights.html (last visited 5 August 2011).

98 Joh nson, ‘Amnesty criticises Global Network Initiative for online freedom of speech’ (30 October 2008),
at www.guardian.co.uk/technology/2008/oct/30/amnesty-global-network-initiative (last visited 5 August
2011).

¥ The EFF n. 178.

See discussion Maclay n. 175, pp. 98-100.
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operational level. The criticisms, however, illustrate the struggle in finding the line between
a flexible governance structure that gives considerable leeway to companies in how to
implement the framework, and a targeted and structured regulatory regime that delineates

precisely the conditions under which a company can be said to be complying with the rules.

The GNI has limited application to the issues raised in this thesis concerning the activities of
[IGs that impact the Internet’s democratic potential. This is for two reasons. First, at the
moment there is no remedial mechanism through the GNI, a mechanism which the case
studies will show to be crucial for human rights compliance of 11Gs, and which also (as we
have seen) forms the critical third pillar of Ruggie’s conceptual framework. While the GNI
acknowledges the need for a remedial framework, and is designing one, at present there is
no such framework. Concerns have been expressed that there will be an overwhelming
number of complaints to field by the GNI with limited resources to handle them.'®* The

Governance Charter describes the state of affairs as follows:

The GNI recognizes that it may receive complaints and grievances from users
concerning company compliance with the Principles. Due to the complexity of
the global landscape regarding online freedom of expression and privacy, and
the potential scale of complaints, the GNI will develop an appropriate
complaints procedure consistent with its size and available resources. This will
focus on processes that can help the GNI to identify and resolve concerns raised
by the public of significance to the Principles and to do so through a credible,
efficient, and transparent process.

Until that time, the GNI will forward all company-specific complaints, questions,
and communications to the relevant company for resolution.*®

The GNI describes what it is doing as rather ‘defining shared standards’*® for the ICT sector,
noting that the responsibility is ultimately on governments to ‘ensure that the human rights
of their citizens are respected, protected, promoted and fulfilled.”*®> This brings the matter
back to a domestic level. Ultimately we need Government leadership in setting the human

rights expectations of companies.

'8 Ibid., pp. 100-101.

GNI Governance Charter, clause 8:
www.globalnetworkinitiative.org/bin/cms/search.cgi?action=search&page=2&perpage=6&template=articleList
s/articleList.shtm|&includeSubcats=0&categoryNum=37 (last visited 5 August 2011).

1%% See www.globalnetworkinitiative.org/fag/index.php#50 (last visited 5 August 2011).

5 Ibid.
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Second, and related to the focus of the GNI as defining industry-wide standards, the GNI is
geared toward helping companies in their conduct in countries where local laws conflict
with international human rights principles. For example, free speech responsibilities are
limited to situations where the government makes demands on businesses: ‘[p]articipating
companies will respect and protect the freedom of expression of their users by seeking to
avoid or minimise the impact of government restrictions on freedom of expression...'186 The

GNI also states:

Participating companies will respect and protect the freedom of expression
rights of their users when confronted with government demands, laws and
regulations to suppress freedom of expression, remove content or otherwise
limit access to information and ideas in a manner inconsistent with
internationally recognized laws and standards.*®’

Strictly speaking such provisions apply to all countries which might engage in human rights
oppressive conduct, and Western states are by no means operating in perfect compliance
with international human rights law.'®® However, the reality is that the GNI is geared
toward advising companies operating in oppressive regimes. It does not deal with situations
where the government has simply encouraged companies to sort it out for themselves,'®°

which largely defines the governance landscape of lIGs in the UK and most western states.

This review highlights a lacuna in governance. Human rights laws, regulation, and current
CSR regimes don’t quite fit with what 11Gs are doing. Yet lIGs are at the centre of the
Internet’s democratising force. These instruments and laws simply circle them, not quite
applying, and not quite guiding them. There is promise in some of these instruments for
further development to address the human rights impact of lIGs, and that is something
explored in chapter six. In addition, when we proceed with the case studies to examine
these issues in specific contexts we must be mindful of two things. First, the international

CSR guidelines, both general and industry specific, in not quite applying to the activities of

188 see www.globalnetworkinitiative.org/principles/index.php#18 (last visited 5 August 2011).

¥ Ibid.

188 See chapter four case study. Also see the controversy surrounding the proposed filter in Australia: see
information from the Electronic Frontiers Australia, at
http://www.efa.org.au/category/censorship/mandatory-isp-filtering/ (last visited 5 August 2011).

* The GNI is inspired by the Sullivan principles, a code of conduct for businesses engaged in apartheid South
Africa, which is telling: Maclay n. 175, p. 92. See discussion in A. Wales, Big Business, Big Responsibilities
(Basingstoke, Palgrave MacMillan, 2010), chapter six.
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IIGs focuses the attention more on domestic initiatives. Second, it puts increasing pressure

on companies’ internal governance structures to be human rights compliant.

We are left still with a gap, which is a standard against which to judge whether a particular
CSR regime has sufficiently discharged a business or state’s human rights responsibilities. In
the case of the state, human rights laws directly apply to assess whether positive duties are
required to satisfy its obligations, in particular for the purposes here, Article 10 of the ECHR.
It will be shown in the following section that the ECHR and related jurisprudence is the
appropriate standard for assessment of both indirect and voluntary CSR regimes, helping

identify when CSR is enough to protect and respect freedom of expression online.

V. Measuring Human Rights Compliance: Article 10

As outlined in section Ill above, the case studies draw from Ruggie’s criteria. In examining
the various frameworks and codes that make-up the regulatory environment of ISPs and

search engines, the following questions are asked:

(a) What is the regulatory environment in which the 11Gs operate?

(b) What are the due diligence processes, namely, is there guidance on human rights
policies, monitoring and tracking of performance, and mitigation strategies?

(c) What are the nature of the human rights obligations set out in the policies?

(d) What remedial structures are there, if any? Do they have any of the characteristics
suggested by Ruggie of legitimacy, accessibility, predictability, equitability, rights-
compatibility, transparency and engagement with stakeholders?

Ruggie’s due diligence criteria serves an evidentiary purpose. It identifies regulatory
measures one looks for in the assessment of a framework, but it is not enough, on its own,
to provide guidance, particularly with regard to lIGs, regarding the standards against which
human rights are judged. For example, it does not answer the question whether satisfaction
of Ruggie’s criteria ensure human rights compliance. Thus, while Ruggie’s criteria are part of
the assessment, we cannot lose sight of the overarching question whether the framework is
human rights compliant. The question is how to measure the human rights compliance of a
CSR instrument and it is argued that in the context of the right with which we are primarily
concerned the appropriate approach is to judge it against ECHR principles, namely Article

10(2).
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As we saw with the CSR frameworks discussed, most include a general obligation to respect
human rights, usually with reference to the UDHR, but do not advise how this is to be done.
When we are examining the murkier arena of private human rights responsibilities, the
guestion of how they are to respect human rights becomes that much more difficult to
answer. Ruggie makes the same criticism of such national and international CSR
frameworks, but argues that his corporate responsibility to respect framework mends such

shortcomings:

Nevertheless, on the whole, relatively few national CSR policies or guidelines
explicitly refer to international human rights standards. They may highlight
general principles or initiatives that include human rights elements notably the
OECD Guidelines and the Global Compact, but without further indicating what
companies should do operationally. Other policies are vaguer still, merely asking
companies to consider social and environmental ‘concerns’, without explaining
what that may entail in practice. To merit the term ‘policy’, even voluntary
approaches by States should indicate expected outcomes, advise on appropriate
methods and help disseminate best practices. The United Nations framework’s
“corporate responsibility to respect” pillar can provide guidance in this regard.190

Ruggie’s framework is developed, at the moment, more with companies operating in
conflict zones in mind or human rights non-compliant countries, or lately, with regard to the
regulation of financial services. Freedom of expression and other civil and political
orientated rights in western countries is not a focal point of his work, as of yet.191 As a
result, the framework does not transfer seamlessly to the online environment to address
the obligations of such bodies as lIGs. For example, what are ISPs obligations with regard to
a duty to respect freedom of expression when it hosts a chat room and there is a complaint
that some of the comments are defamatory? In this aspect an ISP is acting in a judicial
capacity and assessing conflicting human rights, without a clear legal obligation regarding
human rights. Ruggie’s criteria for, in effect, a human rights audit, asking if there have been
implementation of monitoring or mitigation strategies or the like, is evidence of a
commitment to human rights but does not help an ISP grapple with its responsibilities in a
scenario such as the one above, nor advises a company how to be human rights compliant

in the current legal minefield within which such businesses operate. Ruggie asks if there is a

1% Ruggie (2008) n. 11, p. 8.

%1 see for example discussion by J. Ruggie, ‘Business and Human Rights: Further steps towards the
operationalization of the “protect, respect and remedy” framework’ (April 2010), at www.reports-and-
materials.org/Ruggie-report-2010.pdf (last visited 5 August 2011), section IV, starting p. 12.
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remedial structure — but in this scenario the question is — how do we then assess the human

rights compliance of that remedial structure once in place?

As we have seen the global CSR frameworks such as the United Global Compact and the
OECD Guidelines show very little guidance regarding the obligations of businesses with
regard to freedom of expression, except referring to the UDHR. The UDHR is aspirational. It
provides guidance on the responsibilities of the parties that interfere with freedom of
expression, which principles of proportionality and necessity helped guide the drafting of
the ECHR and codification of most human rights frameworks in the world. However, its force
is moral not legal, and therefore a body of jurisprudence grappling with its application in the
field is not available in the same way as with specific codifications of human rights. An lIG
faced with the scenario mentioned above finds little comfort or guidance from the UDHR on
what it means to be respect human rights. However, guidance is available from the wide
body of law and policy in European human rights jurisprudence. Specifically, Article 10(2)

principles articulate the necessary criteria for a human rights compliant institution.
Article 10 provides:

(1)Everyone has the right to freedom of expression. this right shall include
freedom to hold opinions and to receive and impart information and ideas
without interference by public authority and regardless of frontiers. This article
shall not prevent States from requiring the licensing of broadcasting, television
or cinema enterprises.

(2)The exercise of these freedomes, since it carries with it duties and
responsibilities, may be subject to such formalities, conditions, restrictions or
penalties as are prescribed by law and are necessary in a democratic society, in
the interests of national security, territorial integrity or public safety, for the
prevention of disorder or crime, for the protection of health or morals, for the
protection of the reputation or the rights of others, for preventing the disclosure
of information received in confidence, or for maintaining the authority and
impartiality of the judiciary.*®?

The regulatory aspect of freedom of expression can be seen as ‘rules’ of communication:**?

1. Isthe interference prescribed by law?

2. Does it have a legitimate aim (national security, territorial integrity or public safety,
for the prevention of disorder or crime, for the protection of health or morals, for

192 ECHR, n. 13.

% b, Tambini et al., Codifying Cyberspace (London: Routledge, 2008), pp. 294-295.
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the protection of the reputation or the rights of others, for preventing the disclosure
of information received in confidence, or for maintaining the authority and
impartiality of the judiciary); and

3. Isthe interference with the right to freedom of expression necessary in a democratic
society, meaning that the ‘interference [must] correspond to a pressing social need
and, in particular, that it is proportionate to the legitimate aim pursued.’194

The application of ECHR principles to private or semi-private regulatory bodies is not new.
The activities of media regulatory bodies are measured against the free speech standards of
the ECHR. ™*> A certain amount of caution must be exercised, however, in such an
assessment. The law here is unclear as ‘the degree of “horizontal protection” offered by the
ECHR for example (i.e. protection of speech rights against private bodies by controlling the
restrictions placed on freedom of expression) has yet to be defined.”**® In addition, these
case studies interest in the procedural aspect of freedom of expression has not been tested
in the courts.™’ For example, when examining voluntary codes it is a difficult task to

determine whether the framework is prescribed by law as required under Article 10(2):

At one end of a continuum, purely voluntary ethics codes of single companies
are clearly not law, but at the other, codes that are encouraged through a
legislative framework but administered by an industry association may be
considered for these purposes to be law.'*®

Finally, we are concerned here with fleshing out the legitimacy of CSR frameworks, and we

can draw principles from ECHR jurisprudence to set minimum standards.**’

An Article 10 analysis helps identify when a pure-CSR versus legal framework is sufficient,
with Ruggie’s framework helping to flesh out the kinds of criteria to look for in voluntary

frameworks and remedial mechanisms. This in turn helps pinpoint where on the scale of

1% Olsson v. Sweden (A/250) (1994) 17 EHRR 134, para. 67. See also Sunday Times v. United Kingdom (No 1)

(A/30) (1979-80) 2 EHRR 245, which goes through the criteria for assessing whether an infringement under
Article 10 meets the criteria under Article 10(2). See also Sunday Times v. United Kingdom (No 2) (13166/87)
(1991) 14 EHRR 229. A related question under the ECHR is whether the framework complies with Article 6’s
right to a fair trial in the determination of civil rights, and whether it complies with Article 13’s right to an
effective remedy, but those are beyond the scope of this thesis.

% Tambini n. 193, p. 282.

Ibid., p. 285.

The lack of a remedy, however, has been the subject of court scrutiny. In the case of Peck v. United
Kingdom (44647/98) (2003) 36 EHRR 41, the ECtHR questioned whether the lack of a remedy of damages being
available from the PCC rendered the body non-compliant with the ECHR under Article 13.

%8 Tambini n. 193, p. 282.

R. Deibert et al. (eds), Access Denied: the practice and policy of global Internet filtering (MIT Press, 2008), p.

196
197

199

33.
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responsibility (as the term was used in chapter two to describe the nature of IIG
responsibilities) a particular issue of free speech fits. For example, an Article 10 analysis
might reveal that voluntariness is adequate to address a problem or might reveal that in fact
the state has positive duties to facilitate free speech that have or have not been discharged.
The Article 10 rules would necessarily be loosened for voluntary regimes where there is no
actual legal obligation engaged, but would help identify the line between legal and pure-CSR

obligations.

VI. CONCLUSION

It is against this backdrop of CSR that we proceed with the case studies on governance of
filtering and search engines in the UK. Some preliminary issues can be noted from the
outset. The notable absence of much elaboration on the duties of companies regarding
freedom of expression in the initiatives discussed above, and no elaboration in a manner
that covers the subject matters of concern in this thesis, perhaps highlights the inability of
CSR to protect those human rights. Pure-CSR for these issues might just not be adequate,
and at minimum the government might have positive duties to, for example, oversee a
regulatory framework. Yet this chapter also shows that CSR has an important function in
being the bridge between the legal and extra-legal dimensions of law and human rights. Itis
more flexible and better able to capture the spirit of commitment from corporationsin a
way that the law in setting minimum standards struggles to achieve. This better
encapsulates the moral underpinning of human rights and has more promise in addressing

the human rights impact of businesses.

In examining the viability of CSR to govern IIGs, two overriding problems will be
addressed. First, the human rights engaged by the Internet, particularly freedom of
expression, are less clear-cut and involve more weighing of one right against another than
other areas for which CSR has been more fully developed, such as the environment and
labour. The literature thus far, while acknowledging a business’ responsibility to promote

freedom of expression,?® has hesitated to critically examine what this means. Second, the

2% 5ee the United Nations Global Compact ‘Ten Principles’, at United Nations Global Compact, ‘The Ten

Principles’, at www.unglobalcompact.org/AboutTheGC/TheTenPrinciples/index.html (last visited 5 August
2011).
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case studies might reveal that lIGs, rather than being in a position to directly perpetrate
abuses, by virtue of their being gatekeepers act in what could be described as a kind of
judicial capacity. Ultimately the question is whether the CSR frameworks that currently
govern the activities of these information gatekeepers are sufficient to provide the
standards and compliance mechanisms needed to protect and respect freedom of

expression online.
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CHAPTER 4

DIRECT MECHANISMS OF
INFORMATION CONTROL: ISP
FILTERING

On 5 December 2008 the Internet Watch Foundation (IWF), the main body governing
filtering of unlawful content in the United Kingdom, received a complaint on its hotline
about a Wikipedia page. The complaint was about an entry for the rock band the Scorpions,
specifically, the entry for their 1976 album Virgin Killer, which featured the album’s cover:
an image of a naked ten-year old girl with a smashed-glass effect covering her genitalia.1
This album and its cover whilst controversial are available for sale online and in shops.? The
IWF promptly added the webpage to its blacklist of alleged child sexual abuse content,
which it then distributed to its members, made up of broadly speaking the Internet industry.
These members then blocked access to the Wikipedia page. No one told the Wikimedia
Foundation, the owners of Wikipedia, either before or after the web page was blocked. In
fact, Wikipedia only found out its page had been blocked® when the blocking methods used
by the ISPs caused other problems, such as slower connection speeds to Wikipedia and

difficulty editing the site.* A few days later, and under significant public pressure, the IWF

! See, for example, the wired article on this: C.J. Davies, ‘The hidden censors of the Internet’, Wired Magazine,
(June 2006), at www.wired.co.uk/wired-magazine/archive/2009/05/features/the-hidden-censors-of-the-
internet.aspx?page=all (last visited 23 August 2011).
? See for example, www.amazon.co.uk/Trance-Virgin-Killer-
Scorpions/dp/BO00VROF4S/ref=sr 1 6?ie=UTF8&qid=1320763078&sr=8-6 (last visited 8 November 2011).
* J. Petley, ‘Web Control’, Index on Censorship, 38(1) (2009) 78, p. 89. See article of Out-law arguing that the
IWF should not have changed its mind: Out-law.com, ‘Why the IWF was wrong to lift its ban on a Wikipedia
page’ (11 December 2008), at www.out-law.com/page-9653 (last visited 24 August 2011).
4 Petley ibid., p. 90. The technical aspect of the Wikipedia controversy was explained by Richard Clayton as
follows:
To sum up the key technical matters: the IWF chose to filter text pages on Wikipedia rather than
just the images they were concerned about; the use of proxies by ISPs broke Wikipedia’s security
model that prevents vandalism; the previous controversy about the Virgin Killers aloum cover
meant that IWF’s URLs were quickly identified; however different capitalisations of URLs, the
different blocking technologies, and the different implementation timescales led to considerable
confusion as to who blocked what and when.
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http://www.wired.co.uk/wired-magazine/archive/2009/05/features/the-hidden-censors-of-the-internet.aspx?page=all
http://www.amazon.co.uk/Trance-Virgin-Killer-Scorpions/dp/B000VR0F4S/ref=sr_1_6?ie=UTF8&qid=1320763078&sr=8-6
http://www.amazon.co.uk/Trance-Virgin-Killer-Scorpions/dp/B000VR0F4S/ref=sr_1_6?ie=UTF8&qid=1320763078&sr=8-6
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changed its mind and removed the web page from its blacklist. This incident drew attention
to a body that up until then had operated with relatively little public scrutiny or oversight,
and yet it has significant control of our expressive opportunities online. A decision by the
IWF to add URLs to its blacklist is a decision on what information we can and cannot access
on the Internet. It begs the question: what human rights responsibilities does an

organisation such as the IWF have?

Going forward in this thesis we have three intersecting ideas identified in the first three
chapters: first that the Internet has the potential to be a facilitative force in democratic
culture; second, that for this potential to be fulfilled we are reliant on privately-owned
gatekeepers, in particular a type of gatekeeper identified in chapter two as an Internet
Information Gatekeeper (11G); and three, governance of these gatekeepers has thus far
largely taken the form of CSR. The following two chapters are case studies of particular
macro-lIGs and the gatekeeping role they play in facilitating or hindering participation in
democratic culture. The significance of the findings in these cases studies to the viability of
CSR as a governance tool for 11Gs will be examined in chapter six, where the case will be

made for a new corporate governance model to address digital human rights.

This chapter examines the role of Internet Service Providers (ISPs) in governing filtering of
content, in particular the role of the industry regulator the IWF. In the following case study,
the more subtle role of search engines in controlling and shaping information flows will be
examined. In each of these case studies the basic questions asked, with varying degrees of
emphasis, are: (1) how do these gatekeepers impact participation in democratic culture
(more narrowly freedom of expression); (2) how is their impact presently regulated; and (3)
is this governance structure sufficient for the protection and respect of freedom of

expression online?

Some of these matters could be described as “human error” and might be done better in any re-
run of these events with any of the other questionable images hosted on Wikipedia (and many
other mainstream sites). However, most of the differences in the effectiveness of the attempted
censorship stem directly from diverse blocking system designs — and we can expect to see them
recur in future incidents. The bottom line is that these blocking systems are fragile, easy to
evade (even unintentionally), and little more than a fig leaf to save the IWF’s blushes in being so
ineffective at getting child abuse image websites removed in a timely manner.
See www.lightbluetouchpaper.org/2008/12/11/technical-aspects-of-the-censoring-of-wikipedia/ (last visited
24 August 2011).



http://www.vam.ac.uk/collections/sculpture/stories/david/index.html
http://www.lightbluetouchpaper.org/2008/06/11/slow-removal-of-child-sexual-abuse-image-websites/
http://www.lightbluetouchpaper.org/2008/12/11/technical-aspects-of-the-censoring-of-wikipedia/
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An examination of filtering mechanisms, and the role of the gatekeepers in deciding what is
filtered using these mechanisms, is a particularly appropriate case study for this thesis.
Filtering of Internet content brings to a head deep legal, political and theoretical divisions
concerning how the Internet should be governed, in particular issues surrounding the
traditional public/private governance divide and how this should be accounted for in the
digital environment. It also raises fundamental questions about how to administer a system
of freedom of expression in the Information society, particularly to facilitate the Internet’s
democratic potential. We have a tool that can block access to unlawful content, but it can
equally block access to lawful content, and as we saw with the Wikipedia incident, much of
the content in dispute lingers at the edges of social or legal acceptability. The use of such
mechanisms can be framed as a necessary tool to navigate the Internet unscathed or as a
censorship mechanism. Ultimately it functions as both, it just depends on who controls it
and what they do with it. At present these tools are largely controlled by ISPs, a particularly
significant macro-lIG as identified in chapter two, because of their role in making access to

the Internet even possible.

In a commentary in Access Denied, one of the leading texts on Internet filtering, Mary
Rundle and Malcolm Birdling capture the various issues that filtering raise concerning

corporations:

If a corporation has an effective monopoly on the supply of an Internet service,
is it assuming a governmental function if it controls access to information
according to what it determines to be acceptable content? Does it matter
whether the corporation is doing so of its own accord or whether it is doing so in
response to a government mandate? Should such corporations be considered
agents of the state, bound by the same freedom of expression obligations to
which the state is bound? What responsibilities does a state have for filtering by
private actors operating within its jurisdiction? What rights does a person or a
group of people have in this mix? How should jurisdiction for filtering be
determined in cyberspace?’

To that end this case study examines the frameworks that currently govern filtering of

content in the UK to determine whether they are sufficient to provide the standards and

> M. Rundle and M. Birdling, ‘Filtering and the International System: A Question of Commitment’ in R. Deibert
et al. (eds), Access Denied: the practice and policy of global Internet filtering (MIT Press, 2008), pp. 76-77. This
is also reminiscent of the east coast code versus west coast code debate. See L. Lessig, Code and other Laws of
Cyberspace (New York: Basic Books, 1999), and R. Brownsword, ‘Neither East Nor West: Is Mid-West Best?’,
Script-ed, 3(1) (March 2006) 15.
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compliance mechanisms needed to protect and respect freedom of expression online.
What will be shown in this case study is that filtering in the UK is largely carried out by ISPs,
and the primary body in the UK that determines the content these ISPs filter is the industry
body the IWF. Going into this case study it may have been expected that | would find
particular elements of the IWF’s governance structure failed to comply with Article 10
human rights principles. What is found, rather, is a total failure to account for human rights
in any aspect of the framework. The case study also reveals that the IWF’s filtering scheme
goes to the essence of the right to freedom of expression, because it acts as an absolute ban
on speech in this arena, thus it has a significant impact on participation in democratic
culture. What will be argued is that the IWF is a public authority under the Human Rights
Act (HRA) and thus directly bound by it, and even if it is not, the failure here is one of the
state for failing to take positive steps to ensure protection of users’ right to freedom of
expression. Even if the IWF is viewed as a form of pure-CSR, an analysis pursuant to
Ruggie’s Framework reveals that human rights factors are entirely missing from its

governance structure.

I.  FILTERING AND DEMOCRACY

Most filtering involves a combination of IP blocking and DNS tamperings. Both types of
blocking are effective and easy to implement, but they risk over-blocking, because all of the

content hosted on, for example, www.youtube.com will be blocked, rather than the specific

page with the offending content. Since ISPs generally maintain the DNS servers for their
customers, they are usually tasked with carrying out this type of filtering, which they do by
configuring the servers so that the wrong IP address is returned, such as 1.1.1.1. The most
advanced type of filtering is URL filtering. This is also the most accurate, because specific
webpages can be blocked, but it is expensive to set up and maintain. Whatever method of
filtering is used — be it proxies, IP addresses or hybrids thereof — ‘to be reliable [such filtering

mechanisms] must be at a choke point — a location that all communication must go

® For explanation of IP Address, IP blocking and DNS blocking in general see R. Faris and N. Villeneuve,
‘Measuring Global Internet Filtering’ in Deibert (2008) ibid.
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through.”” Normally the chokepoint is an ISP. If a state strictly controls connection to the
Internet, then it is possible to set up the filtering mechanisms at international gateways,
however this is more difficult for certain types of filtering such as DNS tampering. Thus ISPs

are at the centre of the filtering debate.

In addition, the regulatory and legislative landscape means that the impetus to carry out the
act of filtering can come from many directions. The filtering can be state-mandated, as seen
in countries such as China, the Middle East or even Australia, or under threat of legislation
as in the UK, or it might be entirely at the behest of industry or an individual ISP. Consider
some of the examples of the use of filtering technologies. The Canadian ISP Telus blocked a
pro-union website during a labour dispute with its employees.®? The Australian government
explicitly outsources filtering to ISPs via legislative mandate in the Australian Interactive
Gambling Act.® New York Attorney General Eliot Spitzer threatened intermediaries such as
PayPal and credit card issuing banks with criminal sanctions if they did not institute a
framework for the refusal of transactions associated with Internet gambling.10 In the UK, the
IWF has been repeatedly pressured to expand its remit to filter such content as terrorism-

related material and legal pornography.11

It thus comes as no surprise that the use of filtering technologies to censor content,
whether by the state or private parties, attracts significant attention from policy makers
concerned not only about the human rights implications of the use of such technologies, but
also more generally with the legitimacy of that form of governance.12 They reveal what T.J.
Mcintyre and Colin Scott describe as a ‘deeper problem’ with filtering: they are ‘a very

efficient mechanism for implementing rules, but not so good when it comes to standards’, ™

7's.J. Murdoch and R. Anderson, ‘Tools and Technology of Internet Filtering’ in Deibert (2008) ibid., p. 65. It is
more expensive to set up and maintain as ‘the requests intercepted by an HTTP proxy must be reassembled
from the original packets, decoded, and then retransmitted, the hardware required to keep up with a fast
Internet connection is very expensive’: ibid., p. 63.

8T Barrett, ‘To censor pro-union website, Telus blocked 766 others’ (4 August 2005), at
www.labournet.net/world/0508/canada2.html (last visited 5 August 2011).

°2001 no. 84. See discussion T. Mcintyre and C. Scott, ‘Internet Filtering: Rhetoric, Legitimacy, Accountability
and Responsibility’ in R. Brownsword and K. Yeung (eds.), Regulating Technologies: Legal Future, Regulatory
Frames and Technological Fixes (Oxford: Hart Publishing, 2008), p. 121.

07, Mclintyre, ‘Intermediaries, Invisibility and the Rule of Law’, BILETA Conference Paper (2008), p. 5.

1 See, for example, H. Mulholland, ‘Government targets extremist websites’ (17 January 2008), at
http://guardian.co.uk/politics/2008/jan/17/uksecurity.terrorism (last visited 5 August 2011).

12 Mclntyre and Scott n. 9, p. 109.

2 1bid., p. 117.
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which is where it crosses over with the human rights concerns of this case study. Such
governance concerns translate in human rights to a concern not only over the censorship as
such but also over the privatisation of censorship. By filtering access to a particular website
or page, the information flow is interrupted, and particular information is then selected for
removal from public consumption. As a result, participation in democratic culture, as
speaker or listener, is obstructed. This becomes particularly problematic because the
technology is prone to under and over-blocking, and there is a risk of function creep with

any such system.14

This is even more problematic because the decision on who and what is permitted to
participate in democratic discourse is privately determined leading to what Damian Tambini
et al. describe as ‘a trend towards the deconstitutionalisation of freedom of speech'.15
What may be perceived as freedom becomes a way of avoiding constitutional obligations.
For example, in the US with a tradition of negative treatment of freedom of expression, self-
regulation of broadcasting means that a decision by a broadcaster not to carry alcohol
advertising does not even engage First Amendment protection.'® The idea that customers
have a choice, have alternatives available to them, is illusory, as it is not easy for a customer
to simply choose to use a different ISP, particularly when all the ISPs block the same

content; nor are users particularly aware of the terms on which content is blocked."’

In this deconstitutionalised world ‘proxy censors’*® operate without human rights
obligations of proportionality and due process, but exercise considerable power over the
exercise of participation in democracy. As things currently stand filtering need not be
narrowly tailored, and the automatic mechanisms used need not differentiate between

legitimate and illegitimate speech:

Unlike an official determination, which assesses damages or penalties tailored to
the prospect of public harm, censorship by proxy is an unavoidably blunt
instrument. Private censorship takes place at low levels of visibility. It is neither
coordinated nor reviewed. Often, neither speakers nor listeners will know that

" See in general discussion in ibid.

> D. Tambini et al., Codifying Cyberspace (London: Routledge, 2008), p. 275.

' Ibid., p. 276. In fact, filtering software provided voluntarily by content providers was viewed as the
‘panacea’ for reconciling concerns regarding free speech and the protection of children: ibid., p. 276.

S F. Kreimer, ‘Censorship By Proxy: First Amendment, Internet Intermediaries, and the Problem of the
Weakest Link’, U. Pa. L. Rev., 155 (2006-2007) 11, p. 35.

*® Ibid.
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the message has not been conveyed, and there is no way to determine how
dialogue has been deformed.”

There are knock-on effects of such privatisation, as the censorship need not always be
steered by government. Bloggers might self-censor to avoid problems of access to their
content. In addition, intermediaries often are dependent on advertising for their financial
revenue, and are vulnerable to pressure by advertisers to carry or not carry certain content.
Thus the power of censorship shifts to ‘powerful blocs of customers’.?’ For example, Yahoo
shut down a series of chat rooms with purported child sex content as a result of pressure
from advertisers who withdrew their adverts.?* Thus ISPs become the focal point of
powerful political forces from governments, consumers and business, and without a strong
governance framework any commitment to human rights, for which they have no direct
legal obligation, risk being compromised. The question is then how filtering by ISPs is
governed, and whether the governance framework has the necessary human rights

safeguards built into it to address the risks and concerns associated with the impact of

filtering on participation in democratic culture.

II. REGULATION OF FILTERING IN A EUROPEAN AND UK
CONTEXT

The regulatory environment governing the filtering of content by ISPs in Europe is a
complicated mix of self-regulation, co-regulation and state regulation similarly seen in
communications regulation; it has been light touch placing the obligation to regulate

through industry rather than judicially.?

' Ibid., pp. 27-28.

2 Ibid., p. 30.

! Ibid., p. 30.

?2|. Brown, ‘Internet self-regulation and fundamental rights’, Index on Censorship, 1 (2010) 98. The push has
been for multi-stakeholder involvement: see discussion of historical context in C. Walker and Y. Akdeniz, ‘The
governance of the Internet in Europe with special reference to illegal and harmful content’, at
http://www.cyber-rights.org/documents/CrimLR ya 98.pdf (last visited 8 August 2011), p. 6. The state
pushed for legal enactment in the Convention on Cybercrime, 23.X1.2001, but this just served to illustrate the
discord between states on how to regulate the Internet regarding freedom of expression issues. Most notably
see the “Safer Internet” action plan: Decision No 276/1999/EC of the European Parliament and of the Council
of 25 January 1999 adopting a multiannual Community action plan on promoting safer use of the Internet by
combating illegal and harmful content on global networks, and the Action Plan on Promoting Safe Use of the
Internet (now called the Safer Internet Plus Programme 2005-2008). The Council of Europe has issued soft law



http://www.cyber-rights.org/documents/CrimLR_ya_98.pdf
http://eur-lex.europa.eu/smartapi/cgi/sga_doc?smartapi!celexplus!prod!DocNumber&lg=en&type_doc=Decision&an_doc=1999&nu_doc=276
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The European Commission and the Council of Europe have produced an endless array of
papers and guidelines, and spurred the creation of networks all commenting on the state of
Internet governance, sometimes with the effect of simply adding to the mist of babble on
the subject matter. Bodies such as the European Internet Coregulation Network (EICN)*
have been established, for the purpose of contributing to the debate on Internet
governance. The Council of Europe has been very active in shaping regulation of the
Information society, with the issuance of soft law guidelines on human rights for ISPs and
online games providers.24 Further the European Commission went so far as to state in its
White Paper on European governance that co-regulation might not be appropriate for cases
engaging fundamental rights,25 stating, co-regulation, ‘is only suited to cases where

fundamental rights or major political choices are not called into question.’*®

The significance of such a statement and it being accorded little weight in the practice of
Internet regulation highlights the dilemma of current Internet regulation. The technology is
so new, so changing, and the issues so vexing that multiple stakeholders are participating in
discussions of what to do, and the effect is information overload. This is not to say that
multi-stakeholderism is a blight on the progress of Internet governance. Indeed, multi-
stakeholderism offers the promise of a well-rounded and represented discussion of Internet
governance issues, but the downside is that it is slow, voluminous, and produces little in the

. 27
way of practical results.

For UK ISPs, this provides the political and legal context of their operation. It means that

they are constantly affected by policy discussions, guidelines, reports and recommendations

guidelines on human rights for internet service providers and online games providers. See ‘Human rights
guidelines for Internet service providers’, at

www.coe.int/t/informationsociety/documents/HRguidelines ISP_en.pdf (last visited 8 August 2011), and
‘Human rights guidelines for online game providers’, at
www.coe.int/t/informationsociety/documents/HRguidelines OGP _en.pdf (last visited 8 August 2011).

2 Created by the Forum des Droits sur I'internet: E. Lievens et al., ‘The Co-Protection of Minors in New Media:
A European Approach to Co-Regulation’, U.C. Davis J. Juv. L. & Pol’y, 10 (2006) 98, p. 136.

** see Council of Europe guidelines n.22. ‘Soft law’ has specific meaning in European law as a non-binding legal
instrument that is followed as a matter of informal practice by member States, such as a Recommendation:
Tambini n. 15, p. 5.

® Lievens n. 23, p. 147.

*® European Commission, ‘European Governance: A White Paper’ COM(2001) 428, (25 July 2001), at http://eur-
lex.europa.eu/LexUriServ/site/en/com/2001/com2001 0428en01.pdf (last visited 8 August 2011), p. 21.

%’ For an excellent discussion of the IGF from a regulatory perspective see R.H. Weber, Shaping Internet
Governance: Requlatory Challenges (Berlin: Springer-Verlag, 2010).
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http://eur-lex.europa.eu/LexUriServ/site/en/com/2001/com2001_0428en01.pdf
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on a social and political level, but that as a legal matter, these are only discussions and as
such have no legal bite. ISPs, therefore, if they wish, can operate in a manner that
effectively disregards these discussions. This state of affairs is compounded with regard to
human rights, where as we have seen the international human rights regime is constantly
grappling with its lack of legal force.”® However, there is one piece of legislation that does
regulate some of the responsibilities of ISPs for filtered content: the Electronic Commerce
Directive (E-Commerce Directive) *° implemented into UK law through the Electronic

Commerce (EC Directive) Regulation30 (hereinafter discussed in terms of the Directive).

The Directive sets out the circumstances under which an intermediary is liable for unlawful
content communicated by a third party. The Directive’s term for the intermediary with
which it deals is ‘information society service’ (ISS), a broad term meaning, ‘any service
normally provided for remuneration at a distance, by means of electronic equipment for the
processing (including digital compression) and storage of data, at the individual request of a

»31

recipient of the service.””” The services covered by this definition are currently unsettled in

the law, though it would tend to include ISPs and search engines.*

ISSs are liable for any unlawful content. Such content for the most part concerns
defamatory content, content which breaches intellectual property laws, obscene content,
terrorism-related content, and content which stirs up religious or racial hatred.*® The

Directive allocates liability for unlawful content depending on the type of ISS service: mere

28 Even the International Covenant on Civil and Political Rights 1966, which is monitored and enforced by the
UN Human Rights Committee (UNHRC), has weaker enforcement mechanisms. The UNHRC can only issue a
‘view’ which is of normative force rather than being an international court making binding decisions.

*® Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects
of information society services, in particular electronic commerce, in the Internal Market;

*%2002 No. 2013.

1 See the Preamble, cl. 17 n. 29.

*? The then Department for Business Enterprise & Regulatory Reform (BERR) advised that this definition covers
a wide range of activities such as ISPs, Internet Access Providers, video on demand, email providers, offering of
online information tools, adverts, and search tools:
www.berr.gov.uk/whatwedo/sectors/ecommerce/ecommsdirectivefags/page10148.html#qg6 (last visited 23
August 2011). And see Department of Trade and Industry, A Guide for Business to The Electronic Commerce
(EC Directive) Regulations 2002 (31 July 2002), at www.bis.gov.uk/files/file14635.pdf (last visited 23 August
2011), p. 9. For a discussion of its applicability to search engines see the next chapter.

* Since the Regulations were brought into force, the UK has passed two regulations applying the E-Commerce
Regulations to certain types of content: the Electronic Commerce Directive (Terrorism Act 2006) Regulations
2007 No. 1550 applying it to content that violates the Terrorist Act 2006, and the Electronic Commerce
Directive (Hatred against Persons on Religious Grounds or the Grounds of Sexual Orientation) Regulations 2010
No. 894 (revoking and replacing the Electronic Commerce Directive (The Race and Religious Hatred Act 2006)
Regulations 2007 No. 2497) applying the Directive to hatred on the grounds of race, religion or sexuality.
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conduits, caching and hosting.>® If an ISS is a mere conduit it does not attract liability,
however, if the ISS caches the material, meaning temporarily stores information in order to
make the Internet work more efficiently, which ISPs do, liability can be incurred if there is
actual knowledge.* The most controversial issue is the liability imposed on ‘hosts’ of third

party content, which would typically describe some of the activities of ISPs.

‘Hosts’ covers ‘the storage of information provided by a recipient of the service’.>® This
includes the provision of server space to store websites, newsgroups and so on,”” but the UK
Law Commission indicated it might also cover web-based email services such as Google’s
Gmail and Microsoft’s Hotmail and the Usenet service litigated in Godfrey v. Demon
Internet.>® Hosts can only escape liability if they did not know, nor was it apparent, that the
information was unlawful, or if they obtained such knowledge, provided they acted

‘expeditiously’ to remove or disable access to the content.

In practice what this means is that if an ISP, or more specifically an ISS, is advised that
content is unlawful, it would be wise to remove the content, regardless of the legitimacy of
the complaint, or risk falling foul of the Directive. This provision has been the subject of
much controversy, with legitimate accusations that it privatises censorship.>* Tambini et al.

conducted empirical research into the notice-and-takedown regime, concluding,

Like the proverbial three blind monkeys, ISPs, IAPs and web hosting services
should ‘hear no evil, see no evil, speak no evil’. As mere ciphers for content,
they are protected; should they engage in any filtering of content they become
liable. Thus, ‘masterly inactivity’ except when prompted by law enforcement is

** E-Commerce Directive n. 29, Articles 12-14.

%> E-Commerce Directive n. 29, Articles 12-13. For a discussion of the UK regulations see DTI n. 32, p. 26. Actual
knowledge is set out in s. 22 of the E-Commerce Regulations n. 30 as notice via the contact options on its site,
and the content of the notice includes details of the sender’s name and address, location of the information in
dispute, and details concerning its’ unlawful nature.

* E-Commerce Directive n. 29, Article 14.

¥ DTIn. 32, p. 27.

38 [1999] EWHC QV 240. See Law Commission, Defamation and the Internet: a Preliminary Investigation,
Scoping Study No. 2 (December 2002), para. 2.16.

** See C. Ahlert et al., ‘How “Liberty” Disappeared from Cyberspace: The Mystery Shopper Tests Internet
Content Self-Regulation’, at http://pcmlp.socleg.ox.ac.uk/sites/pcmlp.socleg.ox.ac.uk/files/liberty.pdf (last
visited 23 August 2011), pp. 11-12 where they discuss the problems with the notice-and-takedown regime,
namely the lack of guidance for ISPs on how to assess a complaint and the risk of unfair competition because
of claims of unlawful content made by competitors in bad faith.
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their only rational choice as it is the economically most advantageous course of
action open to them. [emphasis added]*°

The concern here is not with challenging the legitimacy of the E-Commerce Directive though
there is much to be concerned about. Unlike the IWF, the Directive was at least enacted
through a democratic process. However, the Directive does have significant implications to
an assessment of the human rights compliance of a body such as the IWF. First, this
Directive makes ISPs vulnerable to organisations such as the IWF because ISPs, at least when
they act as hosts of content, are not in a position to refuse to block content once the

content is accused of being unlawful. As Julian Petley notes,

[The E-Commerce Directive] does indeed take a certain amount of pressure off
ISPs, but it also renders them extremely vulnerable to pressure from corporate
interests, law enforcement agencies and self-regulatory bodies such as the
Internet Watch Foundation, who have only to allege that material is illegal for
ISPs to become understandably nervous about carrying it. And if they then
decide to take it down, they effectively become a regulatory agent, thus to a
significant extent privatizing the process of online censorship.**

It results in a strange scenario where the censorship is framed as a ‘democratic expression
of the public will’.** After all, no one wants to be characterised as sympathetic to child
pornographers and paedophiles. However, the end result is a circumvention of
governmental, police or judicial oversight. They are kept ‘out of the Ioop’43 with the result

that ‘the IWF conveniently circumvents the need to justify censorship in a court of law.”**

The IWF, in this respect, is inconsistent in its rhetoric, at times describing its blacklist as
‘voluntary’ to ISPs* and at otherwise a matter of legal duty. On its website it describes the

process as follows:

* Tambini n. 15, p. 8. Another perspective advanced by A. Murray is that the E-Commerce Directive has not in
fact changed the law, except with regard to intermediaries which cache: A. Murray, Information Technology
Law: the law and society (Oxford University Press, 2010), p. 158.
41

Petley n. 3, p. 83.
*2s. Starr, ‘Internet Freedom’, New Humanist, 117(1) (2002), p. 2.
43

Petley n. 3, p. 88.
* Starr n. 42, p. 2.
* |t has said this many times. For example, in its 2006 Annual Report it discusses the blacklist as something
ISPs choose to do: Internet Watch Foundation, Annual and Charity Report 2006, p. 5. On their website they
describe the process with the blacklist as something they pass on to their members who ‘have chosen to make
use of this list to protect their customers.” www.iwf.org.uk/public/page.148.htm (last visited 23 August 2011).
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Once informed, the host or internet service provider (ISP) is duty bound under
the E-Commerce Regulations (Liability of intermediary service providers) to
remove or disable access to the potentially criminal content, expeditiously.46

In the face of journalist questions, Sarah Robertson, the IWF’s head of communication

commented, ‘We just provide a list of URLs.”*’

While technically true, this is not an accurate
statement on the law. Once a host is notified of unlawful content it is bound under the E-
Commerce Directive to block that content, so while it may appear that an ISP has a choice or
chooses to block the content, the reality is that in its capacity as a host it is vulnerable to
bodies such as the IWF who make allegations of unlawful content, and such bodies are built

around this knowledge.

The question then is what is the IWF and how did it become so constituted that it is the

body in the UK which determines the online material that is blocked.

A. The IWF

The IWF is best described as a regulatory body with, as we have seen, broad membership
from the Internet Industry, including ISPs, mobile operators, search engine and content
providers, filtering companies, and licensees such as Cisco and MTN Group.48 Its main
functions are to process reports from the public regarding suspected criminal content and
to compile a blacklist of Internet content it deems potentially criminal. This is then filtered
by its members. Inits 2010 Annual Report, the IWF advised that over 98.6% of the UK
population with broadband connection gained access to the Internet through an IWF
member ISP.* A decision of the IWF on what goes on the blacklist is effectively a decision
as to what content is blocked in the UK. Thus this seemingly non-descript private regulatory

body wields considerable power.

The IWF’s remit, set out on its website, is to minimise the availability of three types of
content: (1) images of child sexual abuse hosted anywhere; (2) criminal obscene adult

content hosted in the UK; and (3) non-photographic child sexual abuse content hosted in

*® see www.iwf.org.uk/public/page.103.549.htm (last visited 23 August 2011).

* Davies n. 1.

8 See www.iwf.org.uk/public/page.148.438.htm (last visited 8 August 2011).

* Internet Watch Foundation, 2010 Annual and Charity Report, at www.iwf.org.uk/assets/media/annual-
reports/Internet%20Watch%20Foundation%20Annual%20Report%202010%20web.pdf (last visited 8 August
2011), p. 4.
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the UK.>® Until April 2011, the remit also covered incitement to racial hatred content hosted
in the UK, however, such content has now been re-directed to a new police body True
Vision.”® The IWF views itself as a tool for CSR, stating ‘being a member of the IWF offers

many benefits including evidence of corporate social responsibility’.>

To satisfy its remit, it works together with industry and government to combat online abuse,
but its main job is threefold. First, it operates the anonymous hotline for the reporting of
illegal content. In 2009 the IWF reported that it receives approximately 34,000 complaints
from the public each year, of which it acts on about 25 per cent.”® It draws from this
material for its second main function, which is the operation of a notice-and-takedown
regime covering all potentially criminal content within its remit, not just child sexual abuse
images. Under this regime it advises ISPs and hosting companies of any potentially criminal
content, as well as providing such data to law enforcement authorities in the UK and abroad
to assist them with their investigations. Third, specifically with regard to child sexual abuse
images hosted outside the UK, it maintains a dynamic blacklist of URLs, which it passes on to
its members to be blocked.>® The IWF advises that the list usually contains between 500 to

800 URLs.” It describes its role in blocking content as follows:

We consider blocking to be a short-term disruption tactic which can help protect
internet users from stumbling across these images, whilst processes to have

them removed are instigated.”®

The blacklist is available to national and international law enforcement agencies, and

INHOPE hotlines (International Association of Internet Hotlines).>’

*% see www.iwf.org.uk/public/page.35.htm (last visited 8 August 2011). The IWF repeatedly describes the
content it targets as potentially illegal, rather than simply illegal explaining that ‘[w]e refer to content as
potentially criminal because a definitive legal judgement is a matter for the Courts’:
www.iwf.org.uk/public/page.103.549.htm (last visited 8 August 2011).

>! See www.iwf.org.uk/about-iwf/news/post/302-incitement-to-racial-hatred-removed-from-iwfs-remit (last
visited 8 August 2011). See True Vision, at www.report-it.org.uk/home (last visited 8 August 2011).

> See www.iwf.org.uk/members (last visited 8 August 2011).

> Westminster eForum (transcript), Taming the Wild Web? — Online Content Regulation (London: 11 February
2009), p. 9 (comments of Peter Robbins).

** See www.iwf.org.uk/public/page.103.htm (last visited 8 August 2011).

>* See www.iwf.org.uk/public/page.148.htm (last visited 8 August 2011).

*® Ibid.

> see www.iwf.org.uk/public/page.148.438.htm and www.iwf.org.uk/public/page.196.htm (last visited 8
August 2011).
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The IWF has been widely praised by the Government® and regulatory bodies such as
Nominet,”® and similar models have been created abroad.®® However, the history of the
IWF is rife with controversy. The IWF was founded in 1996 by the Internet industry in
cooperation with the Home Office and the police, and under direct threat that if the
Internet industry did not regulate itself the government would Iegislate.61 The Internet
industry was spurred into action by an open letter from the Chief Inspector of the Clubs &
Vice Unit of the Metropolitan Police, Stephen French, to the Internet Service Providers
Association (ISPA) in which he requested that access to 134 pornographic Usenet
newsgroups be banned and threatened that if they did not establish procedures to remove
child pornographic content that they would be held liable as hosts of such content.®? In
October 1996 ‘Safety Net’, the predecessor of the IWF, was born under the design of Peter
Dawe who co-founded and headed one of the UK’s first commercial ISPs, Pipex. %3 1n 2000,
after three years in operation, it was re-structured and re-launched, and importantly,
endorsed by the Government and the then Department of Trade and Industry (DTI) now

called the Department of Business, Innovation and Skills (BIS).%*

This re-structure served the laudable purpose of making the body more transparent and
accountable to the public. It streamlined governance to a single Board, and in an effort to
make it more independent of the industry that created it, the Board was then required to
have a majority of and be chaired by non-industry member(s).>> It also started publishing its
Annual Reports. However, it was also at this time that the IWF began to shift its role by
expanding their remit, starting with criminally racist content.®® The IWF also started banning
entire newsgroups, even though the majority of the content in the newsgroups was legal.

This led to the resignation of several board members, many of whom had played an integral

*% See Lord Carter, Digital Britain Final Report (June 2009), at
http://webarchive.nationalarchives.gov.uk/+/http://www.culture.gov.uk/images/publications/digitalbritain-
finalreport-jun09.pdf (last visited 15 October 2011).

> Nominet has repeatedly awarded the IWF with a ‘Best Practice Challenge’ award for raising industry
standards: www.iwf.org.uk/about-iwf/awards (last visited 15 October 2011).

 For example, see Canada’s ‘cleanfeed’: Cybpertip!ca, at www.cybertip.ca/app/en/ (last visited 8 August
2011).

® see www.iwf.org.uk/public/page.103.552.htm (last visited 8 August 2011).

6. Sutter, ’Nothing new under the Sun”: Old Fear and New Media’, IJLIT, 8 (2000), 338, p. 369.

% Ibid., p. 370.

o Petley n. 3

® See ‘Introduction to the IWF’ on former IWF Chair Roger Darlington’s website, at
www.rogerdarlington.co.uk/iwf.html#Introduction (last visited 8 August 2011).

* Ibid.
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role in the founding of the IWF. One of those who resigned, Malcolm Hutty, at the time

described the IWF as becoming a ‘child protection lobby’.?’

Three key things happened that pushed the ubiquity of the IWF’s blacklist. First, in 2002, the
IWF released the blacklist to its members and any others who paid a licensing fee. Then in
2003 BT developed the technical system known colloquially as Cleanfeed, but officially
called BT Anti-Child-Abuse Initiative,®® to block access to content on the IWF’s blacklist by its
users. BT made the critical decision to make Cleanfeed available to be used by other ISPs,
which most have. Third, ISPs were pressured to follow BTs lead, and any effort to resist this
pressure was laid to rest when the Government said that unless 100% of the industry
regulated itself the Government would legislate.®® Thus the IWF’s blacklist became
standardised across the UK internet industry, and as a result effective control was

consolidated under one roof.

Cleanfeed looks at individual URLs rather than simply domain names. It is a hybrid system,
which ‘redirects traffic that might need to be blocked to a proxy cache, which then takes the

’’% What this means is that the destination port and IP address of traffic is

final decision.
examined, and if it is suspect, it is redirected to a web proxy, which examines whether the
URL sought is one on the IWF blacklist, and if so, access is blocked.”* The blacklist is held on

the server in encrypted form.”?

Cleanfeed has been criticised for failing to deal with child pornography distributed via peer
to peer and instant messaging,”® arguably now the more popular approach to distribution of
child pornography. It has also been accused of being open to what are called ‘oracle’
attacks where users can find out the sites on the blacklist. ”* In addition, since the IWF does

not dictate the filtering technology used, while most ISPs use cleanfeed it is not the case

” W. Grossman, ‘IWF: What are you looking at?’ (25 March 2002), at
www.independent.co.uk/news/business/analysis-and-features/iwf-what-are-you-looking-at-655425.html (last
visit 8 August 2011).

o Clayton n. 4, p. 2.

% See discussion Mclntyre n. 10, pp. 10-11.

70 Claytonn. 4, p. 1.

" 1bid., pp. 4-5. See diagram on p. 5.

2 Ibid., p. 4.

3 Mclintyre n. 10, p. 11.

7 Clayton n. 4.
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that all of them do, and the system used for filtering in these instances is unknown.””
Finally, not all ISPs advise users that the site they are attempting to access is blacklisted,
returning instead a 404 (page unavailable) error page.76 The IWF has recommended in its
Blocking Good Practice that users are advised access has been denied (returning instead an
error 403 page). However, this is not standardised at the moment. The 2010 Annual Report
advises the IWF is gathering evidence on the impact of this recommendation on members’
practices, but this information is confidential.”” What is clear, however, is that some ISPs,
perhaps all ISPs, are not transparent concerning the sites that are blocked, and there is no
standardisation of approaches across the industry. The question is from where the IWF

derives its legitimacy.

B. The ISPA and Internal Codes of Conduct

The UK ISPA is the country’s trade association for ISPs. It was established in 1995 and has
over 200 members, including, BT, Virgin Media, Vodafone, Google and Yahoo!.”®
Membership is voluntary, but most companies are members of the Association. The ISPA
defers to the IWF with regard to filtering of unlawful content. Members of the ISPA are
bound by its’ Code of Practice:”® Section 5 sets out the procedure for handling the IWF
blacklist. It explicitly states that membership in the IWF is not mandatory, however, it makes
clear that the ISPA co-operates with the IWF and that its’ procedures in this regard are

mandatory for ISPA members:

5.1 ISPA membership does not automatically confer IWF membership. Members
are encouraged to consider direct IWF membership.

5.2 ISPA co-operates with the IWF in its efforts to remove illegal material from

’> The IWF states, ‘[w]hile the IWF facilitates this blocking initiative through the provision of a URL list and does
not stipulate which blocking method is used, we do provide good practice guidance regarding the way in which
blocking is conducted’: www.iwf.org.uk/services/blocking (last visited 11 November 2011).

"®Academic research indicates this to be the case: Clayton n. 4, p. 4.

”7 Annual Report 2010 n. 49.

78 See www.ispa.org.uk/about us/ (last visited 23 August 2011) and www.ispa.org.uk/cgi-bin/member_list.cgi
(last visited 23 August 2011). The ISPA describes its main job as acting as a representative voice for the
industry to governmental bodies. The UK ISPA helped establish EurolSPA, the European federation of Internet
Service Providers Associations. EurolSPA acts as a representative body of industry at the EU level.

7® See ISPA, Code of Practice, at www.ispa.org.uk/about_us/page 16.html (last visited 23 August 2011).
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Internet web-sites and newsgroups. Members are therefore required to adhere
to the following procedures in dealing with the IWF.%

The ISPA mandates that members must provide a point of contact to receive IWF notices,
and that they must remove web pages or UseNet articles which the IWF deems and notifies
them are illegal child abuse images.81 The Code only requires Members to ‘carefully
consider’®” all other types of IWF notices and recommendations. In addition, if a Member
cannot technically remove the material, it is required to tell the IWF why.83 The effect of
this provision is to mandate that ISPs take down any content on the IWF blacklist, whether
they are members of the IWF or not. The IWF thus becomes something other than
voluntary. Rather, legitimisation by the ISPA makes the IWF the Industry’s standard setting

body for content filtering in the UK.

The ISPA and its members have also drafted ‘Best Common Practice’ documents, which are
non-binding ISPA recommendations, and ‘Backgrounders’, which are informational
documents for users.?* Of relevance here are two documents. In a Backgrounder on Content
Liability, the ISPA confirms that it operates a notice and takedown procedure where if it is
notified of illegal material by the IWF or law enforcement agencies, it removes it.2> The BCP
on Blocking and filtering of Internet Traffic states that the ISPA must notify its customers of
the nature of filtering it undertakes, which involves informing the customer of ‘the form of
filtering and the general criteria used to filter but need not provide a complete set of details,

88 In practice the threshold to meet this

particularly where they are subject to change.
criterion is extremely low, as can be seen in the proffered example: ‘[w]e block access to the
IP addresses that host those web sites which IWF informs us publish child abuse images that

. 7
are illegal to possess.’®

Indeed, in an examination of the Terms of Service (ToS) and Acceptable Use Policies (AUP)

of leading ISPs, it was found that they use almost this exact language, and simply refer and

* Ibid.

* Ibid., cl. 5.

® Ibid., cl. 5.6.

® Ibid., cl. 5.4.

¥ See www.ispa.org.uk/about us/page 559.html (last visited 23 August 2011).
¥ See www.ispa.org.uk/press_office/page 58.html (last visited 23 August 2011).
¥ |SPA, Best Current Practice on Blocking and filtering of Internet Traffic, at
www.ispa.org.uk/home/page 327.html (last visited 23 August 2011), cl. 2(1).

¥ Ibid., cl.3.
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defer to the IWF. The internal codes of conduct of the top UK ISPs based on the number of
customers was reviewed. ISPreview compiled a list of the top 10 ISPs as of March 2010
based on the companies’ public results on subscriber size and listed the top five as BT Retail
(PlusNet), Virgin Media, TalkTalk Group (AOL, Opal, Tiscali, Pipex), Sky Broadband (BSkyB),
and Orange.88 For example, PlusNet’s AUP advises it is a member of the IWF® but does not
provide any information on what or if it blocks. Virgin’s Internet Security Team enforces
Virgin’s Terms and Conditions and User Policy.”® They advise they are members of the IWF

and follow its recommendations, but provide no other information.

BT’s information on its filtering practices and its relationship with the IWF is even more
difficult to find, and at least with regard to policy, its perspective seems to have changed in
light of the Digital Economy Act and BT’s failed judicial review of its terms.”? Regardless, it
still abides by the filtering practices of the IWF. It has a Human Rights Policy, which
acknowledges the difficult position they are placed in to balance freedom of expression
against competing rights.92 With regards to child sexual abuse images it states, ‘[t]hrough
our involvement with the Internet Watch Foundation, BT receives a daily list of child abuse

193 I

sites which are then blocked, preventing customers from accidentally accessing them.”” In

2007 it described the IWF ‘as being highly effective, including through providing a good

forum for discussion for a range of stakeholders.”**

It uses softer language now to describe
its policy. Under the heading ‘Intervention only when necessary’, it states, ‘[when] we

intervene it is to keep our networks and services running efficiently and in an exceptional

® |SPreview, Top 10 UK ISPs, at www.ispreview.co.uk/review/top10.php (last visited 23 August 2011).

¥ See www.plus.net/support/security/abuse/internet_watch_foundation.shtml (last visited 23 August 2011).
% see www.virginmedia.com/help/internetsecurity/protectingmyfamily/acceptableusepolicy.php (last visited
23 August 2011).

! British Telecommunications Plc v. The Secretary of State for Business, Innovation and Skills, [2011] EWHC
1021. The reader will recall that the Digital Economy Act enlists the help of intermediaries such as BT to
address online copyright infringement. BT along with TalkTalk sought judicial review of the terms on the basis
of their proportionality and failure to comply with EU law.

% BT, BT and human rights: Better World — Our Commitment to Society, at
www.btplc.com/Responsiblebusiness/Ourstory/Sustainabilityreport/pdf/2001/human_rights.pdf (last visited
23 August 2011), p. 5.

» See
www.btplc.com/Responsiblebusiness/Ourstory/Sustainabilityreport/section/index.aspx?sectionid=8eblalfe-
alb3-4fee-b438-de3cb33be585 (last visited 23 August 2011).

% Available now at

http://ec.europa.eu/information society/activities/sip/docs/public_consultation prog/results/bt a429892.pd
f (last visited 23 August 2011), p. 2.



http://www.ispreview.co.uk/review/top10.php
http://www.plus.net/support/security/abuse/internet_watch_foundation.shtml
http://www.virginmedia.com/help/internetsecurity/protectingmyfamily/acceptableusepolicy.php
http://www.btplc.com/Responsiblebusiness/Ourstory/Sustainabilityreport/pdf/2001/human_rights.pdf
http://www.btplc.com/Responsiblebusiness/Ourstory/Sustainabilityreport/section/index.aspx?sectionid=8eb1a1fe-a1b3-4fee-b438-de3cb33be585
http://www.btplc.com/Responsiblebusiness/Ourstory/Sustainabilityreport/section/index.aspx?sectionid=8eb1a1fe-a1b3-4fee-b438-de3cb33be585
http://ec.europa.eu/information_society/activities/sip/docs/public_consultation_prog/results/bt_a429892.pdf
http://ec.europa.eu/information_society/activities/sip/docs/public_consultation_prog/results/bt_a429892.pdf
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case, to block access to child sexual abuse images identified by the Internet Watch

Foundation.” %

It becomes clear therefore that key policy decisions concerning filtering are made by the
IWF. The IWF becomes a policy chokepoint on filtering in the UK and therefore emerges as
an lIG in its own right separate from ISPs. The attention is thus turned to the operation of
the IWF to determine its human rights compliance and consequently its role in facilitating or

hindering participation in democratic culture.

III. AN ANALYSIS OF THE HUMAN RIGHTS COMPLIANCE
OF THE IWF

The reader will recall from chapter three that CSR as it is used in this thesis has a voluntary
as well as indirect legal component, and part of the work is in teasing out the legal versus
voluntary elements of the body that is the focus of analysis. We draw here from Article 10
of the European Convention on Human Rights (ECHR) to ask first, whether the body is in fact
a public authority and thus directly bound by the HRA and if not, whether the state has
positive obligations under Article 10 that it has or has not discharged. If there are no such
legal obligations, we examine the IWF as a form of pure-CSR, drawing from Article 10
principles, more loosely because it is not legally binding, by looking to the criteria in John

Ruggie’s Framework as a guide. We ask:

(a) What are the due diligence processes, namely, is there guidance on human rights
policies, monitoring and tracking of performance, and mitigation strategies?

(b) Do the policies on human rights include negative and positive obligations? What is
the nature of the obligations?

(c) What remedial structures are there, if any? Do they have any of the characteristics
suggested by Ruggie of legitimacy, accessibility, predictability, equitability, rights-
compatibility, transparency and consultation with stakeholders?

* BT, ‘Internet policy — A BT Perspective’, at
www.btplc.com/Sharesandperformance/Annualreportandreview/Shareholdermagazine/Issues/August2010/In
ternetpolicy/index.htm (23 August 2011).
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A. How ‘private’ is the IWF?

Under the HRA s. 6 the Act is only binding on ‘public authorities’. The definition of public
authority differentiates between core public authorities, which are obvious public
authorities such as government agencies and local authorities, and hybrid public
authorities®, which under s 6(3)(b) is ‘any person certain of whose functions are functions
of a public nature.” In addition, courts and tribunals are public authorities. The effect of the
latter has been what has been called the indirect horizontal effect of the HRA in that any
court is required to take account of the HRA in its proceedings, even if it is between private
parties. Thus, once a party establishes a cause of action in, for example, breach of
confidence, the court is then required to consider Convention principles, in such a case the

right to privacy, in its adjudication.”’

The question is whether the IWF might be a hybrid public authority. Under s 6(5) ‘a person
is not a public authority by virtue only of subsection (3)(b) if the nature of the act is
private’.98 What this means is that if the matter in dispute is private in nature, then it is not
a situation where the HRA applies to the body. In contrast, a core public authority would be
bound by the HRA for all of its activities.”® Thus in examining the IWF, not all aspects of it

need be public in nature, nor would all aspects of its work receive HRA oversight.

One of the leading issues of debate in UK case law is what qualifies as ‘functions of a public
nature’ to trigger treatment as a hybrid public authority. There has been no definitive
settlement on this matter, thus it is a live issue, and a new case can at any time change the
lens through which the activities of the IWF are viewed.'® In the past, the courts have held,

101
|

given the circumstances of the cases, a parish council™" was not a public authority, but a

housing association'%, and private psychiatric hospital'®® were found to qualify as such. The

% For a discussion of core and hybrid public authorities see R. Clayton and H. Tomlinson, 2" edn, vol. 1 The
Law of Human Rights (Oxford University Press, 2009), paras. 5.13-5.48.

7 see Campbell v. MGN Ltd [2004] UKHL 22 in this regard.

% Human Rights Act 1998 Ch 42, sections 6(3)(b) and 6(5) . See discussion in C. Gearty, Principles of Human
Rights Adjudication (Oxford University Press, 2004) about earlier case law, pp. 185-191.

» See Clayton and Tomlinson n. 96, para. 5.08. Distinction teased out by Lord Woolf CJ in Poplar Housing and
Regeneration Community Association Ltd. v. Donoghue [2002] QB 48 (CA), para. 63.

1% 5ee summary of early cases in Clayton and Tomlinson ibid., paras. 5.22-5.29.

Aston Cantlow and Wilmcote with Beillesley Parochial Church Council v. Wallbank [2003] UKHL 37.
Poplar Housing n. 99.

R (A) v. Partnerships in Care Ltd. [2002] 1 WLR 2610.

101
102
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most recent high level pronouncement on the matter is the deeply divided House of Lords

decision in YL v. Birmingham City Council (YL).***

YL concerned whether a private residential care home was a hybrid public authority. The
claimant was entitled to accommodation by the Council, which contracted with a private
provider, Southern Cross Healthcare Ltd., for the care for the claimant. Southern Cross was
a private residential care home, with public and privately funded residents. Arising from a
dispute between Southern Cross and the claimant, the care provider terminated the
claimant’s care at the home, and the claimant sought a claim that Southern Cross was in

breach of Articles 2, 3 and 8 of the HRA.

The Court was divided 3/2 in favour of finding that Southern Cross was not a hybrid public
authority under s. 6 of the HRA. The minority (Lord Bingham of Baroness Hale) advocated
interpreting ‘public function’ generously, focusing on whether the nature of the function

105 The majority

was public or private, and emphasising the vulnerability of the claimant.
(Lords Scott, Mance and Neuberger), in contrast, emphasised the fact that this was a for-
profit company, operating through contracts, both private and public, with no direct public

funding and no legislative oversight :

It is neither a charity nor a philanthropist. It enters in private law contracts with
the residents in its care homes and with the local authorities with whom it does
business. It receives no public funding, enjoys no special statutory powers, and
is at liberty to accept or reject residents as it chooses...and to charge whatever
fees in its commercial judgment it thinks suitable. It is operating in a commercial
market with commercial competitors.106

The division in the Court was driven by starkly different policy views on the things

considered by the courts in assessing whether a body is a hybrid public authority.'®” Thus

10412008] 1 AC 95.

In particular, see Lord Bingham’s opinion, paras. 4-5, 19, and Baroness Hale’s at paras 65-68: ‘While there
cannot be a single litmus test of what is a function of a public nature, the underlying rationale must be that it is
a task for which the public, in the shape of the state, have assumed responsibility, at public expense if need be,
and in the public interest”: para. 65.

106 Ibid., Lord Scott, para. 26.

See comments of Lord Neuberger for the majority commenting, ‘[t]he centrally relevant words, “functions
of a public nature”, are so imprecise in their meaning that one searches for a policy as an aid to interpretation’:
ibid., para. 128. Parliament overturned the effect of YL by designating care home providers contracted under a
situation such as in this case as public authorities: Health and Social Care Act 2008 c. 14, s. 145. This does not
have wider application, however, but gives some indication of Parliament’s view on the matter. It will be
interesting to see what the HL does if it revisits the matter.

105

107
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any cases at the borderline of hybrid public authority is very much fact driven, given the
nature of the body and the circumstances of that particular case. Based on YL, the types of
things courts look at would be the social benefit of what the business does, funding,
statutory underpinning, ties to government, and whether it carries out a governmental

functional.'®

We can also find guidance on the public authority status of the IWF from judicial treatment
of other media regulatory bodies, which provide useful analogies to the gatekeeping role of
the IWF. The Advertising Standards Authority (ASA), the Office of Communications (Ofcom)
and the British Board of Film Classification (BBFC) are all classified as public authorities
under the HRA, but all three bodies have legislative underpinnings unlike the IWF.'® The
most appropriate comparison is to the Press Complaints Commission (PCC), which like the
IWF is a private self-regulatory body that operates at the encouragement of Government
and without any legislative underpinning.*'® Similar to newspapers, ISPs are clearly private
bodies: while they ‘operate in the public domain and fulfil a public service’ they do not owe

111

duties under s. 6 HRA.”™~ However, the PCC is arguably a public authority. The Government

stated in debates concerning the HRA that the PCC undertook public functions.’? Indeed,

1% The YL factors have been applied with approval in subsequent case law analysing whether a particular body

is a public authority. Thus far, none of these cases have helped clarify or extend the principles in YL in a way
that would be useful in an assessment of the public authority status of the IWF. See for example, Barr & Ors v.
Biffa Waste Services Ltd. (No 3)[2011] EWHC 1003.

% The ASA operates within a framework of Community law and the Director-General has the power to obtain
an injunction to control misleading advertising under the Consumer Protection from Unfair Trading
Regulations 2008 No. 1277. Similarly Ofcom regulates broadcasting pursuant to the Communications Act 2003
c. 21. The status of the BBFC was litigated in Wingrove v. United Kingdom (1997) 24 EHRR 1. While itis a
private body exercising public law functions, it is brought within a system of regulation by the Home Secretary
designating it an ‘authority’ under section 4 of the Video Recording Act 1984 c. 39 for the issuance of video
certificates. As A. Nicole states, the ‘[i]t was treated by the Court as a public authority’: A. Nicol et al., Media
Law & Human Rights, 2" edn (Oxford University Press, 2009), p. 20. The BBFC also recognises its obligation to
have regard to the HRA in its decisions: http://www.bbfc.co.uk/classification/guidelines/legal-considerations/
(last visited 15 November 2011).

19 A natural comparison would also be to Nominet, but Nominet’s status as a public authority is as untested as
the IWF’s, and thus attention is turned to traditional communication regulators, which have been around
longer and thus received more judicial attention.

! Nicol n. 109, p. 53.

See Joint Committee on Human Rights, Tenth Report (2007), at www.parliament.the-stationery-
office.com/pa/jt200607/jtselect/jtrights/81/8105.htm (last visited 24 August 2011), footnote 11. Note, of
course, that in YL the judges discussed the inapplicability of such documents to the question of whether a body
is a public authority.
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the PCC acknowledged it was a public authority in R (Ford) v The Press Complaints

Commission:**3

The [PCC] correctly in my view accepts for the purposes of the present
permission application, that it is arguable whether it is a Public Authority for the
purposes of Section 6 of the Human Rights Act 1998 (“the HRA”) and is
amenable to judicial review.''*

In the case of the IWF, it is argued that more is going on here than a simple ‘public
connection’ as Lord Neuberger described the activities of Southern Cross in YL The IWF is
a product of direct Government threats carrying out a function that at its core is
governmental in nature. While there is no legislative underpinning to the functioning and
legitimacy of the IWF, there can be no question that its legitimacy and role is Government
driven. In addition, it has been reported that the IWF acknowledged it is a public authority

116

under the HRA and undertook to govern itself pursuant to the HRA, " although this

statement was made in minutes that are no longer available.

The IWF insists that it is a self-regulatory body operating separately from state, but the
actual set-up is less clearly self-regulatory. In a Memorandum of Understanding between
the Crown Prosecution Service and the Association of Chief Police Officers concerning
Section 46 of the Sexual offences Act 2003, the role and remit of the IWF is described as
very much an extension of government, using language such as ‘support’ and ‘on behalf of

UK law enforcement agencies’ to describe its functions:

The IWF is funded by service providers, mobile network operators, software and
hardware manufacturers and other associated partners. It is supported by the
Police and CPS and works in partnership with the Government to provide a
'hotline' for individuals or organisations to report potentially illegal content and
then to assess and judge that material on behalf of UK law enforcement
agencies. It also exists to assist service providers to avoid abuse of their systems
by distributors of child abuse content and to support law enforcement officers,
at home and abroad, to detect and prosecute offenders. Reports made to the

3 R (Ford) v. The Press Complaints Commission, [2001] EWHC Admin 683.

Ibid., para. 11.

YL n. 104, para. 140.

16 Mclintyre n. 10, p. 13. This was stated in the Minutes of an IWF board meeting on 25 April 2001, reported
on by Y. Akdeniz, Internet Child Pornography and the Law (Aldershot: Ashgate, 2008), p. 264, which report is
no longer available to this author to review. | was able to review the minutes of the then Chair, Roger
Darlington n. 65

114
115



135

IWF in line with its procedures will be accepted as a report to a relevant
authority.117

Indeed, the language the IWF and the Government use to describe the role of the IWF is
mixed. The Rt Hon Alun Michael MP, former Minister of State for Industry, described the
set-up of the IWF as one of ‘partnership and self-regulation’,**® indicating a co-regulatory
approach halfway between the PCC and Ofcom. The IWF describes itself as a self-regulatory
body, but also uses words such as ‘partnership’ and ‘multi-stakeholder’. Professor Byron in
her child protection review described the IWF as lying ‘at the heart of the Government’s

safeguarding strategy’*™® for the protection of children. The IWF describes its’ relationship

with the Government as follows:

We operate independently of Government, but are closely supported by the
Home Office, the Department for Business, Innovation and Skills (BIS) and the
Ministry of Justice as well as working with the Department for Children, Schools
and Families (DCSF) and the Department for Culture, Media and Sport (DCMS)
and a number of Parliamentarians, Peers and MEPs who take an interest in our
work.'?°

From this it is unclear what the relationship between the IWF and the Government is,
although it can be said at minimum that there is a relationship between the two, although it
is not formally provided for in a legislative document. Besides the mutual sharing of
information and resources, the IWF also receives some funding from the UK government,

although a miniscule amount compared to its operating budget.

The funding of the IWF is highly unusual and makes it difficult to draw comparisons with
other media regulatory bodies. It is a registered charity, and as a charity it must publish its
accounts. There it was revealed that the IWF’s largest single donor is the European Union,
although its main revenue draws from the subscription fees it charges to its members,
which range from very small firms paying fees of £500 to £5,000 per annum, to main ISPs

121

paying £20,000 per annum.™*" In addition, it receives the following support, including

funding from the Home Office:

" Memorandum of Understanding Between the Crown Prosecution Service (CPS) and the Association of Chief

Police Officers (ACPO) concerning Section 46 Sexual Offences Act 2003, p. 6.

18 http://www.iwf.org.uk/public/page.103.552.htm

Safer Children in a Digital World: The Report of the Byron Review (Crown copyright, 2008), p. 16.
See www.iwf.org.uk/government/page.6.htm (last visited 24 August 2011).

See www.iwf.org.uk/public/page.103.htm (last visited 24 August 2011). Davies n. 1.
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Sponsors, which “support us with goods and services to help us pursue our
objectives”, include Microsoft. Additional money comes from what the IWF calls
“CAl income”. This is revenue from licensing the list of prohibited URLs to private
net-security outfits. It totalled £5,183 in 2007, but had jumped to £40,734 a year
later. In 2006, the IWF also received £14,502 from the Home Office.**?

Based on a narrow interpretation of public authority the IWF might not qualify as such.

123 role of Government combined with its funding structure and

However the ‘steering
public function, makes a strong case that the IWF is a public authority under the HRA.

In addition, Article 1(3)(a) of the Framework Directive, might be found to apply to the
activities of the IWF. If so, the IWF will be explicitly bound to take into account ECHR
principles. The contentious provision was drafted with the three strikes laws in mind
concerning illegal file sharing, however, the provision drafted has more general application.
The provision also specifically states it applies to member states, but in practice it may not
be restricted to this. Article 1(3)(a) provides that any restriction on users access to the
Internet ‘shall respect the fundamental rights’ of the ECHR, explicitly stating that any
Internet sanctions must satisfy the ECHR criteria that they be appropriate, proportionate
and necessary in a democratic society. Additionally, Article 1(3)a might invite greater

scrutiny of their complaints mechanisms as it requires that non-judicial procedures be fair,

impartial and include the right to be heard of the affected persons. 124

The above shows a strong case can be made that the IWF is a public authority and thus
directly bound by Article 10. The case of the IWF is then quite different than imagined. It
becomes a case of a corporate governance framework developed to the point that it is
brought within the rubric of state-centred human rights laws, a matter that has simply not
been tested in the courts yet. It is arguable that the language of CSR here, intentionally or
unintentionally, has only served to deflect attention away from this state of affairs. The
evolution of this framework from a pure-CSR body to a public authority also has implications
to businesses considering self-regulation as they might be fearful of exactly this result. This

is explored more in chapter six.

22 Davies ibid.

2 Mclintyre and Scott n. 9, p. 121, the authors discuss the Government’s ‘inherent steering capacity’ with
regard to the IWF.

2 The new Article 1(3)a of

Directive 2002/21/EC of the European Parliament and of the Council of 7 March 2002 on

a common regulatory framework for electronic communications networks and services (Framework Directive).
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However, that is not the end of the story. We are at a crossroads. If the IWF is a public
authority, then we must assess whether its administration complies with Article 10(2). Even
if the IWF is not a public authority, there is a strong case to be made that the state has
positive obligations to the public under Article 10 concerning the governance of the IWF.
This leads us in the direction of a direct application of the ECHR concerning the IWF. We
cannot forget, however, the notion of the IWF as a form of pure-CSR. Even if no direct
human rights obligations are engaged in a legal sense, a body such as the IWF has human
rights commitments nonetheless. This leads the examination in another direction, where
Ruggie’s Framework provides guidance on the characteristics to look for in the IWF’s

internal governance structure.

B. Is the IWF Prescribed by Law with a Legitimate Aim?

What qualifies as a legitimate aim is exhaustively listed in Article 10(2) as ‘national security,
territorial integrity or public safety, for the prevention of disorder or crime, for the
protection of health or morals, for the protection of the reputation or the rights of others,
for preventing the disclosure of information received in confidence, or for maintaining the

authority and impartiality of the judiciary.’125

There isn’t any question that the IWF serves a legitimate aim - several legitimate aims -
under Article 10, including the prevention of crime, the protection of reputation, and most
particularly the protection of children reflected in the protection of health or morals or
public safety. The IWF serves a valuable and notable purpose in protecting the public from
exposure to child abuse images and arguably contributes to limiting access to such images
or the distribution channels of paedophiles. With regards to the wider IWF remit, regulation
of content which encourages terrorism and hate speech, all are legitimate aims under

Article 10.

For an interference to be prescribed by law, the Court takes a wide view. For example, in

Miiller v. Switzerland,**® the court held that obscenity laws, which vary depending on the

125 European Convention for the Protection of Human Rights and Fundamental Freedoms 1950, article 10(2).
The issue of legitimate aim has rarely been a matter of much discussion in the case law: D.J. Harris et al., Law
of European Convention on Human Rights, 2" edn (Oxford University Press, 2009), p. 542.

28 Miiller v. Switzerland (1991) 13 EHRR 212.
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views of a community at the time, were sufficiently precise to be prescribed by law. While at
a minimum, there must be a specific rule or legal regime that can be pointed to,**’ it
includes delegated powers and unwritten law (i.e. common law). Unfettered discretion is

128

not prescribed by law, but if it is sufficiently delimited it is sufficient.”" At the heart of

prescribed by law is the principle of legal certainty, meaning there must be some basis in

domestic law, whether statute or common law, for the conduct.*®

130 the Court stated it involves an examination of

In Sunday Times v. United Kingdom (No 1),
the quality of the law to assess its arbitrariness. This involves two criteria. First, the law
must be adequately accessible. Second, a norm is not prescribed by law ‘unless it is
formulated with sufficient precision to enable the citizen to regulate his conduct: he must
be able — if need be with appropriate advice — to foresee, to a degree that is reasonable in

the circumstances, the consequences which a given action may entail.’***

The IWF targets content which domestic law deems is illegal. Child sexual abuse images are
covered by the Protection of Children Act 1978, Sexual Offences Act 2003, Memorandum of
Understanding: Section 46 Sexual Offences Act 2003, the Police and Justice Act 2006, and
the Coroners and Justice Act 2009. With regard to criminally obscene adult content, the
relevant legislation is the Obscene Publications Act 1959 and 1964, and Criminal Justice and

Immigration Act 2008 section 63.1%2

The concern is not with the content targeted by the
IWF, but rather with regulation of the regulator. The power the IWF exercises in
determining the information we can and cannot access on the Internet is vast. The exercise
of this power must be prescribed by law. This requires that there are safeguards in the law
to protect against arbitrary interferences by a public authority like the IWF. Such was the

issue in Halford v. United Kingdom™** concerning the interception of telephone calls.

7 Malone v. United Kingdom (1985) 7 EHRR 14. See Harris n. 125, p. 344.

See discussion ibid., pp. 344-346. See Silver v. United Kingdom (1983) 5 EHRR 347 and Leander v. Sweden
(1987) 9 EHRR 433 discussed therein.

1% See Lord Lester of Herne Hill et al., Human Rights Law and Practice (London: Butterworths, 1999), para.
3.14.

139(1979-80) 2 EHRR 245.

Ibid., para. 49.

See www.iwf.org.uk/police/page.22.htm (last visited 24 August 2011). When incitement to racial hatred
content was within its remit it drew its authority from the Public Order Act 1986 c. 64 and the Race Relations
Act 1976 c. 74.

133(1997) 24 EHRR 523.
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In Halford, since the Interception of Communications Act*** only applied to public
communications network and the interference occurred over a private network, there was
no provision in domestic law to protect the complainant. In the context of Article 8 the
European Court of Human Rights (ECtHR) held that the lack of regulation in domestic law

meant the interference was not prescribed by law, stating,

In the context of secret measures of surveillance or interception of
communications by public authorities, because of the lack of public scrutiny and
the risk of misuse of power, the domestic law must provide some protection to
the individual against arbitrary interference with Article 8 rights (art. 8). Thus,
the domestic law must be sufficiently clear in its terms to give citizens an
adequate indication as to the circumstances in and conditions on which public
authorities are empowered to resort to any such secret measures...***

As will become evident in the following section concerning the proportionately of the IWF’s
governance structure, the IWF’s operation is largely secret with very little oversight of its
operation. This can be seen with the inclusion of obscene content in the IWF’s remit. The
test under the Obscene Publications Act is subjective asking whether the material will tend

to deprave and corrupt those likely to be exposed to it.**

It is inherently tied up with the
views of the community of that time, and is a problematic standard to apply at the best of
times by a jury of one’s peers in the formal setting of a court. It is far more subjective and
arbitrary when assessed by an individual in a back room without the prospect of any judicial
oversight, and ultimately risks the imposition by a private body of its employees’ moral
views on the wider public. While traditional media, particularly broadcasters, have long
grappled with the standard of offensiveness, this has not made the issue any less vexing or
difficult to manage, and the IWF is distinguishable from such bodies for the largely private
nature of its operation. Drawing from Halford, there is nothing in domestic law, nor
internal to the IWF’s governance structure that protects the public from arbitrariness in how
the IWF exercises its power. It is unchecked. Without any such protection, the law cannot
be said to be adequately accessible or foreseeable, two other aspects to the concept of

prescribed by law. This will become particularly apparent when later in this chapter we

explore the process by which website owners are/are not advised their site is on the

3% 1985 . 56.

Halford n. 133, para. 49. See also Malone n. 127.
Obscene Publications Act 1964 c. 74, section 1.
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blacklist and the process of appeal. The result is that the IWF, as a public authority, is

arguably operating without any legal basis.

Even if the IWF is not a public authority, there should be concerns with a body which
exercises such a powerful role in administering our right to freedom of expression and yet
fails to show evidence its operation is not arbitrary. Such characteristics of transparency,
accountability, and proportionality are considered key to any good regulatory system, public
or private.137 As a voluntary framework, the concern is further magnified when analysing
ISP Terms of Service and AUPs, which provide an almost unlimited remit to ISPs to terminate
a user’s account. For example, PlusNet’s AUP allows the ISP to terminate any user’s account

without a right of appeal for a breach of the AUP, which provides:

(a) in any way which breaks any law or the conditions of any licence or rights of
others;

(b) to make offensive, indecent, menacing, nuisance or hoax calls or to cause
annoyance, inconvenience or needless anxiety;

(c) to send, knowingly receive, upload, download, or use any material which is
offensive, abusive, defamatory, obscene or menacing; or

(d) in any way which we reasonably think will, or is likely to, affect how we
provide the service to you or any of our customers.'*®

Such AUPs are not related to filtering of content per se, except in so far as an ISP chooses to
discontinue access to, for example, a newsgroup. In such a case, the terms are sweeping,
with ISPs such as Virgin providing that it can discontinue access ‘for any reason.’ 139 such
AUPs provide the wider regulatory picture of censorship of content — with the IWF providing
the list of content to block, the ISP blocking it, and additionally the ISP reserving sweeping

powers to cut off user access for unlimited reasons and without appeal.

While the current remit of the IWF serves the legitimate aim of preventing disorder and
crime and protecting health or morals, its administration is not prescribed by law. Indeed,

the strength of its aim has helped mask its lack of legal basis, because people fearful of

B Eor example, BERR identified five principles of good regulation: that it was transparent, accountable,
proportionate, consistent, and targeted: http://www.berr.gov.uk/whatwedo/bre/index.html (no longer
available).

3 plusnet, Acceptable Use Policy, at www.plus.net/info2/legal/aup.html (last visited 24 August 2011).
139 Virgin Media, Acceptable Use Policy, at
http://allyours.virginmedia.com/html/legal/oncable/acceptableuse.html (last visited 24 August 2011).



http://www.berr.gov.uk/whatwedo/bre/index.html
http://www.plus.net/info2/legal/aup.html
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being branded sympathetic to child pornographers either do not speak up or are quickly
quieted, deflecting attention away from the failure of the IWF to carry out its” work in a
manner prescribed by law. The next question is whether the interference is necessary in a
democratic society, keeping in mind that this question does not arise if the operation of the

IWF is found to lack legal basis.

C. Necessary in a Democratic Society

Whether an interference with the right to freedom of expression is necessary in a

democratic society is ultimately a proportionality question where one asks whether there is

140

an alternative, less intrusive way to protect the public interest.”™ What will be argued is

that the IWF fails on multiple levels to be a proportionate response to the problem of

unlawful content online, which impacts the ability to participate in democratic life online.

Under Article 10(2), an interference with the right to freedom of expression must be

prescribed by law and necessary in a democratic society. Handyside v. United Kingdom

VAN

clarified the meaning of this term, explaining that ‘necessary’ ‘“is not synonymous with

” u

“indispensible”...neither has it the flexibility of such expression as “admissible”, “ordinary”,

reasonable” or “desirable”.”**! Rather, it is a question of proportionality, meaning

“useful”, “
there was a pressing social need for the interference, and that the interference strikes a “fair
and proportionate balance between the means chosen to satisfy it and the individual’s

1142

freedom of expression. Thus a court considers some of the following in its assessment:

e Whatis the importance of the right?143

e s there a rational connect between the objective and the measures taken —is it
. . . . . . 144
arbitrary, unfair or based on irrational considerations.

e The means chosen must be no more than is necessary to satisfy the objective.

e The more severe the interference the more it must be justiﬁed.145

%% see discussion Harris n. 125, p. 359.

Handyside v. United Kingdom (1979-80) 1 EHRR 737, para. 48.

2 Harris n. 125, p. 444.

“pid., pp. 351-52.

Lord Lester of Herne Hill n. 129, para. 3.10. See also footnote 8 for a breakdown of case discussion on the

141

144

meaning of proportionality.
“ Ibid.
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In this regard, ECHR jurisprudence is ultimately tied up with the notion of margin of
appreciation, a notion inapplicable here except in so far as a certain margin of appreciation
should be accorded a private body in organising its regulatory affairs.* Ultimately, in this
respect, the ECtHR seeks to determine whether the reasons given are ‘relevant and
sufficient’ to justify the interference.’®’ Thus courts and states struggle with each case to
determine the boundaries of this notion, and ultimately the analysis gets folded into
discussion of the nature of the interference, proportionality, local customs and European

standards, and competing interests.'*®

149

In Sunday Times v. United Kingdom (No 2),”" the ECtHR summarised the general principles

to be applied in assessing what is necessary in a democratic society as follows:

(a)Freedom of expression is one of the essential foundations of a democratic
society and includes the right to offend, shock and disturb;

(b)It is especially important as regards the press: it is ‘incumbent on it to impart
information and ideas on matters of public interest.”*°

(c)Necessary means there is a pressing social need. Contracting states are given
a margin of appreciation in this regard, but ‘it goes hand in hand with a
European supervision’*>?, meaning that the Court gives the final ruling on
whether the restriction can be reconciled with Article 10.

(d)The Court is not to substitute its judgment for that of the national authority.
What it should do is ‘look at the interference complained of in the light of the
case as a whole and determine it was “proportionate to the legitimate aim
pursued” and whether the reasons adduced by the national authorities to justify

. .. 152
it are “relevant and sufficient”.”*

The analysis of whether the measures taken by the IWF are necessary in a democratic
society can be categorised per the importance of the right, the remit of the organisation,

and the proportionality of the measures taken.

'® Margin of appreciation is a difficult concept, but at a basic level means that states are in a better position to

assess a pressing social need and the proportionality of a regulatory measure than Europe. However, it is not
judicial deference, because the ECtHR engages in its own fact-finding, though it is equally not a simple
substitution of the ECtHR’s view for a national court. See discussion Harris n. 125, pp. 350-355.

% Harris ibid., p. 444.

2 Ibid., pp. 350-355.

1%9(1991) 14 EHRR 229.

150 Ibid., para. 50.

Ibid., para. 50.

Ibid., para. 50.
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Freedom of expression ‘is one of the cardinal rights guaranteed under the Convention.’*>?

Any exceptions to this right must be interpreted narrowly.”>* The activities of the IWF in
both creating a blacklist of content to filter, and in its role as a notice regime for the
takedown of unlawful material engages one of the most fundamental human rights
reflecting one of the key foundations of democratic society and the facilitative potential of
the Internet: participation in democratic discourse. The blacklist acts as a blanket restraint
on speech, the most extreme act of censorship for which the most justification is needed,
because for all practical purposes, it removes from public access the information at issue.
The availability of the information via alternate means, whether because the users is
knowledgeable in how to route around filters, or the information is available, for example,
in a different format such as print, does not make it anything other than censorship.
Indeed, prevention of access does not need to be fool-proof: ‘a censor need not stamp out

information entirely to effectively rig the market of ideas.”*>

The IWF has attempted to alleviate such concerns by describing the blacklist as voluntary.
At a conference soon after the Wikipedia incident, the IWF chair Peter Robbins commented,
‘[the Wikipedia image] was added to a list we give to service providers who voluntarily
undertake to block access to those types of images.”>® He further defended the incident
stating, ‘[n]Jobody in the 12 years or so that we have been operating has had any real reason

to complain about anything that we may have done.’*’

The reality, however, as we have
seen is that removal of such content is far from voluntary through the ISPA Code of Practice,
government and social pressure, and when it acts as a host, through the E-Commerce
Directive. Such regulation, combined with a private self-regulatory body acting as monitor
and notifier of unlawful content, leaves ISPs with no option other than to remove all content

it is advised is illegal. The result is that a single private body makes all the decisions for the

UK on the content which is blocked from access.

This can be contrasted with other countries, such as Canada where its Telecommunications

Act forbids ISPs to block access to content. Instead, such blocking is administered by a

3 Harris n. 125, p. 443.

B Ibid., p. 443.

135 Kreimer n. 16, p. 40

138 Westminster eForum (comments of Peter Robbins) n. 53, p. 17. He later described the criticism of the IWF
following the incident as unfair and a technical problem rather than an organisational concern.

Y7 Ibid.
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government regulatory body, the Canada Radio-Television Telecommunications Commission

(CRTC).*® While an industry body, www.cybertip.ca, has been modelled on the IWF, the
body itself does not make decisions concerning the content that is added to the blacklist,
instead forwarding it to law enforcement authorities.>® Some countries rely on lists

provided by law enforcement agencies.160 As Lillian Edwards argues,

This censorship needs no laws to be passed, no court to rule, with the publicity
that entails. It only needs the collaboration, forced or otherwise, of ISPs. ISPs
are not public bodies; their acts are not subject to judicial review. Nor are they
traditional news organizations; their first concern (quite properly) is for their
shareholders and their own legal and PR risks, not for values like freedom of
expression. '

As we have seen with the Wikipedia incident it highlights the risks when the IWF overblocks.
The IWF capitalised on the botched blocking to shift blame to ISPs stating in its 2008 Annual

Report,

In this particular case there was an unforeseen technical side-effect of blocking
access to the Wikipedia page in question. Due to the way some ISPs block, users
accessing Wikipedia from these ISPs appeared to be using the same IP address.
This undermined the way Wikipedia controls vandalism therefore anonymous
UK Wikipedia users were blocked from editing.162

While the process for addressing the complaint will be discussed further below, it
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exemplifies for present purposes, the reach of the blacklist.”™ It was followed up early in

2009 with the blacklisting of images on the Wayback Machine, which inexplicably led some

138 Telecommunications Act (S.C. 1993, c. 38), s. 36. See discussion of the OpenNet Initiative concerning the

specific instance of an ISP blocking access to an employee union website: at http://opennet.net/bulletins/010/
(last visited 24 August 2011). See discussion J. Bayer, ‘Liability of Internet Service Providers for Third Party
Content’, Victoria University Wellington Working Paper Series, 1 (2008) 1, pp. 57-58. There is discussed the
application of Richard Warman to the CRTC to exempt ISPs from the prohibition of voluntary blocking so that
they could block access to foreign hate sites that were harassing him: Canadian Press, ‘CRTC rejects bid to
block hate sites’, at www.theglobeandmail.com/news/technology/article840617.ece (last visited 24 August
2011).

%% see www.cybertip.ca/app/en/works (last visited 24 August 2011).

Brown n. 22.

L. Edwards, ‘From child porn to China, in one Cleanfeed’, Script-ed, 3(3) (2006), 174. See also her comments
in Davies n. 1.

182 |nternet Watch Foundation, 2008 Annual and Charity Report, at www.iwf.org.uk/accountability/annual-
reports/2008-annual-report (last visited August 2011), p. 9.

% out-law argued strongly that the IWF should not have removed the Wikipedia page from its blacklist. In
Out-Law’s view what the IWF does is no different than the banning of TV adverts by the Advertising Standards
Authority or the blacklisting of spammers by Spamhaus, and that the ‘[i]f it fails in its duty, ISPs can kill it. If
they do, they can either replace it or the government will replace it for them’: n. 3.
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ISPs such as Demon Internet to block the entire archive. In both incidents neither owners

of Wikipedia or the Wayback Machine, nor users, were advised of the blocking.

The argument might be advanced that this is not the kind of speech that goes to the core of
the right to freedom of expression. It is not political. It does not further democracy. Far
from it, the material is not only unlawful, but the specific material on the blacklist is the
lowest form of speech, if it can be categorised as such, child sexual abuse images. This
argument might be compelling, except for the fact that we don’t actually know what is being
censored. What we do know is that the Internet has become a central component to
participation in democratic culture, access to which is increasingly being seeing as a

fundamental human right.*®

Three things, in particular, are striking about the IWF’s impact
on participation in democratic culture. First, the blacklist, as well as the notices sent to ISPs,
are kept secret. The list is sent in an encrypted format to ISPs, ‘which are subject to
similarly secret terms of agreement regarding their employees’ access to the list.”**® ISPs
can add a URL to the list and no one would know,*®’ and the sweeping nature of ISP ToS
allows for virtually unhindered filtering of content. While it is true that there are very good
reasons why the blacklist is kept secret as we don’t want to ‘provide a roadmap to
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paedophiles’,”™ this does not obviate the need for a democratic, transparent and

accountable governance structure.

Second, website owners are not necessarily advised when their site has been added to the
blacklist or added to a list sent to ISPs for takedown. The IWF simply states ‘[n]otifying the

website owne